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Abstract

Legal case retrieval for sourcing similar cases001
is critical in upholding judicial fairness. Dif-002
ferent from general web search, legal case re-003
trieval involves processing lengthy, complex,004
and highly specialized legal documents. Ex-005
isting methods in this domain often overlook006
the incorporation of legal expert knowledge,007
which is crucial for accurately understanding008
and modeling legal cases, leading to unsatis-009
factory retrieval performance. This paper in-010
troduces KELLER, a legal knowledge-guided011
case reformulation approach based on large lan-012
guage models (LLMs) for effective and inter-013
pretable legal case retrieval. By incorporating014
professional legal knowledge about crimes and015
law articles, we enable large language models016
to accurately reformulate the original legal case017
into concise sub-facts of crimes, which contain018
the essential information of the case. Exten-019
sive experiments on two legal case retrieval020
benchmarks demonstrate superior retrieval per-021
formance and robustness on complex legal case022
queries of KELLER over existing methods.023

1 Introduction024

Legal case retrieval is vital for legal experts to025

make informed decisions by thoroughly analyz-026

ing relevant precedents, which upholds justice and027

fairness (Hamann, 2019). This practice is crucial028

in both common law and civil law systems glob-029

ally (Lastres, 2015; Harris, 2002). In civil law,030

although following past cases (known as "stare de-031

cisis") is not mandatory, judges are still highly ad-032

vised to consider previous cases to improve the033

accuracy and trustworthiness of their judgments.034

In legal case retrieval, both the query and the035

document are structured legal cases, distinguish-036

ing the task from other information retrieval (IR)037

tasks. Specifically, as shown in Figure 1, a legal038

case document comprises several sections, such as039

procedure, facts, and the court’s decision, making040

it much longer than typical queries and passages in041

Criminal Judgment of the People‘s Court of Tieli City, Heilongjiang 
Province (2019)...The People’s Procuratorate of Tieli City charged 
that ... The defendant’s actions violated Article 114 of the Criminal 
Law of the People‘s Republic of China. The defendant should be held 
criminally responsible for the crime of arson. The defendant Yan, has 
no objections to the criminal facts and charges brought by the public 
prosecution and offers no defense.

Procedure

After trial and investigation, it has been established that Mu is the 
paternal uncle of the defendant Yan. The two parties had developed 
conflicts over inheritance issues, and prior to the incident, they had a 
quarrel over a trivial matter. In a bid to vent personal spite, Yan took 
advantage of Mu's absence and set fire to Mu's house...

Fact

The Court finds that the defendant Yan intentionally set fire to and 
destroyed a house, endangering public safety. Such conduct 
constitutes the crime of arson... In accordance with Article 114 and 
Paragraph 1 of Article 67 of the Criminal Law of the People's 
Republic of China, the judgment is as follows:

Reasoning

The defendant Yan is convicted of the crime of arson and is sentenced to 
a term of four years' imprisonment. The term of imprisonment shall 
commence from the date of execution of this judgment...

Decision

Presiding Judge: Liu, Associate Judge: Yang...
Tail

Query Case

Document Case

Figure 1: The query case and candidate document case
examples. The query case typically contains only partial
content since it has not been adjudicated. Extractable
crimes and law articles are highlighted in red.

the standard ad-hoc search tasks. Its average text 042

length often exceeds the maximum input limits of 043

popular retrievers, such as 512 tokens (Devlin et al., 044

2019). Moreover, a legal case may encompass mul- 045

tiple, distinct criminal behaviors. Comprehensively 046

considering all criminal behaviors of a legal case 047

is important in determining its matching relevance 048

with a query case. However, these key criminal 049

descriptions are usually dispersed throughout the 050

lengthy contents, which can significantly affect the 051

effectiveness of traditional long document model- 052

ing strategies like FirstP and MaxP (Dai and Callan, 053

2019) in the legal domain. 054

To tackle the challenge of comprehending long 055

and complex legal cases, previous works mainly 056
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fall into two categories. The first approach focuses057

on expanding the context window size (Xiao et al.,058

2021) or splitting legal cases into passages (Shao059

et al., 2020). However, given the specialized and060

complex nature of legal texts, merely increasing the061

context window size still proves insufficient for sig-062

nificantly improving the retrieval performance. In063

contrast, the second approach performs direct text064

summarization (Askari and Verberne, 2021; Tang065

et al., 2023) or embedding-level summarization (Yu066

et al., 2022) on the legal case, aiming to only keep067

the most crucial information for assessing the rele-068

vance between legal cases. However, they typically069

only rely on heuristic rules or the models’ inher-070

ent knowledge for summarization. As the legal071

domain is highly specialized, existing approaches072

that overlook professional legal knowledge (e.g.,073

law articles) are likely to perform inaccurate sum-074

marization.075

In this paper, we present a Knowledge-guidEd076

case reformuLation approach for LEgal case Re-077

trieval, named KELLER. Our main idea is to lever-078

age professional legal knowledge to guide large079

language models (LLMs) to summarize the corre-080

sponding key sub-facts for the crimes of the legal081

cases, and then directly learn to model case rele-082

vance based on these crucial and concise sub-facts.083

Due to the specialization and complexity of the084

legal case, it is quite challenging to directly sum-085

marize the corresponding key sub-facts for all the086

crimes from the legal case, even using advanced087

LLMs (Tang et al., 2023). To address this problem,088

we propose a two-step legal knowledge-guided089

prompting method, as illustrated in the left side090

of Figure 2. In the initial step, we prompt LLM to091

extract all of the crimes and law articles contained092

in the legal case and then perform post-processing093

on them to establish correct mappings between094

the crimes and law articles by referring to the le-095

gal expert database. In the next step, we prompt096

LLM with the extracted “crime-article ” pairs to097

summarize the sub-fact of the crime from the le-098

gal case. The intermediate law articles, serving099

as high-level abstractions of the actual criminal100

events, can largely reduce the difficulty of identi-101

fying the corresponding sub-fact for the crime and102

improve accuracy. Figure 5 shows an example of103

three summarized sub-facts from a legal case.104

Then, we directly model the case relevance105

based on these sub-facts because they are not only106

the most crucial information for relevance judg-107

ment in legal case retrieval but are also concise108

enough to meet the text length limitations of popu- 109

lar pre-trained retrieval models. For the comprehen- 110

sive consideration of effectiveness, efficiency, and 111

interoperability, we adopt the simple MaxSim and 112

Sum operators to aggregate the relevance scores 113

between query and document sub-facts to get the fi- 114

nal case relevance score. The model is trained with 115

dual-level contrastive learning to comprehensively 116

capture the matching signals at the case level and 117

the sub-fact level. On two widely-used datasets, we 118

show that KELLER achieves new state-of-the-art 119

results in both zero-shot and fine-tuning settings. 120

Remarkably, KELLER demonstrates substantial 121

improvements in handling complex queries. 122

Our main contributions can be summarized as: 123

(1) We propose to leverage professional legal 124

knowledge about crimes and law articles to equip 125

LLM with much-improved capabilities for summa- 126

rizing essential sub-facts from complex cases. 127

(2) We suggest performing simple MaxSim and 128

Sum aggregation directly on those refined sub-facts 129

to achieve effective and interpretable legal retrieval. 130

(3) We introduce dual-level contrastive learning 131

that enables the model to capture multi-granularity 132

matching signals from both case-level and sub-fact- 133

level for enhanced retrieval performance. 134

2 Related Work 135

Legal case retrieval. Existing legal case retrieval 136

methods are categorized into statistical and neural 137

models. Statistical models, notably the BM25 algo- 138

rithm, can be enhanced by incorporating legal ex- 139

pert knowledge such as legal summarization (Tran 140

et al., 2020; Askari and Verberne, 2021), issue ele- 141

ments (Zeng et al., 2005) and ontology (Saravanan 142

et al., 2009). Neural models have been advanced 143

through deep learning and the use of pre-trained 144

language models (Devlin et al., 2019; Zhong et al., 145

2019; Chalkidis et al., 2020; Zhang et al., 2023). 146

Recent advancements in this domain include the 147

design of specialized pre-training tasks tailored for 148

legal case retrieval, which yields remarkable im- 149

provements in retrieval metrics (Li et al., 2023a; 150

Ma et al., 2023b). 151

Due to the limitations of neural models in 152

handling long texts, researchers mainly focus on 153

processing lengthy legal documents by isolating 154

the "fact description" section and truncating it 155

to fit the model’s input constraints (Ma et al., 156

2021; Yao et al., 2022; Ma et al., 2023b; Li et al., 157

2023a). To overcome the long-text problem, some 158
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other strategies include segmenting texts into159

paragraphs for interaction modeling (Shao et al.,160

2020), employing architectures like Longformer161

for extensive pre-training on legal texts (Xiao et al.,162

2021), and transforming token-level inputs into163

sentence-level encoding (Yu et al., 2022).164

165

Query rewriting with LLMs. Recently, re-166

searchers naturally employ LLMs to enhance167

the effectiveness of query rewriting (Zhu et al.,168

2023; Mao et al., 2023; Ma et al., 2023a; Wang169

et al., 2023; Jagerman et al., 2023). For instance,170

HyDE (Gao et al., 2023) creates pseudo passages171

for better query answers, integrating them into172

a vector for retrieval, while Query2Doc (Wang173

et al., 2023) employs few-shot methods to gen-174

erate precise responses. Furthermore, Jagerman175

et al. (2023) explores LLMs’ reasoning capacities176

to develop "Chain-of-Thoughts" responses for com-177

plex queries. However, the above methods struggle178

with legal case retrieval, where both queries and179

documents are lengthy cases. In the legal domain,180

PromptCase (Tang et al., 2023) attempts to address181

this by summarizing case facts within 50 words,182

but this approach often misses important details as183

many cases feature multiple independent facts.184

3 Methodology185

In this section, we first introduce some basic con-186

cepts in legal case retrieval. Then we delve into the187

three core parts of our KELLER, including legal188

knowledge-guided case reformulation, relevance189

modeling, and dual-level contrastive learning.190

3.1 Preliminaries191

In legal case retrieval, both queries and candidate192

documents are real structured legal cases that can193

extend to thousands of tokens in length. Figure 1194

shows an illustration of the typical case structure.195

Specifically, a case usually contains several sec-196

tions, including procedure, fact, reasoning, deci-197

sion, and tail. Notably, the candidate documents198

are completed legal cases that have been through199

the adjudication process and therefore contain all200

sections. In contrast, the query cases are not yet201

adjudicated, so they usually only include the proce-202

dure and fact sections.203

Formally, given a query case q and a set of docu-204

ment cases D, the objective of legal case retrieval is205

to calculate a relevance score s between the query206

case and each document case in D, and then rank207

the document cases accordingly. 208

3.2 Knowledge-Guided Case Reformulation 209

When assessing the relevance between two legal 210

cases, the key facts of their crimes are the most 211

crucial things for consideration. Therefore, given 212

the complexity of the original legal cases which 213

makes direct learning challenging, we try to first 214

refine the legal cases into shorter but more essential 215

“crime-fact” snippets. For example, we can get such 216

a snippet from the case shown in Figure 1, whose 217

crime is “the crime of arson” and the fact is “Yan 218

took advantage of Mu’s absence and set fire ...”. 219

However, the description of a crime and its 220

corresponding facts are often scattered throughout 221

the lengthy case, and a single case may contain 222

multiple crimes and facts, significantly com- 223

plicating the extraction process. To tackle this 224

problem, we propose a two-step prompting method 225

leveraging professional legal knowledge to guide 226

LLM to achieve accurate extraction. 227

228

Crime and law article extraction. First, we 229

prompt LLM to extract all crimes and all law 230

articles from the case. This step is relatively 231

straightforward for LLM, as each crime and law 232

article is a distinct, identifiable element within the 233

text. For example, the extracted crime and law 234

article for the case shown in Figure 1 are “the 235

crime of arson” and “Article 114 and Paragraph 1 236

of Article 67 of the Criminal Law of the People’s 237

Republic of China”, respectively. Our extraction 238

prompt is shown in Appendix B. 239

240

Post-Processing. The extracted law articles may 241

just be the titles. We then expand these titles into 242

full articles by gathering their detailed provision 243

content from the Web based on the titles. Then, 244

we establish a mapping between each crime and 245

its relevant law articles by referring to a database 246

built by our legal experts. Note that the correlation 247

between specific crimes and their corresponding 248

legal articles is objective, as it is clearly defined by 249

law. After post-processing, we can obtain all the 250

“crime-articles” pairs for a legal case. 251

252

Fact summarization. Next, we leverage the 253

extracted crimes and their relevant law articles to 254

guide LLM in summarizing the specific facts of 255

each crime from the original legal case. The law 256

articles, serving as high-level abstractions of the 257

actual criminal events, can considerably simplify 258
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Query Case

Crimes

Law articles…

Legal Knowledge

Summarization
PromptingExtractive

Prompting

Knowledge-guided Case Reformulation

Reformulated
Query Case

Bribery: The defendant Xu, during his tenure at the Water Bureau, 
exploited his position to seek benefits for others. Xu accepted a 
bribe of 20,000 RMB from Company A; he also…

Embezzlement: The defendant Xu embezzled public funds on two
occasions by taking advantage of his position. The first instance
involved embezzling the remaining amount after withdrawing travel
expenses from the bureau's "petty cash fund." The second

…

…

Reformulated
Candidate Case

Sub-fact #1:
Embezzlement: …

Sub-fact #2:
Offering Bribes to … … Sub-fact #n:

…

Pre-trained Text Encoder
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Figure 2: Overview of KELLER. We first perform legal knowledge-guided prompting to reformulate the legal cases
into a series of crucial and concise sub-facts. Then, we directly model the case relevance based on the sub-facts. The
model is trained at both the coarse-grained case level and the fine-grained sub-fact level via contrastive learning.

the task of identifying the corresponding specific259

facts. The prompt for fact summarization is shown260

in Appendix B.2.261

262

Through our legal knowledge-guided reformu-263

lation, we can accurately distill a series of crimes264

and their corresponding specific facts from the orig-265

inally lengthy legal cases. Finally, we form a sub-266

fact snippet, with the crime as the title and its facts267

as the main body. These refined sub-facts are not268

only the most crucial information for relevance269

judgment in legal case retrieval but are also con-270

cise enough to meet the text length limitations of271

popular pre-trained retrieval models. Please note272

that, since the required legal knowledge is present273

in criminal case documents from mainstream coun-274

tries (e.g., China and the United States), our ap-275

proach is actually internationally applicable. Our276

materials in Appendix D further prove this.277

3.3 Relevance Modeling278

We directly model the relevance of legal cases us-279

ing the refined sub-facts, rather than relying on the280

full text of the original legal cases. Specifically,281

given a query case q = {q1, ..., qm} and a candi-282

date case d = {d1, ..., dn}, where qi represents the283

i-th sub-fact of q and dj represents the j-th sub-284

fact of d. We utilize a pre-trained text encoder to285

encode them:286

Eqi = Pool[CLS] (Encoder(qi)) ,

Edj = Pool[CLS] (Encoder(dj)) ,
(1)287

where Pool[CLS] means extracting the embedding288

output at the [CLS] token position. Then, we com-289

pute the similarity matrix Mm×n using the L2- 290

norm dot product. Each element Mi,j of M is the 291

similarity calculated between the normalized em- 292

beddings of the i-th sub-fact in the reformulated 293

query case and j-th sub-fact in the reformulated 294

document case: 295

Mi,j = Sim(Eqi , Edj ) = Norm(Eqi) · Norm(ET
dj
).

(2) 296

Finally, we aggregate this similarity matrix to 297

derive the matching score. There are various so- 298

phisticated choices for aggregation, such as using 299

attention or kernel pooling (Xiong et al., 2017). In 300

this paper, we opt to employ the MaxSim and Sum 301

operators (Khattab and Zaharia, 2020): 302

sq,d =
m∑
i=1

Maxnj=1Mi,j , (3) 303

where sq,d is the final predicted relevance score. 304

We choose these two operators because of their 305

advantages in effectiveness, efficiency, and inter- 306

pretability over the other aggregation approaches 307

for our scenario: 308

(1) Effectiveness: Typically, each query’s sub- 309

fact qi matches one document sub-fact dj at most in 310

practice, which is well-suited for MaxSim of apply- 311

ing the Max operation across all document’s sub- 312

facts for a given query’s sub-fact. For instance, con- 313

sidering a query sub-fact about “drug trafficking”, 314

and the document sub-facts about “drug trafficking” 315

and “the discovery of privately stored guns and 316

ammunition”, only the “drug trafficking” sub-fact 317

of the document is relevant for providing matching 318

evidence. In contrast, using soft aggregation meth- 319
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ods (e.g., kernel pooling (Xiong et al., 2017)) may320

introduce additional noise in this scenario.321

(2) Efficiency: Maxsim and Sum operations322

on tensors are quite efficient for both re-ranking323

and large-scale top-k retrieval supported by multi-324

vector-based Approximate Nearest Neighbor algo-325

rithms (Khattab and Zaharia, 2020). This high326

efficiency is important for meeting the low-latency327

requirements of the practical use.328

(3) Interpretability: MaxSim provides clear in-329

terpretability by revealing the quantitative contribu-330

tion of each query and document sub-fact towards331

the final relevance score, which can aid in under-332

standing the ranking strategies and justifying the333

retrieval results. We further illustrate this advan-334

tage by studying a real case in Section 4.6.335

3.4 Dual-Level Contrastive Learning336

We incorporate matching signals from both the337

coarse-grained case level and the fine-grained338

sub-fact level to comprehensively enhance the339

model performance in legal case matching.340

341

Case-level contrastive learning. At the case level,342

we consider directly optimizing toward the final343

matching score between the query case and the344

document cases. Specifically, we employ the classi-345

cal ranking loss function to promote the relevance346

score between the query and the positive document347

while reducing it for negative documents:348

LR = − log
exp(sq,d+/τ)

exp(sq,d+/τ) +
∑

d− exp(sq,d−/τ)
,

(4)349

where d+ is the positive document of the query q350

and each d− is from the in-batch negatives. τ is a351

temperature parameter.352

353

Sub-fact-level contrastive learning. At the sub-354

fact level, we incorporate intermediate relevance355

signals among sub-facts to fine-grainedly enhance356

the model’s effectiveness in understanding sub-357

facts’ content and their matching relationships.358

However, only the case-level relevance labels are359

available in the dataset. Naively considering all the360

sub-fact pairs between the query and the positive361

documents as positives and all the sub-fact pairs be-362

tween the query and the negative documents as neg-363

atives will introduce substantial false positive and364

negative noise. To mitigate this issue, we propose365

a heuristic strategy to obtain high-quality relevance366

labels for the query’s sub-facts {q1, ..., qm}. The367

core idea of this strategy is to combine the case- 368

level relevance and the charges of each sub-fact to 369

accurately identify true positive and negative sam- 370

ples. We introduce the details of this strategy in 371

Appendix C due to the space limitation. 372

After getting the sub-fact level relevance labels, 373

we also adopt the ranking loss function for sub-fact 374

level contrastive learning: 375

LS = − log
exp(sMi,j+

/τ)

exp(sMi,j+
/τ) +

∑
J− exp(sMi,j−

/τ)
,

(5) 376

where Mi,j+ are the similarity score between qi 377

and its positive document. Mi,j− are the similarity 378

score between qi and its negative document sub- 379

fact. J− is the collection of all negative document 380

sub-facts for qi. The final learning objective is the 381

combination of LR and LS: 382

L = LR + αLS, (6) 383

where α is a hyper-parameter to adjust the weights 384

of two losses. 385

4 Experiments 386

4.1 Experimental Setup 387

Dataset and evaluation metrics. We conduct 388

extensive experiments on two widely-used datasets: 389

LeCaRD (Ma et al., 2021) and LeCaRDv2 (Li 390

et al., 2023b), whose statistics are listed in 391

Appendix A.1. Considering the limited number of 392

queries in LeCaRD, we directly evaluate all the 393

queries of LeCaRD using the best model trained 394

on LeCaRDv2, thereby avoiding the need for 395

dataset split. Following the previous studies (Li 396

et al., 2023a,b), we regard label=3 in LeCaRD and 397

label≥2 in LeCaRDv2 as positive. For the query 398

whose candidate documents are all annotated as 399

positive, we supplement the candidate pool by 400

sampling 10 document cases from the top 100-150 401

BM25 results. To exclude the effect of unlabeled 402

potential positives in the corpus, we rank the 403

candidate pools and adopt MAP, P@k (k=3), and 404

NDCG@k (k=3, 5, 10) as our evaluation metrics. 405

406

Baselines. We compare KELLER against the 407

following baselines across three categories. The 408

first is traditional probabilistic models, including 409

TF-IDF and BM25. The second is ranking methods 410

based on pre-trained language models, including 411

BERT (Devlin et al., 2019), RoBERTa (Liu et al., 412

2019), BGE (Xiao et al., 2023) and SAILER (Li 413
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Table 1: Main results of the fine-tuned setting on LeCaRD and LeCaRDv2. “†” indicates our approach outperforms
all baselines significantly with paired t-test at p < 0.05 level. The best results are in bold.

Model
LeCaRD LeCaRDv2

MAP P@3 NDCG@3 NDCG@5 NDCG@10 MAP P@3 NDCG@3 NDCG@5 NDCG@10
Traditional ranking baselines

BM25 47.30 40.00 64.45 65.59 69.15 55.20 48.75 72.11 72.51 79.85
TF-IDF 42.59 36.19 58.14 59.98 63.37 55.19 47.92 71.38 72.70 75.04

PLM-based neural ranking baselines
BERT 53.83 50.79 73.19 73.43 75.54 60.66 53.12 77.78 78.73 80.85
RoBERTa 55.79 53.33 74.40 74.33 76.70 59.75 53.12 78.15 78.97 80.70
BGE 54.98 53.33 74.29 74.09 75.65 60.64 51.87 76.99 78.43 80.90
SAILER 57.98 56.51 77.55 77.04 79.41 60.62 54.58 78.67 78.99 81.41

Neural ranking baselines designed for long text
BERT-PLI 48.16 43.80 65.74 68.14 71.32 55.34 46.67 71.62 73.68 76.63
Lawformer 54.58 50.79 73.19 73.43 75.54 60.17 54.17 78.23 78.99 81.40

Case reformulation with LLMs
PromptCase 59.71 55.92 78.75 78.44 80.71 62.25 54.19 78.51 79.07 81.26
KELLER 66.84† 57.14 81.24† 82.42† 84.67† 68.29† 63.13† 84.97† 85.63† 87.61†

et al., 2023a). The third is ranking methods414

designed for handling long (legal) text, including415

BERT-PLI (Shao et al., 2020), Lawformer (Xiao416

et al., 2021), and PromptCase (Tang et al., 2023).417

418

Implementations. We introduce the selected lan-419

guage models, hyperparameter settings and other420

details in Appendix A.2.421

4.2 Main Results422

The main results are as shown in Table 1 and we423

have the following observations:424

(1) KELLER outperforms all baseline meth-425

ods across all metrics on both datasets. Com-426

pared with previous methods tailored for the427

long-text problem, KELLER employs knowledge-428

guided case reformulation to address the challenge429

of long-text comprehension. This demonstrates430

the effectiveness of separating comprehension and431

matching tasks in the domain of legal case retrieval.432

(2) After fine-tuning on legal case retrieval433

datasets, the performance gap between general-434

purpose and retrieval-oriented PLMs becomes435

less distinct. This observation may stem from two436

reasons. First, the scarcity of training data in the437

legal case retrieval task can induce overfitting to438

annotation signals, which hampers the model’s gen-439

eralization capabilities. Second, Naive truncation440

of lengthy texts can make the model’s inputs lose441

sufficient matching signals, leading to inconsisten-442

cies between relevance annotations and matching443

evidence.444

(3) We observe that these long-text-oriented445

baseline methods do not show significant ad-446

vantages. Despite BERT-PLI and Lawformer pro-447

cessing more text than other methods, their input 448

capacity was still insufficient for the average length 449

of legal cases. Handling both long-text processing 450

and complex semantic understanding within one 451

retriever presents a significant challenge. To ad- 452

dress this issue, our approach offloads a portion of 453

the long-text comprehension task via knowledge- 454

guided case reformulation and improves the rank- 455

ing performance. 456

4.3 Zero-shot Evaluation 457

Considering the inherent data scarcity problem in 458

legal case retrieval, we evaluate the zero-shot per- 459

formance (i.e., without fine-tuning on the training 460

set of LeCaRDv2) of models on LeCaRDv2. 461

Results are shown in Table 2 and we find that 462

KELLER consistently outperforms baselines in 463

both zero-shot and fine-tuning settings. Upon com- 464

paring the performance of each method under zero- 465

shot and fine-tuned settings, we observe that most 466

methods benefit from fine-tuning except SAILER. 467

Intuitively, models trained in a general domain or 468

task could be enhanced through fine-tuning. In 469

specific domains, continued fine-tuning of models 470

generally does not lead to a significant decrease 471

in performance. We posit that the unexpected out- 472

comes in the SAILER model primarily arise from 473

overfitting the limited data used for fine-tuning, 474

which impairs the generalization capabilities estab- 475

lished in the pre-training phase. 476

4.4 Ablation Study 477

We design the following six ablations: (1) 478

KGCR→NS: We replace our Knowledge-Guided 479

Case Reformulation (KGCR) with a Naive Sum- 480
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Table 2: Zero-shot performance on LeCaRD and LeCaRDv2. “†” indicates our approach outperforms all baselines
significantly with paired t-test at p < 0.05 level. The best results are in bold.

Model
LeCaRD LeCaRDv2

MAP P@3 NDCG@3 NDCG@5 NDCG@10 MAP P@3 NDCG@3 NDCG@5 NDCG@10
General PLM-based baselines

BERT 42.92 37.78 60.11 61.37 64.10 56.46 52.08 75.82 77.05 79.39
RoBERTa 51.50 47.62 69.21 71.07 73.60 57.89 52.08 75.48 76.33 78.38
Lawformer 42.80 38.41 59.46 61.61 64.13 55.05 49.58 74.42 74.31 76.96

Retrieval-oriented pre-training baselines
BGE 51.81 47.62 68.57 69.91 72.61 57.21 50.42 73.59 75.36 77.80
SAILER 60.62 56.19 79.93 78.99 81.41 62.80 55.00 79.38 81.17 83.83

KELLER 64.17† 57.78 80.47 81.43† 84.36† 65.87† 61.67† 83.33† 83.75† 86.06†

marization (NS), which produces case summaries481

without hierarchical structure. We subsequently op-482

timize the dual encoders with this text as the input.483

(2)MS → Mean: We replace MaxSim and Sum (MS)484

with Mean to capture the average relevance of each485

sub-fact in the candidate cases to the query. (3)486

MS → NC: We Naively Concatenate (NC) all the487

reformulated sub-facts into a text sequence and sub-488

sequently optimize the dual-encoders. (4) MS →489

KP: We employ kernel pooling (Xiong et al., 2017)490

on the score matrix to capture relevance signals. (5)491

w/o sfCL: Training without the sub-fact-level con-492

trastive learning. (6) w/o SfCL: Training without493

the case-level contrastive learning.494

Results are shown in Table 3 and we can observe:495

(1) Every ablation strategy results in a decline in496

the model’s performance, demonstrating the effec-497

tiveness of each module within KELLER. This out-498

come indicates that KELLER’s architecture is both499

comprehensive and synergistic, with each module500

contributing to the model’s overall performance.501

(2) The replacement of the KGCR module ex-502

hibits the most significant impact on performance.503

This highlights the pivotal role of the KGCR mod-504

ule in KELLER. The KGCR module decomposes505

cases into structured sub-facts, which are crucial506

for the model’s learning process.507

(3) Among different aggregation strategies, MS508

→ Mean demonstrates the least performance degra-509

dation. This is primarily because the dataset mainly510

consists of simple cases with single charges, where511

Mean and MS become essentially equivalent. Con-512

versely, MS → NC exhibits the most notable perfor-513

mance decline. This is mainly because the model514

no longer maintains a cross-matching architecture515

after the concatenation operation. Merging mul-516

tiple facts into a single representation negatively517

impacts representation learning.518

Table 3: Results of ablation study on LeCaRDv2.

Strategy MAP P@3 NDCG@3 NDCG@5 NDCG@10

Effect of knowledge-guided case reformulation
KGCR→NS 61.91 55.13 79.50 79.11 81.47

Effect of different aggregation strategy
MS→Mean 67.15 61.81 81.58 84.42 86.74
MS→NC 63.35 57.92 80.37 81.99 84.04
MS→KP 65.47 60.06 79.87 83.61 85.39

Effect of contrastive learning
w/o SfCL 67.39 61.93 81.24 84.73 86.91
w/o CaCL 67.18 61.67 82.76 84.45 86.51

KELLER 68.29 63.13 84.97 85.63 87.61

Common Controversial
Query Category

0.40

0.45

0.50

0.55

0.60

0.65

0.70

M
AP

0.482

0.451

0.578

0.438

0.64

0.52

0.678

0.645

(a)

BM25
BERT
SAILER
KELLER

Common Controversial
Query Category

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

M
AP

0.544

0.617
0.595

0.671

0.622

0.731

0.67

0.829

(b)

BM25
BERT
SAILER
KELLER

Figure 3: Evaluation on different query types. We eval-
uate four models on (a) LeCaRD and (b) LeCaRDv2.

4.5 Evaluations on Different Query Types 519

We investigate the two query types presented in 520

both LeCaRD and LeCaRDv2: common and con- 521

troversial. Common queries are similar to initial 522

trials, and controversial queries to retrials, which 523

are typically more complex and require additional 524

expert review. We evaluated multiple models on 525

these query types. Notably, SAILER’s performance 526

declined after fine-tuning, so we included its zero- 527

shot results for comparison, alongside the fine- 528

tuned outcomes of other models. Results as shown 529

in Figure 3 and we find: 530

(1) KELLER outperformed other models on both 531

query types, showing more substantial gains in con- 532

troversial queries with improvements of 24.04% 533

and 13.41% in the LeCaRD and LeCaRDv2 534
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𝑞!: The defendant Li, drugged Qu's drinking
water with sleeping pills, causing Qu to fall
into a deep sleep. Li then stole 60,000 RMB
in cash from Qu and fled the scene. Li was
eventually captured, brought to justice, and
returned all the stolen money.

𝑞": The defendant Li stole 60,000 yuan and
fled. Pan helped Li change his name and
evade investigation and arrest. Li then
surrendered himself, Pan was summoned,
and Li's family repaid the stolen money.

𝑑!: The defendant, Zhou, tied Liu up with a
nylon rope and cut more nylon rope with a
kitchen knife to tie her feet. After she was
fully bound, Zhou robbed her of her
belongings and fled the scene. Zhou took
11,050 yuan in cash, a black EYU-brand
mobile phone, and other items from Liu.

𝑑": After robbing, Zhou returned to Yang's
residence and admitted to stealing money
and a phone. To evade arrest, they traveled
through various means to escape to
Guizhou's Wangmo County, where Zhou
stayed at Yang's place.

0.744 0.392

0.340 0.861

𝑞!

𝑞"

𝑑"𝑑!

Reformulated
Query 𝑞

Reformulated
Candidate 𝑑

Interpretation:
𝑞!’s best match: 𝑑!, 𝑞"’s best match: 𝑑"

Figure 4: An example of the interpretability of KELLER. We can observe that each sub-fact of the query finds a
correct match in the candidate document (in red).

Original Case Description:
The Defendant Gong hid methamphetamine in a cylinder and instructed the defendant He to
mail it. Gong texted He the address details. The package was shipped, but intercepted at
Shenzhen airport on January 15th with the drugs inside. Gong was arrested on March 23rd,
with police finding red pills, an air rifle, 68 bullets, …(omit many drug-related items here).

Knowledge-guided Case Reformulation:
• Transporting drugs: Gong intended to transport methamphetamine elsewhere, placed
the drugs in a gas cylinder, and texted He the mailing address and recipient information,
asking He to help mail it. The package was seized at Shenzhen airport, containing 975.8
grams of drugs.

• Illegal possession of drugs: After Gong was arrested for mailing drugs, the police found
a large quantity of drugs including meth, heroin, and marijuana in his residence.

• Illegal possession of firearms and ammunition: After Gong was arrested for mailing
drugs, the police found a long air gun and 68 bullets at his residence, 23 of which were
identified as ammunition, suspecting illegal possession of firearms and ammunition.

Naive Summarization:
On January 14th, Gong instructed He to hide methamphetamine in a mechanical cylinder
and arrange for its delivery via courier. The next day, this batch of drugs was seized at a
security checkpoint at Shenzhen Airport. Gong was captured in an industrial area, where
more drugs were found, including meth, heroin, and cannabis, in significant quantities.

Figure 5: Comparison of the original text, naive sum-
marization, and our proposed knowledge-guided case
reformulation. The original text is manually abbreviated
due to its length. Important sentences are marked in red.

datasets, respectively. This enhanced performance535

is credited to KELLER’s novel case reformulation,536

which simplifies complex scenarios into sub-facts,537

aiding in better comprehension and matching.538

(2) In the LeCaRD dataset, lexical-based mod-539

els showed consistent performance across differ-540

ent queries, unlike representation-based models541

which varied significantly. For example, BERT542

outperformed BM25 on common queries but was543

less effective on controversial ones, a difference544

attributed to the models’ limited ability to handle545

multifaceted cases. KELLER’s cross-matching ar-546

chitecture successfully addresses this limitation.547

4.6 Case Studies548

Case reformulation. We provide an illustrative549

comparison between the original case description,550

naive summarization, and our knowledge-guided551

case reformulation in Figure 5. The case cen-552

ters on complex issues of drug transport and553

firearm possession. Most details focus on drug554

transportation, with brief mentions of firearms555

found at the defendant’s residence towards the 556

end. Given the 512-token limit of most retrievers, 557

crucial information about the firearms is often 558

inaccessible. While naive summarization captures 559

the main points, it overlooks specifics about 560

the firearms in the context of drug offenses. In 561

contrast, our KGCR method segments the case 562

into three topics—drug transportation, illegal drug 563

possession, and illegal firearms possession—thus 564

detailing each criminal aspect comprehensively. 565

566

Interpretability. In KELLER, each sub-fact in 567

a query represents a specific intent of the query, 568

with the highest match score from a candidate case 569

indicating how well this intent is met. KELLER 570

allows users to see which sub-fact in a candidate 571

case matches their intent. For example, in a case 572

involving robbery and harboring crimes shown in 573

Figure 4, KELLER accurately matches sub-facts 574

in the query to those in the candidate case, demon- 575

strating the alignment of KELLER’s scoring with 576

the underlying legal facts of the case. The matching 577

is shown in a matrix, where the positions (q1, d1) 578

and (q2, d2) highlight the defendant’s actions in the 579

query and the candidate case, respectively, estab- 580

lishing a direct correlation between the computed 581

scores and the case ranking. 582

5 Conclusion 583

In this paper, we introduce KELLER, a ranking 584

model that effectively retrieves legal cases with 585

high interpretability. KELLER structures legal doc- 586

uments into hierarchical texts using LLMs and de- 587

termines relevance through a cross-matching mod- 588

ule. Our tests on two expert-annotated datasets 589

validate its effectiveness. In the future, we will 590

enhance KELLER by incorporating additional spe- 591

cialized knowledge and generative models to refine 592

performance and produce language explanations. 593
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6 Limitations594

External Knowledge base Construction. Our595

method requires constructing a legal knowledge596

base to assist in case reformulation, which intro-597

duces an extra step compared to the out-of-the-box598

dense retrievers. This issue is common in most599

domain-specific knowledge-enhanced methods.600

Computing Efficiency. Our approach needs to601

call large language models when processing the602

query case, which may bring additional computa-603

tional costs. In our experiments, we have employed604

techniques such as vLLM to achieve high-speed in-605

ference. Furthermore, we believe that with ongoing606

advancements in techniques in both hardware and607

algorithms, the computational of utilizing LLMs608

for processing individual query cases online will be609

acceptable. For example, Llama3-8B can achieve a610

speed exceeding 800 tokens per second on the Groq611

platform, while recent inference services provided612

by Qwen and DeepSeek require less than $0.0001613

per 1,000 tokens.614

7 Ethical Discussion615

The application of artificial intelligence in the legal616

domain is sensitive, requiring careful examination617

and clarification of the associated ethical implica-618

tions. The two datasets utilized in our experimental619

analysis have undergone anonymization processes,620

particularly with regard to personally identifiable621

information such as names.622

Although KELLER demonstrates superior per-623

formance on two human-annotated datasets, its rec-624

ommendations for similar cases may sometimes be625

imprecise when dealing with intricate real-world626

queries. Additionally, the case databases in ex-627

isting systems may not consistently include cases628

that fully satisfy user requirements. The choice to629

reference the retrieved cases should remain at the630

discretion of the experts.631
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Table 4: Basic statistics of the datasets.

Dataset LeCaRD LeCaRDv2

# Train queries - 640
# Test queries 107 160
# Documents 9,195 55,192
Average query length 445 4,499
Average doc length 7,446 4,768
Average golden docs / query 10.39 13.65

A More Details for Experimental Setup811

A.1 Datasets812

The statistics of both datasets are listed in Table 4.813

LeCaRD comprises 107 queries and 10,700 candi-814

date cases. LeCaRDv2, a more extensive collection,815

includes 800 queries and 55,192 candidate cases.816

A.2 Implementation Details817

For baseline models, we employ the default param-818

eter settings of Okapi-BM25 in the implementation819

of BM25. For ranking methods based on PLMs,820

a uniform learning rate of 1e-5 and a batch size821

of 128 are consistently applied. In BERT-PLI, the822

numbers of queries and candidate case segments823

are set to 3 and 4, respectively, with a maximum824

segment length of 256. For Lawformer, the max-825

imum text input length is set to 3,072, optimized826

using a learning rate of 1e-5 and a batch size of 64.827

In KELLER, we employ the Qwen-72B-828

Chat (Bai et al., 2023), which is currently one of829

the best open-source Chinese LLMs, to perform830

case reformulation. We do not choose OpenAI API831

due to concerns about reproducibility and high cost.832

All prompts, except for the case description, are833

input as system prompts. In the ranking model, the834

maximum number of crimes per case is capped at835

4, which meets the needs of most cases. We adopt836

the pre-trained retriever SAILER as the text en-837

coder. The τ in the contrastive learning is 0.01, and838

the α in the final loss function is 0.9. We conduct839

model training with a learning rate of 1e-5 and a840

batch size of 128. All experiments are conducted841

on four Nvidia Tesla A100-40G GPUs. All the842

source code and data will be shared at https://843

github.com/hide-for-blind-review if the pa-844

per gets accepted.845

(a) The query case and its positive candidate case share at least one crime
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(b) The query case and its positive candidate case don’t share any crimes
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Figure 6: Illustration of our proposed sub-fact-level con-
trastive learning. The green and red squares represent
the positive pairs and negative pairs, respectively. The
gray squares are the discarded pairs that are not used for
training. The blue rounded rectangles encompass blue
squares belonging to the same query/document case.
{A, ..., G} are crimes.

B Prompts 846

B.1 Extraction Prompt 847

Extraction Prompt: You are now a legal ex-
pert, and your task is to find all the crimes and
law articles in the procuratorate’s charges (or
court judgments) from the provided case. The
output format is one line each for crimes and
law articles, two lines in total. Multiple crimes
(law articles) are separated by semicolons.

848

B.2 Summarization Prompt 849

Summarization Prompt: You are now a legal
expert, and you are good at analyzing lengthy le-
gal case texts containing multiple circumstances
of crime. Your task is to concisely summarize
the causes, procedures, and outcomes associ-
ated with a specified crime, ensuring each part
does not exceed 100 words.
[Crime]: the specific crime name
[Law Articles]: the specific provisions of law
articles

850

C Strategy to Obtain Sub-Fact-Level 851

Relevance Labels 852

Specifically, for a positive document d+ of query 853

q, we first check whether any of the document sub- 854

facts share the same crimes as any of the query 855

sub-facts: 856
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• If it exists, as shown in Figure 6(a), for a query857

sub-fact qi, we treat the document sub-facts that858

share the same crime as the positives (e.g., the859

green rectangles in columns d+1 , d+2 , and d+3 ),860

and all the other document sub-facts as negatives861

(e.g., the red rectangles in columns d+1 , d+2 , and862

d+3 ). If the crime of qi is different from any of863

the document sub-facts, we will not include qi864

for training (e.g., the gray rectangles in row q3).865

• If not, as shown in Figure 6 (b), we select the866

(qi, d
+
j ) which has the highest similarity score as867

a positive training pair (e.g., the green rectangle),868

and retain any (qi, d
+
k (k ̸= j)) as negatives (e.g.,869

the red rectangles in columns d+2 and d+3 ). All870

the other query and document sub-fact pairs are871

discarded (e.g., the gray rectangles in columns872

d+1 , d+2 , and d+3 ).873

Then, for a negative document d− of one query874

sub-fact qi, we first check whether qi has one posi-875

tive sample.876

• If not, we discard all the document sub-facts be-877

cause there doesn’t exist a positive sample for878

contrastive learning (e.g., the gray rectangles of879

row q3 in Figure 6 (a) and (b)).880

• If it exists, we further check whether one of its881

document sub-facts d−j shares the same crime as882

a qi.883

1. Both d−j and qi are implicated to the same884

crime. we will include all (qi, d−k (k ̸= j))885

as negatives (e.g., the red rectangles of col-886

umn d−1 and d−2 in Figure 6 (a) and (b)). All887

the other sub-facts are discarded to avoid888

introducing false negatives (e.g., the gray889

rectangles of (q1, d−1 ) in Figure 6 (a) and890

(b)).891

2. None of d−j and qi pertain to the same892

crime. We will include all (qi, d−j ) as nega-893

tives (e.g., the red rectangles of (q2, d−1 ) and894

(q2, d−2 ) in Figure 6 (a)).895

D Case Format of Other Regions896

To demonstrate the international applicability of897

our method, we use U.S. legal documents as ex-898

amples. Figure 7 and Figure 8 depict the formats899

of a U.S. indictment and a judgment document,900

respectively. It is evident that the legal knowl-901

edge required by our method (a combination of902

charges and law articles in this paper) is commonly903

Indictment Document
### Caption
The caption of the case, including the name of the court, the 
jurisdiction, the title of the case (e.g., "United States v. John 
Doe"), and the case number.

### Introduction
A statement indicating that the grand jury charges the 
defendant with specific offenses.

### Body
Counts: 
• Each count of the indictment, specifying the statute the 

defendant is alleged to have violated.
• A clear and concise statement of the essential facts 

constituting the offense charged.
• Specific dates, locations, and nature of the criminal acts.
Penalties:
• A section outlining the possible penalties for each count, 

including fines, imprisonment, and other consequences.

### Signatures:
• The signature of the grand jury foreperson.
• The signature of the prosecuting attorney.

Figure 7: Illustration of the indictment document of US.

Judgment Document
### Caption
The caption of the case, including the name of the court, the 
jurisdiction, the title of the case (e.g., "United States v. John 
Doe"), and the case number.

### Introduction
A statement summarizing the trial or plea, the defendant's plea, 
and the verdict or finding.

### Body
Charges and Convictions: 
• Listing of each count the defendant was convicted of, with 

corresponding statute references.

Sentencing:
• Detailed information on the sentence for each count, 

including imprisonment, supervised release, probation, 
fines, restitution, and special assessments.

• Conditions of supervised release or probation, if applicable.

Additional Orders:
• Any additional orders, such as forfeiture, asset seizure, or 

specific directives from the court.

### Signatures:
• The signature of the presiding judge.
• The date of the judgment.

Figure 8: Illustration of the judgment document of US.

present in the body sections of these documents. 904

our method can be applied to reformulate legal 905

texts in documents from other jurisdictions simi- 906

larly, thereby enhancing their performance of legal 907

case retrieval. 908
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