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The rise of GPS-equipped mobile devices has led to the emergence of big trajectory data. The collected raw
data usually contain errors and anomalies information caused by device failure, sensor error, and environ-
ment influence. Low-quality data fails to support application requirements and therefore raw data will be
comprehensively cleaned before usage. Existing methods are suboptimal to detect GPS data errors and do the
repairing. To solve the problem, we propose a framework called GPSClean to analyze the anomalies data and
develop effective methods to repair the data. There are primarily four modules in GPSClean: (i) data prepro-
cessing, (ii) data filling, (iii) data repairing, and (iv) data conversion. For (i), we propose an approach named
MDSort (Maximum Disorder Sorting) to efficiently solve the issue of data disorder. For (ii), we propose a
method named NNF (Nearest Neighbor Filling) to fill missing data. For (iii), we design an approach named
RCSWS (Range Constraints and Sliding Window Statistics) to repair anomalies and also improve the
accuracy of data repairing by mak7ing use of driving direction. We use 45 million real trajectory data to eval-
uate our proposal in a prototype database system SECONDO. Experimental results show that the accuracy of
RCSWS is three times higher than an alternative method SCREEN and nearly an order of magnitude higher
than an alternative method EWMA.
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1 INTRODUCTION

The widespread use of GPS-enabled devices such as mobile phones has made the recording of
position data very easy and consequently a large amount of such data is collected. Due to a number
of factors such as device failure, sensor error, and environment influence, raw data usually contain
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dirty, abnormal, and incorrect information [29, 33], which will seriously affect data usage such as
doing analytics and querying processing. High-quality GPS data can be utilized in a wide range
of applications such as intelligent transportation planning and optimization [9-12, 23, 39, 55, 56],
trip planning [18], and urban management [42, 46, 57].

In this article, we study effectively detecting and efficiently repairing GPS data anomalies. We
propose a framework named GPSClean, as illustrated in Figure 1. The framework is mainly com-
posed of four components: (i) data preprocessing; (ii) data filling; (iii) data repairing; and (iv) data
conversion. Data preprocessing performs data sorting and removes redundancy data. Data filling is
to fill missing GPS data, and data repairing deals with repairing drifting data. Drifting data refers to
data records that do not conform to the driving rules and clearly deviate from the driving trajectory.
The last component, data conversion, transforms cleaned GPS records into data forms managed by
the database system.

There are two major challenges when performing GPS data cleaning: (i) data detection and
(if) data repairing. In particular, data detection is a fundamental step for data repairing. In the liter-
ature, there are a number of proposals dealing with data detection and repairing. The method [25]
treats abnormal data points as useless information and discards them without doing repairing. If
the number of such data points is large, the produced data will be small and may be not useful
for doing comprehensive analysis. In contrast, we aim at not only comprehensively detecting ab-
normal data points but also repairing them to preserve data integrity. Simultaneously clustering
and cleaning dirty data is done in [43]. The approach repairs noisy data and makes the boundary
point of the nearest cluster to improve the degree of data aggregation. The algorithm has a sig-
nificant effect on repairing time series data, but the accuracy of repairing GPS anomalies is not
high. This is because the algorithm modifies the abnormal data to the nearest boundary point on
the nearest cluster, which is the same as deleting the original noise data and adding the duplicate
data to the original data. An algorithm called SCREEN is proposed by Song et al. [45] to detect
and repair abnormal data through speed-based constraints. SCREEN can well detect and repair
the data with large abnormal values in time series data that violate the speed constraint, but the
method is difficult in detecting and repairing the data fulfilling the constraint condition with small
deviation trajectories. For data points that deviate far from the correct movement, the constraint-
based method performs anomaly detection well, but the repairing accuracy is low. SCREEN does
not detect drifting points fulfilling the constraints and thus will not do the repairing. The paper
[16] proposes a method named Sorted-Neighborhood Method (SNM) to detect duplicate data
in a window through an adaptive window method.

Regarding the issue of data repairing, most current algorithms only use constraint-based or
statistical-based methods to repair abnormal data. The smoothing of Moving Average (MA)
model [7] is likely to modify correct data and thus generates noise data. The approach making
use of speed constraints only repairs the data exceeding the maximum threshold. The data with
a small deviation is not repaired. The paper [54] uses statistical-based maximum likelihood es-
timation, while the efficiency is low as they count the changes in the acceleration of the entire
dataset. The method has a good effect on repairing data points with small deviations, but using
the maximum probability of data variation makes the repairing procedure smooth. The paper [45]
shows that the smoothing method will make the data over-repaired, i.e., almost all data points are
modified, most of which are originally correct and do not require repair. Similarly, relying only on
the possibility of data changes also causes over-repairing.

In this article, we detect five types of abnormal data including duplicate data, out-of-order data,
invalid data, missing data, and drifting data. Different types of abnormal data cause challenges in
detecting and distinguishing abnormal types. Duplicate data is caused by repeated data storage.
Out-of-order data is incorrect data due to network transmission delay. Other abnormal data are
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Fig. 1. The framework of GPSClean.

mostly caused by device positioning problems, and the noise data caused by the equipment posi-
tioning problem is the most important part. Detecting invalid data and missing data is straight-
forward. Invalid data is determined by whether the latitude or longitude of the data is out of the
range. Missing data is determined by comparing the time difference between the two data and
the frequency of data collection. To detect drifting data, we propose range constraints and sliding
window statistics. Based on the original data, we propose an algorithm utilizing the driving direc-
tion and further improve the accuracy by analyzing the changes in the data. Our method does not
only detect large abnormal data points, but also implements the detection of small abnormal data
by statistical methods. The efficiency of duplicate data detection depends on the data order. We
propose an efficient method to perform the sorting with a constraint condition to avoid sorting
the overall data set, which is a time-consuming task.

The quality of anomaly repairing depends on (i) whether the detection algorithm can find out
all possible anomalies, and (ii) whether the approach fully makes use of the original data and per-
forms a thorough analysis. Repairing duplicate and disordered data are processed at the abnormal
detection stage. In the case of restricting offsets in disordered data, we develop a sorting algorithm
based on heap sorting and achieve the time complexity of O(N - Ig ¢) in which N is the number of
sorted objects and c is the disorder offset constant of the original data. When data is sorted already,
duplicate data is deleted by comparing whether the current and the subsequent data are the same.
We propose a sliding window-based probability model and range constraint method which is con-
sistent with the minimum change principle [5] and avoiding over-repairing. This method supports
repairing the data that largely deviates from the correct one and fulfills the constraint condition.

This article makes the following contributions:

o We define five types of noises in GPS data.

e We develop a sorting method for GPS records achieving the time complexity of O(N - 1gc),
in which N is the number of data points and c is the disorder offset constant in raw data.

e We propose a sliding window-based probabilistic detection model and a range constraint
method to detect and repair GPS data anomalies. Furthermore, we propose an anomaly de-
tection and repairing algorithm based on the driving direction and follow the minimum
change principle to avoid over-repairing.

e We do the evaluation on large real datasets and the results demonstrate that the repairing
accuracy of RCSWS is three times higher than SCREEN and nearly an order of magnitude
higher than EWMA.

The rest of the article is organized as follows: Related work is discussed in Section 2. Basic
concepts and the framework GPSClean are introduced in Section 3. In Section 4, we present the
maximum disorder sorting algorithm. In Section 5, we introduce the nearest neighbor filling algo-
rithm. We propose the algorithm combining range constraint and sliding window statistics, and
analyze the abnormal repairing of data by direction in Section 6. The experimental evaluation is
performed in Sections 7 and 8 concludes the article.
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2 RELATED WORK

In this section, we make some introductions from two aspects of previous related work. We in-
vestigate the anomaly problems in different types of data and related detection algorithms and
introduce relevant literature for mainstream anomaly repairing algorithms.

2.1 Data Anomaly Detection

Various fields have done relatively more work in data anomaly detection. In single-point anomaly
detection, the predicted value is compared with the observed value to determine the abnormal data.
The paper [4] uses the median of timestamp data as a prediction model to predict the value of the
currently detected data. Then the difference between the predicted value and the observed value is
compared with the error threshold to detect the abnormal situation of the current data. The paper
[41] uses a cluster-based method to detect anomalies in power data in a distributed environment,
and then uses an exponential weighted average method to repair the data. The same is to determine
whether the data is abnormal by analyzing and comparing the predicted value and the observed
value of the data. Jeung et al. [30] propose a flexible trajectory modeling method to infer the actual
position and nondeterministic uncertainty ranges. In the detection of data anomalies, the range of
data points can roughly estimate the abnormality of the data, and improve the data quality of the
trajectory. Since trajectories are often uncertain, Ma et al. [35] propose top-k trajectory similarity
query method to quantify the similarity between uncertain trajectories. The abnormal data in the
uncertain trajectory can be detected by comparing the similar real trajectory data points that have
been queried. Mautz et al. [37] propose a deep embedded cluster tree, which is a divisive hierarchi-
cal embedded clustering method. By combining the features of GPS data to perform clustering, the
detected abnormal clusters where the number of points in the cluster after clustering is less than a
certain threshold can be regarded as the detected abnormal cluster. Ichikawa et al. [28] propose a
qualitative evaluation method based on binary features of products. In the detection of the dataset,
the quality of the data can be checked by preliminarily scoring the GPS dataset. According to the
quality of the dataset, the abnormal data points in the GPS data can be preliminarily judged. Patil
et al. [40] propose an optimal number estimation method based on deep clustering, which can
adjust the optimal number of clusters through different input parameters. The optimal number
clustering of the GPS dataset can be used to detect data that deviates from the optimal data point
as the detected abnormal data. Moving Average (MA) algorithm [7] is also widely used in the de-
tection of single point anomalies. The average value of the recently observed time series is used as
the predicted value of the current detection data to determine the abnormal point. For Weighted
Moving Average (WMA) algorithm, the current prediction value is calculated by assigning dif-
ferent weights to the observation data at different positions in the time series data according to the
influence on the current detection data. Song et al. [45] propose a speed constraint method that
constrains the range of current data changes by changing the sequence data in the previous period.
Determining abnormal data based on whether the currently detected data is within the constraints.
Autoregressive (AR) model [27] and Autoregressive with exogenous input (ARX) model [8]
are widely used in data anomaly detection in many fields. Alengrin et al. [2] propose Autoregres-
sive Moving Average (ARMA) model based on AR model and MA model. Box et al. [6] propose
a more complex Autoregressive Integrated Moving Average (ARIMA) model based on ARMA
model for data anomaly detection.

In terms of sequence data anomaly detection, Keogh et al. [31] propose a method for sequence
anomaly detection. This method determines whether the subsequence is an abnormal sequence
by calculating whether the matching distance between the subsequence and its closest sequence
is greater than a certain threshold. In the density-based anomaly detection method, DBSCAN
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algorithm [13, 14] divides the data into a cluster by the density of the data. The outliers in the data
are calculated through clustering, and the data with large deviations are regarded as abnormal
data. Density-based methods can detect anomalies in dense data well, but discarding the detected
anomalies will destroy the integrity of the original data. In terms of using machine learning
methods to detect abnormal points in data, the method of Generative Adversarial Networks
(GAN ) [17, 32, 47] simultaneously trains two models, one is used to generate the distribution
model of the data, and the other is used to generate the discriminant model to determine whether
the data is abnormal. The errors of the two models are calculated by backpropagation and
gradient descent methods and the corresponding weights are updated to minimize the loss of the
generated two models. Gers et al. [20] improve Recurrent Neural Network (RNN) by using
Long Short-Term Memory (LSTM) to avoid the disappearance of the RNN gradient, which
makes RNN detect abnormal data in time series well.

2.2 Data Anomaly Repairing

To make full use of existing data to obtain high-quality data, data repairing methods in various
fields are also emerging endlessly. Most of the data anomaly detection methods mentioned above
can also perform data anomaly repairing. In terms of smoothing-based data repairing technology,
MA sequence cleaning algorithm [7] cleans abnormal data by calculating the average value of the
data over some time as the data repairing value. The data cleaning algorithm of AR model [27, 50]
uses the current data as a regression variable, and describes the regression process of the current
data through the weighted linear combination of the first k data. These papers [19, 36, 58] use
the Kalman filter model to clean the data. The Kalman filter model can handle not only stationary
signals but also non-stationary signals and multi-dimensional signals. Although the smoothing
repairing algorithm has a high accuracy for repairing some data with relatively small outliers, for
some data with large outliers, more data anomalies will be caused due to the smooth transition
process.

In terms of constraint-based data cleaning technology, the paper [15] proposes the method of
Order Dependencies (ODs). This method determines whether the data violates the correspond-
ing constraint through the dependence relationship between the data. For example, the fuel con-
sumption of a car can only be a positive number. If the data is negative, the constraint is violated
and the data is regarded as abnormal data. Then, the abnormal data is repaired by the normal data
around the time series. Lopatenko et al. [34] propose a method based on Denial Constraints
(DCs) to detect and repair anomalies in numerical time series data. The idea of DCs method and
ODs method is roughly the same, and the data is determined and repaired through the dependence
relationship between the data. The paper [22] proposes Sequential Dependencies (SDs), which
determine the abnormality of the data by comparing the difference between consecutive data in
the time series data. This method makes a preliminary determination based on whether the dif-
ference between the current data point and the previous data point meets the threshold and then
determines whether the data is in the corresponding interval to detect and repair the data. The pa-
per [45] proposes the speed constraint method SCREEN, which detects anomalies by constraining
the changes of the data and uses the maximum change boundary of the data to repair the abnor-
mal data. SCREEN modifies the abnormal data beyond the change range to the data value of the
maximum change boundary as the repair value of the abnormal data. Other constraint-based data
cleaning methods include variance constraints [51] and similarity rule constraints [44].

In terms of statistics-based data cleaning technology, Zhang et al. [54] use the maximum likeli-
hood estimation method to clean the abnormal data in the time series data. This method makes a
probability aggregation function by counting the distribution of data changes in time-series data,
and repairs abnormal data according to the maximum probability of data changes in the overall
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Fig. 2. Examples of GPS anomalies.

data. These papers [21, 48, 49] use the maximum likelihood method to detect and repair anomalies
of different types of data. Jeffery et al. [29] propose an adaptive Radio Frequency Identifica-
tion (RFID) data cleaning method, which uses techniques based on sampling and smoothing to
improve the quality of RFID data. Gupta et al. [24] use Hidden Markov Model (HMM) to predict
the price of stocks, and the paper [3] also uses HMM to detect and clean up some abnormal data
in time series data. The paper [38] uses Spatio-Temporal Probabilistic Model (STPM) to learn
some data characteristics of historical data, and then uses the model to clean the current data.

3 THE FRAMEWORK

We introduce basic concepts in Section 3.1 and outline the framework GPSClean in Section 3.2.

3.1 Basic Concepts

Let P ={py,...,pn} be a set of GPS records. Each p consists of a set of items, among which essen-
tial items are t (time), lon (longitude) and lat (latitude). Other items are for speed, direction and
acceleration. Preliminary concepts are introduced in the following.

Definition 1 (Maximum Disorder Offset). Let P’ be an ordered set on P by time such that Vp; € P:
Jp; € P’, pi = p; Alj— il < c. We call ¢ the maximum disorder offset.

The maximum disorder represents that the raw data finds the corresponding position in sorted
data within a fixed range. Let P be the unordered set of original GPS records, the maximum disorder
offset of P is ¢, p; € P, and P’ is an ordered sequence of P, p; € P’, hence p; € {p;_,....,p;, }. For
example, the maximum disorder offset of the dataset is 2, and ps is repaired to p] in the set {p;], p;,
D3> Py» pe), as shown in Figure 2(a).

Definition 2 (Out-of-order Anomaly). The set P = {py, ..., pn} is called out-of-order anomaly if 3
pi, pj € P:i <j A pj.t >pjt

Out-of-order abnormalities are caused by signal delays that cause the located data to be stored
later such as ps, ps, and p; in Figure 2(a).

Definition 3 (Duplicate Anomaly). The set P = {p,, ..., p,} is called duplicate anomaly if 3 p;, p;
EP:i#jAp;=pj.

Definition 4 (Invalid Anomaly). yj., and y;,, are the longitude and latitude range of the collection
site, respectively. Given a set P, where 3 p; € P: p;.lon € yjon V pi.lat & yia.

Definition 5 (Missing Anomaly). Ty is the data collection frequency. Given a set P, where 1 p;,
piEPi<jApjt—pit2Tr(—i+1).
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Table 1. Notations

Symbol Description
P a set of GPS records containing multiple p
P’ repair of set P
pi i-th positioning data
v; approximate speed of point p;
lon, lat longitude and latitude
Tr data collection frequency
Le error range of data collected by equipment

Yions Yiar  longitude and latitude range of the data collection place
Dist(p;,pj) distance between p; and p;

‘ |
} } } NNF } } RCSWS ‘ }
| L | | !
e . |
\ Out-of-order ‘ RCSWSD | ‘ Convert to MP ‘ |
} data |
|
! Invalid data |
‘ |
| Peduplicate ‘ ‘ issi L ‘@ |
| data ‘ ‘ Missing data Drifting data |
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‘ |
\ .
| Data preprocessing Data filling Data repairing Data conversion }

Fig. 3. Detailed description of primary components.

Definition 6 (Drifting Anomaly). Dist(p;,p;) is the distance between the positions of point i
and point j in P, and L is the threshold of the maximum distance traversed within the sampling
frequency Tr. Given a set P,V p; € P, p;.lon € yjon A p;.lat € y1q; where d py € P: Dist(pr_1,px) >
LA Dist(pk,pk+1) > L.

Definition 7 (Data Range). Given a data point p; in the set P, the current speed of p; is v;, and the
distance passed by the maximum acceleration is L within the fixed collection frequency Tr. The
circular area formed by taking p; as the center and L as the radius is the data range of p;.

Figure 2(b) shows the remaining anomalies. The missing anomaly is shown by hollow point.
Duplicate anomaly is multiple GPS records having the same data such as p,. Invalid anomaly is
the value greater than the valid range such as p4. The drifting data is the value within the range,
but the distance between the two points exceeds the set maximum threshold such as ps. Table 1
summarizes frequently used notations in the article.

3.2 An Overview

We elaborate primary components of GPSClean in Figure 3. The framework solves the problems
of out-of-order and duplicate by an algorithm named MDSort. Then, the NNF algorithm solves
the missing abnormal data. To repair invalid and drifting data, we design two algorithms named
RCSWS and RCSWSD, respectively, in which one is for the data without direction and the other is
for the data with direction. Finally, the framework converts the repaired data into data formats in
a database system.
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We make full use of attributes in raw data for anomaly repairing. Depending on data character-
istics, corresponding detection and repairing algorithms are called. Existing repairing algorithms
may incur over-repair situations, which destroy the correct data in the original data. To avoid over-
repairing, we follow the minimum change principle. The overall algorithm is given in Algorithm 1.

ALGORITHM 1: GPSClean
Input: trajectory dataset P,
maximum disorder offset c,
probability threshold o,
direction change threshold «
Output: P’
1: if P not sorted then
2: P «— MDSort(P, c) // Algorithm 2, MDSort

3: Ty « get the frequency of the dataset P

4: hasDir « get the direction of the dataset P
5: Pg « segment the trajectory of the P

6: for P; € Py do

7 for p; € P; do

8: while p; = p;1 do

9: delete pjyy

10: ifpj+1.t—pj.t > ZTf then

11 P/ « NNF(P;, j, j + 1) // Algorithm 3, NNF

12: if hasDir then

13: Pi’ «— RCSWSD(P;, j, Tf, o, a) // Algorithm 5, RCSWSD
14: else

15: P! < RCSWS(P;, j, Ty, o) // Algorithm 4, RCSWS
16 Pl—PLUP

17: P < U P}

18: return P’

4 PREPROCESSING
4.1 Data Dependency

A GPS record at time ¢; is related to the record at time t;_;. Taking into account the dependency
between two consequent GPS records, the method utilizing the sliding window can solve the prob-
lem of data anomaly detection and repairing. To achieve high efficiency and accuracy of anomaly
detection, we design a statistical method based on the sliding window. To support an automatic
anomaly detection for different types of GPS datasets, we further adapt the algorithm when per-
forming anomaly detection.

4.2 Sorting Data and Removing Duplication

Due to signal delay, the time storing the data is usually later than the actual time. This results
in disordered GPS records. We design a sorting algorithm based on heap sorting, named MDSort
(Maximum Disorder Sorting), to enhance the efficiency of processing disordered data. The MD-
Sort algorithm sorts the data in the window. The size of the window is the size of the heap in
the sorting algorithm. The idea of the algorithm is to pre-store the data collected by the device in
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advance through the characteristics of the heap structure, then wait for the delayed data to arrive
and sort. We first determine the maximum time for data delay storage through an external device,
and calculate the number of data points collected during the delay time based on the frequency.
Then, we initialize the size of the heap to the number of data points saved in advance. In the pro-
cess of sorting data, we compare the time of the heap vertex data with the time of the sorted data.
If the compared data is not within the continuous collection frequency, we expand the heap size
to two times the current size. After adding the expanded new data, we again compare the data at
the top of the heap with the sorted data. If the time of the data is continuous, the data at the top
of the heap will be taken out, and if the time is not continuous, the heap size will continue to be
expanded to twice the current size. We provide the complete algorithm in Algorithm 2.

ALGORITHM 2: MDSort
Input: trajectory dataset P,
maximum disorder offset ¢
Output: P’
1: H « build a min-heap sorted by time for the first ¢ records
2: fori < c+1to N do
3 if H.peek() is not next data then
4 ce—cx2
5 while i < N A H.size < ¢ do
6: Hpush(pl)
7
8
9

+ 41
else
: P’ « H.pop()
10: H.push(p;)
11: while H is not empty do
12: P’ — H.pop()
13: return P’

Assume that the maximum delay is 60 seconds and the data acquisition frequency is 2 seconds.
60

Therefore, the number of records during the period is %’ = 30. As a result, the maximum data
disorder position is 30. For the sake of implementation, we take 31 data points to construct a min-
heap. We use the first 31 records to build a heap, as shown in Figure 4(a). Numbers are to represent
the time, and grey nodes represent delayed stored data. The min-heap is built on the time order, and
grey nodes are the adjusted nodes, as shown in Figure 4(b). Since the maximum offset is 30, even if
arecord reaches the furthest offset such as the node t3, the correct order can still be obtained after
sorting the heap. Therefore, the top element in the heap is the first. We put the top of the heap
into a queue, and push the next one into the heap, as shown in Figure 4(c). Then, we maintain the
heap and have the data at the top be the second one in order, as shown in Figure 4(d). Repeating
the steps, we obtain the top element from the heap and put the next one into the heap until all

data are processed.

LEMMA 1. Given a set of N records, the time complexity of MDSort is O(N -1gc), in which c is a
constant representing the maximum disorder offset.

Proor. Since the maximum disorder is a constant ¢, the correct data order can be found
within the maximum offset c. Each time a new node is inserted, the time required to maintain
the heap is O(log, c), in which c is the number of nodes in the heap. The number of adjustment
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Fig. 4. Maximum disorder sorting based on a heap.

operations is the number of all data points N, and therefore the time complexity of the algorithm
is O(N -1gc). O

For ordered data, deleting duplicate data is simple. The algorithm determines whether the cur-
rent detection record is the same as the next record. If they are equal, the duplicate data is deleted.
If they are not equal, the algorithm continues to detect other types of abnormalities.

5 REPARING MISSING DATA

GPS devices may be accidentally shut down and therefore no data is collected afterward. For ex-
ample, when the driver turns off the engine, no data is collected as the device is turned off. The
vehicle may be parked for a long time, but the algorithm likely identifies the parking time as a
large amount of missing data. To avoid misidentification, we partition the data whose time differ-
ence between the two consequent records is larger than 10 minutes. This method not only avoids
loading a large amount of data into the memory, but also correctly handles misidentified data.
Since 100 consecutive data can fully reflect the frequency of dataset collection, before perform-
ing data missing detection on the dataset, we first count the time difference between the first 100
data in the dataset. The equipment that collects data usually has a fixed collection frequency. We
take the time with the largest probability of different time differences among the first 100 data as
the collection frequency of the current dataset. For a time-ordered dataset, we calculate the time
difference between consecutive data records, and compare the time difference with the collection
frequency to determine missing data. Two consecutive data with a time difference greater than
twice the frequency or more are recorded as the leftmost and rightmost ends of the missing data.
We segment the data with large time differences in continuous data records, which effectively
avoids the fact that the data is incorrectly recognized as a large amount of missing data due to
engine shutdown. To achieve a good filling effect, we calculate the changes in normal data around
the missing data. We use the change of normal data and the duration of missing data to solve the
filling problem. This is done by the filling method based on neighbor data. To predict data points
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Fig. 5. Comparison of different methods to repair missing data.

during this period, we approximately set this period of data as a uniform acceleration for analysis.
According to the collection frequency of the original data obtained by the above statistics, we first
calculate the number of missing data by Formula (1), where ¢; is the leftmost time of the missing
data, ¢, is the rightmost time, and Ty is the frequency. Then, the approximate value of the speed
before the missing data is obtained by the weighted average method of the normal data for a period
of time before the missing data. The approximate speed of normal data for a period of time after
missing data is also obtained by this method. According to the speed change in the neighboring
data of the missing data, the running state of the car is vividly simulated. In the case of uniform
acceleration, the acceleration of the car during the period of missing data can be calculated from
the speed change value and the duration of the missing data. The driving distance within a fixed
frequency can be calculated by Formula (2), where v is the approximate speed before the missing
data, and v, is the approximate speed after the missing data. We map the data of latitude and
longitude to a two-dimensional plane through Gauss-Kruger, and (x;, y;) are the corresponding
coordinates of the latitude and longitude mapping. The simultaneous equations in Formula (3) are
obtained from the correct data connection on the two adjacent sides of the missing data and the
left adjacent point as the center of the circle, and the travel distance as the radius. Through the
simultaneous equations of Formula (3), the corresponding coordinate positions in Formula (4) can
be obtained. The NNF (Nearest Neighbor Filling) algorithm is given in Algorithm 3. NNF first
calculates the number of missing data points, then calculates the distance between the current
position and the previous correct data by traversing the missing data, and finally calculates the
coordinates of the current position and fills in the data.

t, —t
num = rT—fl (1)
vr:vl *Tz
L=v =T+ %f (2)
{x=x1 +(y—y)(er —x1)/(yr —y1) 3)
(x—x)%+ (y—yp)? = L*

(G + ulxr = x1)/(Yr = yo)s Y1 + 4),yr > yi
(e —ulr = x)/(yr = 1)y =) yr <yr |, _ L @)
(1 + L yn), yr = yo A x1 < % T+ 10 = x)/(yr - yDT?
(x1 = L,y1),yr = y1 A x1 > %,
Figure 5(a) shows the results of different methods to fill in missing data under accelerated con-
ditions. Based on the smoothed moving average (MA) model [7], the distance between normal
data is evenly divided according to the number of missing points. MA method does not use the
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ALGORITHM 3: NNF
Input: trajectory dataset P,
left margin [,
right margin r
Output: P’
1: num « (py.t —p;.t)/Tr
2: vy, v, « calculate the approximate speed on the left and right sides of the missing data
3: Ly « calculate the distance passed within the frequency according to Formula (2)
4 L« Lf
5
6
7

: while num # 0 do
p’.t « calculate missing data time
(p’.x,p’.y) « calculate the coordinates of filling data according to the position coordinates
in Formula (4)
8: — —num
9: L « calculate the distance passed in the next frequency
10: P’ « P.add(p’)

11: return P’

speed change of the neighboring correct data, and the change factors of different distances under
different driving conditions. Therefore, in the case of accelerated driving, the distance allocated
for data filling using MA is much larger than the distance allocated by NNF before the beginning
of the missing data. At the same time, allocating the same driving distance also violates the law
of driving, that is, in a straight line, the driving distance with higher speed should be longer than
the driving distance with lower speed. The opposite of the acceleration situation is the decelera-
tion situation, and the method of evenly distributing the distance also violates the law of driving.
Figure 5(b) shows the results of different methods to fill in missing data at a constant speed. If there
is no change in the adjacent speed of the missing data, the current missing data is missing when
the car is traveling at approximately a constant speed. The method of smooth filling by MA can
reflect the driving record very well. Since the car is at a constant speed, the acceleration is 0m/s?.
At this time, the data filled by NNF also tends to be average, and the result of filling the data is
similar to the MA method. NNF not only has the advantage of MA filling data equally, but also has
a good filling advantage for gradually evolving data. In the changing data, NNF has a better filling
effect than MA.

6 REPAIRING DRIFTING DATA

To detect and repair drifting data, we design an algorithm that combines range constraints and
maximum likelihood estimation. Range constraint repairs large drifting anomalies to avoid us-
ing statistical methods to violate the minimum change principle. Repairing small anomalies by
the maximum likelihood method also solves the problem of anomalies that are not detected by
constraints. Since the vehicle cannot accelerate all the time, the current speed is used to set the
acceleration change. The braking standards of the European Community and the United Nations
Economic Commission for Europe are shown in Table 2.

M, refers to a passenger car with no more than 8 seats; M, refers to a passenger car with more
than 8 seats and a total mass of not more than 5 tons; M refers to a passenger car with more than
8 seats and a total mass of more than 5 tons; Nj refers to a truck or tractor with a total mass of no
more than 3.5 tons; N, refers to a truck with a total mass of (3.5tons, 12tons]; Nj refers to a truck
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Table 2. Braking Standard

Car type My My M Ni; N, N3
Braking Deceleration (m/s?) 5.8 5 4.4
Braking Time (s) 0.36 0.54 0.54
Braking Distance (m) <0.1V + % <0.15V + % <0.15V + %

Table 3. Raw Data Collected by Different Devices

Id Time Longitude | Latitude | ... | Direction | Speed
1 2008-02-05 22:05:42 | 116.69155 | 39.85164
No. 1 1 2008-02-05 22:15:41 | 116.69155 39.8518
1 2008-02-05 23:55:41 | 116.69159 39.85182
AA00001 2018/8/4 1:23:54 115.944571 | 28.65114 | .. 114 11
No. 2 AA00001 2018/8/4 1:23:55 115.944603 | 28.651126 | ... 110 12
AA00001
AA00001 2018/8/4 1:25:02 115.950913 | 28.648358 | ... 117 42

with a total mass of more than 12 tons. Our dataset is mainly collected by M; and N, types of
vehicles. The speed change rate of taxis generally does not exceed 3.5 m/s?, and the speed change
rate of transport vehicles does not exceed 2.5 m/s?. The reference thresholds for different data
speed change rates are set by [—5.8m/s?, 3.5m/s?] and [—4.4m/s%, 2.5m/s?], respectively.

To detect and repair drifting anomalies, direction is an important factor for the algorithm. Dif-
ferent data collection sources make the original data have some subtle differences in attributes.
Table 3 shows the raw data information collected by No.1 equipment and No.2 equipment. Data
collected by No.1 device only includes id, time, longitude, and latitude. In addition to the above-
mentioned four attributes, data collected by equipment No. 2 has additional attributes such as
direction and speed. To make full use of the information, we perform the analysis on the direction
to further improve the algorithm if the data contains direction.

6.1 Range Constraints and Statistics

For the data anomaly repairing without direction, we perform anomaly repairing through a com-
bination of restricting data changes and maximum likelihood in a sliding window. The constraint-
based method SCREEN [45] constrains the data through fixed changes (Syin, Smax), but the speed
cannot always increase under normal circumstances, in which s,,;;, is the maximum decrease
change and s,y is the maximum increase change of the data. Constraint-based methods do not
well detect small anomalies and do the repairing. Using the maximum likelihood method to count
acceleration will make the entire algorithm run slowly. Using a local sliding window can improve
the algorithm’s efficiency. To reduce the task of modification, we design a range constraint method
to repair large anomalies. For abnormal situations with small deviations, we design a method based
on sliding window statistics to detect and repair data. The RCSWS (Range Constraints and Slid-
ing Window Statistics) is given in Algorithm 4.

Based on speed constraints, range constraints can well implement the repairing of detected
abnormalities. The data range refers to the circular area formed by the maximum distance passed
by the current data point within the frequency. When detecting a data point, not only the range
of the previous correct data point, but also the range of the next correct data point is required. To
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ALGORITHM 4: RCSWS

Input: trajectory dataset P,
detection location i,
frequency Ty,
probability threshold o
Output: P’
count < 0
a « calculate the acceleration of p;_4
b« Tf
dismax < calculate the distance of p;_; with acceleration a in time ¢
dis « Dist(p;_1,p;)
while dis > dis; g do
count + +
t « calculate the time between p;_; and pi+count
dismqx < calculate the distance of p;_; with acceleration a in time ¢
dis « DiSt(pi—l’pHcount)
. if count > 1 then
P’ « evenly divide the data changes from p;_; t0 pi+coun: to repair continuous anomalies
return P’
if count = 1 then
P’ « repair p; through range constraints
return P’
else
P « count changes in data acceleration of sliding window
P(i) « probability of speed change at p;
if P(i) < o then
P’ « use a change value with a probability greater than o to repair p;
return P’
return P
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—
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reflect the speed change between data, we assume that the speed of the latter data point is greater
than the speed of the previous data point. Therefore, the range radius of the previous data point
of the detection point is smaller than the range radius of the next data point. At the same time, the
detection point should be within the intersection of the previous correct data range and the next
correct data range. For data not in the intersection, we follow the minimum change principle to
repair abnormal data. There are three cases when detecting the repairing situation:

Case (1): The detected data point is not within the range of the surrounding data. In this case,
data points deviate greatly from the original one. To fulfill the minimum change principle, we
repair the abnormal data points by setting them the closest normal data range. If two data points
are centers of the circles, the radius of the range depends on the distance of the data point within
the sampling frequency. If there is no intersection between the two ranges, as shown in Figure 6(a),
the next data is determined by evaluating whether the range constraint is violated.

If the range constraint is still violated, the determination is performed backward until the data
meets the constraint condition. We connect the detection point p; and the previous point p;_;.
The intersection of the line and the range of p; ; is denoted as p{. p; and p; are the intersecting
points of two circles satisfying the constraint condition. The repairing p; can be calculated using
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Fig. 7. The abnormal point violates the range constraint of the previous data point.

Formula (5). If p is in the range at which two circles intersect, then p{ is used as the repair of p;.
In other cases, the point closest to p; in p; and p is used for repairing. The remaining abnormal
points are detected and repaired according to newly repaired points. If two circles centered on two
data points intersect, as shown in Figure 6(b), the intersecting point is the repairing point of the
abnormal data point (p; = p}). If two circles centered on two data points have two intersecting
points, as shown in Figure 6(c), according to the location of the abnormal data, the one in p} and
p% that is closest to p; is used for abnormal repairing.

py if pjinintersecting range
pi =14 py Dist(pi,py) < Dist(p;,p}) ®)
py  Dist(p;, py) > Dist(p;, p})

Case (2): For the case where the detected data point is only within the normal range of one data,
pi—1 is repaired and p; violates the range constraint of p;_;. The current detection point p; exceeds
the constraint range of p;_1, but is within the constraint range of p;.1, as shown in Figure 7. If p;_4
and p;4; also violate the constraints, we continue to set the subsequent data until the two range
constraints intersect. As case (1), we obtain three candidate repair points and repair p; according
to Formula (5), as shown in Figure 7.

Case (3): The case when the detected data point p; is within the range of the two data. Since
the range constraints are satisfied, constraint-based methods cannot detect and repair abnormal
data. To accurately detect and repair anomalies in a small range, we employ the sliding window
maximum likelihood estimation. Compared with the overall data statistics, sliding window statis-
tics not only reduce the amount of statistical data, but also avoid the interference of long intervals
and many incorrect data. Since the first half of the data in the window has been repaired, the
statistical results can correctly reflect the data changes in the window. If the current data change
occupies a small probability in the statistical results, we treat the current data as an abnormal
point with a small deviation from the trajectory. Since half of the data is already corrected, based
on the minimum change principle, we use the probability changes 50% in statistical results to repair
abnormalities.
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Fig. 8. Repair anomalies corresponding to different driving directions.

When detecting small abnormalities, existing statistical methods will count the entire dataset,
making the algorithm running slowly. If there are a lot of abnormal data, the statistical results
cannot reflect the true data phenomenon and lead to bad abnormal repairing results.

6.2 Direction Analysis

For the data with direction, the changes in the speed and direction of previous and following
data are used to accurately detect and repair abnormal data. The analysis of driving direction in
anomaly detection and repairing is divided into three parts.

Case (1): The driving direction of data in previous and following segments in the window is
almost similar. Such trajectory data is usually collected when the vehicle is moving along a straight
road, as shown in Figure 8(a). In the case of straight driving, the driving direction is almost the
same. When the driving direction of the current detection point is merged with the previous correct
data point, the two directions coincide. According to the approximate speed and acceleration of
the previous point, the distance passed in the frequency can be obtained. The end point of the
distance is used as the repairing point of the drifting data when driving in a straight line.

Case (2): There is a certain deflection in the driving direction of the data in previous and fol-
lowing sections in the window. This type of trajectory data is usually caused by a relatively small
curve, as shown in Figure 8(b) and 8(c). We merge the driving direction of the current point with
the previous data point, and there will be a certain deviation between the two directions. We use
the approximate speed and acceleration of the previous data to calculate the distance passed in
these two directions within the frequency. The fan-shaped area formed by the two directions is
the area where the current detection point is located. To follow the minimum change principle [5],
we take the point closest to the abnormal point in the fan-shaped area as the data repairing point.
If the speed of the car is slow on the curve and the direction of the speed change in a short time is
relatively small, this situation is transformed into case (1).

Case (3): The driving direction of the data in previous and following sections in the window has
a deflection close to 180 degrees. For this type of trajectory, the data is usually collected on a U-
shaped road, as shown in Figure 8(d). In this case, we also merge the direction of the current detec-
tion point with the direction of the previous data point. According to the formed fan-shaped area,
the data closest to the abnormal point is selected as the repairing point. In the case of slow speed,
the data is analyzed according to the specific observation data and converted into cases (1) or (2).

In repairing abnormal data with directions, we analyze the range of repairing points in different
road scenes. In different scenarios, the fan-shaped area formed by the driving distance and the
angle between the two directions can always contain the correct data points. Compared with the
entire circular area, the fan-shaped area has a smaller range of selectable repairing points. In data
repairing, the use of fan-shaped areas can not only satisfy the minimum change principle, but also
reduce the scope of the determined data and improve the accuracy of data repairing. The algo-
rithm named RCSWSD (Range Constraints and Sliding Window Statistics with Direction)
is introduced in Algorithm 5.
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Table 4. Description on Datasets

Time Longitude Latitude

# 1 # i # i
Type | #Attributes Range Range Range Vehicles | #Records City Frequency
. [2008-02-02, | (115.117, (39.067, o Beijing,
taxi 4 2008-02-08] | 117.067) 41.1) 10357 | 15 million |~y 10
[2018-07-30, | (109.418705, | (22.100031, | Nanchang,
truck 13 2018-10-26] | 121.99981) | 31.9953) 450 | 45 million | "y Ls

ALGORITHM 5: RCSWSD

Input: trajectory dataset P,
detection location i,
frequency Ty,
probability threshold o,
Output: P’
: P’ < RCSWS(P,i,Ty, 0)
: aj—1 < calculate the acceleration of p;_4
v;—1 « calculate the speed of p; 4
: L « calculate the passing distance of p;_; within the frequency T
: a « calculate the angle between p;_; and p; driving direction
: A «form the fan-shaped area and construct an equation
: if p; ¢ A then
p; « calculate the point closest to p; in the fan-shaped area
P p;

R A A SR R AT

: return P’

—
(=]

7 EXPERIMENTAL EVALUATION

The evaluation is conducted in a desktop PC (Intel(R) Core(TM) i7-4790CPU, 3.6 GHz, 8 GB mem-
ory, 1 TB disk) running Ubuntu 14.04 (64 bits, kernel version 4.8.2-19). Using C/C++, we develop
the framework in an extensible database system SECONDO [26].

7.1 Settings

7.1.1  Datasets. We collect GPS data from two different vehicles. Some information about these
two datasets is given in Table 4. One is the taxi dataset collected by Microsoft [52, 53], including id,
time, longitude, and latitude. This dataset contains the GPS trajectories of 10,357 taxis in Beijing
from Feb. 2 to Feb. 8, 2008. The total number of points in this dataset is about 15 million, and the
total distance of the trajectories reaches 9 million kilometers. Another dataset is the trajectory data
of transport vehicles (truck) provided by the Ministry of Transport of China [1], which contains 13
attributes such as device_num, direction_angle, Ing, lat, acc_state, location_time, gps_speed, and
other attributes. This dataset contains the trajectory data of a total of 450 transport vehicles from
July 30, 2018 to October 26, 2018, with approximately 45 million data points, and the sampling
frequency is 1 second.

7.1.2  Evaluation Criteria. Root-Mean-Square error (RMS) [29] is employed to evaluate the
accuracy of data repairing. RMS represents the distance between the repaired data and the real
data. The smaller the RMS, the closer the repaired data is to the real data, and the more accurate
the results of data repairing. Let x’"“*" be the ground truth of clean GPS sequence, and x"¢P%"
be the repaired GPS sequence. The RMS error can be calculated by Formula (6). Since there is
no groundtruth trajectory dataset, the groundtruth trajectory dataset used in the experiment is
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Fig. 9. RMS and time consumption of different window sizes on a dataset size of 100k.

referenced by selecting approximate points in the trajectory. For the dataset without anomalies,
we manually remove the normal data and add some noise data accordingly.

n

. 1 ir\2
A (xtruth’xrepalr) . Z (xitruth _ xirel’ﬂ”) (6)
n
i=1

7.1.3  Effect of Window Size. The size of the sliding window plays a quite important role in the
detection and repairing of data with small abnormal values in the original data. To obtain an appro-
priate window size, We use 100k real datasets to test RCSWS. Experiment with different window
sizes and compare the RMS error results of data repairing with the corresponding time consump-
tion to balance cleaning accuracy and efficiency. As the window size increases, the value of RMS
error also gradually decreases and shows a slower and slower trend, as shown in Figure 9(a). In
terms of the time consumption of the algorithm, as the window size increases, the correspond-
ing algorithm time becomes larger and larger, as shown in Figure 9(b). When the window size is
greater than 50, the RMS error value does not decrease significantly but occasionally increases.
This phenomenon is since the window setting is too large, which may cause the statistical results
to fail to reflect the data status near the detection point. The statistical results of a large amount of
data are also easy to make the data repairing tend to be consistent, thereby forming inaccurate data
repairing. To obtain a balance between the accuracy and efficiency of data repairing and obtain a
high accuracy rate in a short time, we set the window size to 50 and use this value in subsequent
comparison experiments.

7.2 Evaluation

We compare the time consumption of MDSort and ordinary heap sort in terms of maximum out-
of-order offset data. We compare our proposed algorithms RCSWS and RCSWSD with two state-
of-the-art methods including: (1) EWMA [19], and (2) SCREEN [45]. EWMA sets the weighting
coefficient of each observation to a value that decreases exponentially with time. The closer the
observation time is to the current moment, the larger the numerical weighting coefficient. EWMA
determines the predicted value according to the final moving average to repair the data. SCREEN
uses the maximum and minimum constraints of the previous data point to find the current data
range. The candidate points are obtained through the constraints of the following data points on
the current point. Then, SCREEN compares the median of the candidate points with the current
data range to repair the data.

7.2.1 Comparison Algorithms Adjustment. To obtain the optimal experimental results of EWMA
and SCREEN methods on the taxi dataset, we use real data for experiments and adjust the param-
eters of the two methods, respectively. In the adjustment of EWMA parameters, we experiment
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with the selection of the observation data range, as shown in Figure 10(a). The observation data
of EWMA show the best repairing result within 40 seconds. As the amount of observation data
increases, the data repairing will tend to be smooth so that the correct data is also modified. For
the SCREEN setting, we use the local optimal algorithm Local. We set the maximum speed of a
car as 120km/h ~ 33.33m/s, which means the maximum distance in 1 second is 33.33 meters, and
the corresponding longitude change is 0.0003902 latitude change is 0.0002998, hence constraints
in Local are sj,, = (—0.0003902,0.0003902) and s;,; = (—0.0002998, 0.0002998). The experimental
result of SCREEN window size adjustment is shown in Figure 10(b). As the window size increases,
the local optimal repairing results of SCREEN also slightly improve. The increase of the window
will cause SCREEN’s local optimal algorithm to become a global optimal algorithm, which will
waste time. To obtain a good local optimal algorithm, we use the experimental value of 60 as the
window size of SCREEN’s next experiment.

7.2.2  Sorting Time. We use real datasets to conduct experiments on MDSort with maximum
disorder offset and ordinary heap sort. After analyzing the data, since the maximum delay of data
collection is 1 min and the frequency of data collection is 1 s, our maximum offset in MDSort is
set to 60. The time experiment results of MDSort and ordinary heap sort are shown in Figure 11.
When the size of dataset is 100, the original data basically maintains the correct time series due
to the small amount of data, and the redundant operations of MDSort cause some waste of time,
making the time consumption of Heap slightly less than that of MDSort. Since the dataset increases,
the advantages of MDSort over Heap become more and more obvious. When the dataset reaches
100Kk, the efficiency of MDSort is three times faster than Heap. The larger the dataset, the more
out-of-order data in the original data. Since the cost of adjusting the heap in the large-scale data
of MDSort is much smaller than that of Heap, the efficiency improvement is very considerable.
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Fig. 13. The impact of different types of abnormalities.

7.2.3  Data Filling. We remove some correct data points from the real dataset containing 1,000
data points for data filling comparison. Since MA method fills in the missing data by calculating
the average value of the surrounding data, the efficiency of the algorithm is higher than that of
the NNF, as shown in Figure 12(a). However, in terms of the accuracy of data filling, NNF uses the
change relationship of the neighboring data to calculate the approximate location of the missing
point based on the change of the speed around the missing data. Compared with the filling method
of MA, the method of NNF is more in line with the operation law of driving, such that NNF is better
than MA in accuracy, as shown in Figure 12(b).

7.2.4  Effect of Different Abnormalities. We manually add three different types of abnormal
datasets to verify the repair effect of the algorithm. The three datasets contain many large anom-
alies, many small anomalies, and various types of anomalies, respectively. Figure 13(a) shows the
experimental results with large abnormal data. According to the value of RMS error, we can intu-
itively determine that RCSWS, RCSWSD, and SCREEN are better than EWMA in repairing large
abnormal data. Since small anomalies are difficult to repair with constraint-based methods, we add
statistics to RCSWS to avoid the disadvantages of repairing small anomalies. The data before the
detection point tends to be stable so that the predicted value obtained by the sum of the products
of different weights can still be used to repair small anomalies. Therefore, EWMA is better than
SCREEN in repairing minor anomalies, and the results of RCSWS and RCSWSD repair are not
much different, as shown in Figure 13(b). For the repair of many different types of anomalies, due
to the interference of some invalid points, such as a value of 0, the smooth EWMA over-repairing
causes the correct data to be modified to show the bad repair results, as shown in Figure 13(c). Since
RCSWSD uses direction analysis to repair special conditions in a variety of different abnormalities,
the repair result is better than RCSWS.
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Fig. 14. Datasets of different sizes without direction (taxi).

7.2.5 Effect of Dataset Size. We first use taxi datasets of different sizes for comparative experi-
ments. In the case of a small amount of data, the RMS error obtained by the three algorithms has
little difference, as shown in Figure 14(a). When the amount of data reaches 0.1m, the RMS error
value of EWMA and SCREEN increases slightly. The RMS error fluctuation of RCSWS is small and
still has a good data repairing effect. When the amount of data reaches 15m, the shortcoming that
SCREEN cannot handle anomalies of meeting the constraints is magnified. EWMA handles some
large abnormal data too smoothly so that the correct data in the data is also modified, resulting
in a larger RMS error value than SCREEN. RCSWS not only uses the range constraint method to
solve the big anomaly, but also repairs the small anomaly that satisfies the constraint through the
statistical method so that the overall repair accuracy is better than the other two methods. Since
RCSWS needs to perform constraint detection on the original data and perform data change statis-
tics on the data that meets the constraints, RCSWS takes the most time to repair large-scale data,
as shown in Figure 14(b). SCREEN needs to count the candidate points of the following data cor-
responding to the current point, while EWMA only needs the sum of the products of the previous
data corresponding to different weights, hence EWMA takes the least time.

7.2.6  Effect of Different Attributes. Different data attributes in the original data also affect the
cleaning effect of the algorithm. We experiment with the RCSWS and RCSWSD algorithms using
the data of the transport vehicle, and the RMS of the experiment is shown in Figure 15(a). Since
the dataset of transport vehicles contains the driving direction of the vehicle, RCSWSD can make
good use of this attribute. When the amount of data is small, there is not much difference between
the two algorithms. When the amount of data reaches 45m, the RMS of the RCSWSD algorithm
is significantly lower than RCSWS. Since RCSWSD increases the directional analysis of data, the
algorithm time consumption is higher than RCSWS, as shown in Figure 15(b). With a 45m dataset,
the time consumption of RCSWSD is almost double that of RCSWS.

RCSWS not only has the advantages of SCREEN’s detection and repairing of larger abnormal
data, but also uses statistical methods to make up for SCREEN’s repairing of abnormalities within
constraints. The sliding window approach not only improves the operating efficiency of the algo-
rithm but also avoids the single direction of data repairing due to the statistical changes in the
overall data. At the same time, the characteristics of the current detection data can be obtained by
counting the changes of the neighboring data to implement accurate data cleaning.

8 CONCLUSION

This paper studies anomaly detection and repairing of GPS data. Different types of abnormal
data are thoroughly analyzed, and detection and repairing methods are proposed. We evaluate
our method GPSClean by comparing with two data cleaning algorithms EWMA and SCREEN.
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Fig. 15. Datasets of different sizes with direction (truck).

Experimental results demonstrate that our method is comprehensive in detecting abnormal types.
In terms of the accuracy of anomaly repairing, our method is significantly better than EWMA
and SCREEN. By performing the evaluation in different settings, we find that the window size
has significant effect on algorithm efficiency. The future work is to design a model that evaluates
GPS data quality.
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