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Figure 1: Images that sound. We use diffusion models to generate visual spectrograms (second row) that
look like natural images, which we call images that sound. These spectrograms can be converted into natural
sounds (third row) using a pretrained vocoder, or colorized to obtain more visually pleasing results (first row).
Please refer to our website to listen to the sounds.

Abstract

Spectrograms are 2D representations of sound that look very different from the
images found in our visual world. And natural images, when played as spec-
trograms, make unnatural sounds. In this paper, we show that it is possible to
synthesize spectrograms that simultaneously look like natural images and sound
like natural audio. We call these visual spectrograms images that sound. Our
approach is simple and zero-shot, and it leverages pre-trained text-to-image and
text-to-spectrogram diffusion models that operate in a shared latent space. During
the reverse process, we denoise noisy latents with both the audio and image dif-
fusion models in parallel, resulting in a sample that is likely under both models.
Through quantitative evaluations and perceptual studies, we find that our method
successfully generates spectrograms that align with a desired audio prompt while
also taking the visual appearance of a desired image prompt. Please see our project
page for video results: https://ificl.github.io/images-that—-sound/

1 Introduction

The spectrogram is a ubiquitous low-dimensional representation for audio machine learning that plots
the energy within different frequencies over time. But it is also widely used as a tool for converting
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Figure 2: Images vs. spectrograms. We show grayscale images generated from Stable Diffusion [96] on the
left, followed by log-mel spectrograms generated from Auffusion [118] in the middle, and our generated images
that sound results on the right.

sound into a visual form that can be—at least partially—perceived by sight. For example, in this
representation (Fig. 2), event onsets look to a human observer like lines, and speech looks like a
sequence of waves and bands. This insight is commonly used within the audio community, which
frequently repurposes pretrained visual networks for audio tasks, often with only relatively minor
modifications [48, 90, 69, 68, 34, 118, 112].

We hypothesize that the success of spectrograms in these roles is due in part to the fact that they share
many statistical properties with the distribution of natural images, providing visual structures like
edges and textures that the human visual system can readily process. Given the statistical similarities
between images and sounds, we ask whether it is possible to automatically generate examples that lie
at the intersection of both modalities. We create images that sound (Fig. 1), 2D matrices that look
semantically meaningful when viewed as images, but that also sound meaningful when played as
a spectrogram. This generative modeling problem is challenging, because it requires modeling a
distribution that is induced by two very different data sources, and no relevant paired data is available.

We are motivated by the “spectrogram art” that has been made by a variety of artists [10], most
famously by musicians Aphex Twin [2], Venetian Snares [113] and Nine Inch Nails [85]. These
artists manipulate their songs to display a desired image when they are visualized as spectrograms,
such as by showing the artist’s face or album art. In current practice, there is a steep trade-off between
the quality of the image and the sound, since it is difficult to simultaneously control the interpretation
of a signal in both modalities. As a result, existing artwork often comes across to the listener as
dissonant or as random noise, rather than as natural sounds.' By contrast, we aim to generate signals
that are as natural as possible in both modalities, such as towers that simultaneously sound like
ringing bells or images of tigers that make a roaring sound (Fig. 1).

In this work, we pose this problem as a multimodal compositional generation task and propose a
simple, zero-shot method that composes off-the-shelf text-to-spectrogram and text-to-image diffusion
models from different modalities. Inspired by prior work on compositionality in diffusion models [72,
29, 42, 41], we denoise using both a noise estimate from the spectrogram model and a noise estimate
from the image model. This is possible because these two models perform diffusion in the same latent
space. The result is a sample that is simultaneously likely under the (text-conditional) distribution
of spectrograms and images. The spectrograms are then converted to waveforms using a pretrained
vocoder. In addition, we show that these black-and-white images may be colorized, resulting in color
images whose grayscale versions can be played as spectrograms.

Surprisingly, we find that off-the-shelf diffusion models trained on different modalities can be
composed together to obtain samples that function as both an image and a sound. Often these examples
reuse visual elements in unexpected ways (e.g., in Fig. 1, a line is both the onset of a bell chime and
the contour of a bell tower). We provide qualitative results, as well as quantitative comparisons and
human study results against baselines, indicating that our method produces spectrograms that better
align with both the audio and image prompts. Our contributions are summarized as follows:

* We propose images that sound, a type of multimodal art that can be both understood as an image
or played as a sound.

* We show that we can compose pretrained diffusion models from different modalities in a zero-shot
fashion to produce examples at the intersection of image and spectrogram distributions.

'We encourage the reader to listen to popular examples of spectrogram art [10].
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* We propose alternative methods for generating images that sound, one based on score distillation
sampling [11, 93] and another based on simply subtracting an image from a spectrogram.

* We find through qualitative and quantitative experiments that our method outperforms baseline
approaches and generates high-quality samples.

2 Related Work

Diffusion models. Diffusion models [102, 54, 106, 27, 104] are a class of generative models that
learn to reverse a forward process that iteratively corrupts data. Typically, this forward process adds
Gaussian noise and the reverse process learns to denoise the data by predicting the added noise.
Diffusion models have a variety of applications, including text-conditioned image generation [27,
96, 84, 26, 98], video generation [53, 56, 101, 6, 45, 115], image and video editing [94, 97, 79, 49, 9,
31, 40], audio generation [118, 70, 71, 32, 43, 76], 3D generation [74, 57, 12, 73, 8, 38], and camera
pose estimation [121]. In this work, we use Stable Diffusion [96], a latent diffusion model trained for
text-conditioned image generation, as well as Auffusion [118], a text-conditioned audio generation
model trained to produce log-mel spectrograms. Auffusion is finetuned from Stable Diffusion, similar
to Riffusion [34], and as a result, the two methods share a latent space. This is crucial for our
technique, which jointly diffuses these shared latents.

Compositional generation. One property of diffusion models is that they admit a straightforward
technique to compose concepts by summing noise estimates. This may be understood by viewing noise
estimates as gradients of a conditional data distribution [105, 106], and the sum of these gradients as
pointing in the direction that maximizes multiple conditional likelihoods. This approach has been
applied to enable compositions of text prompts globally [72], spatially [7, 29], transformations of
images [42], and image components [41]. We go beyond these works by showing that diffusion
models from two different modalities can successfully be composed together.

Audio-visual learning. A variety of works have learned cross-modal associations between vision
and sound. Some approaches establish semantic correspondence, i.e., which sounds and visuals are
commonly associated with one another [3, 108]. Previous work has used this cue to learn cross-
modal representations [5, 83, 80, 46, 44, 69, 68] and audio-visual sound localization [4, 58, 81, 59,
100, 91, 75]. Some researchers focus on the temporal correspondence between audio and visual
streams [64, 87, 33, 16, 107, 62] to study source separation [122, 1, 37], Foley sound generation [01,
28, 117, 78], and action recognition [39, 60, 86]. Others also explore the spatial correspondence
between them [21, 35, 120, 19, 22, 77], including spatial sound generation [36, 82, 14, 67] and
audio-visual acoustic learning [13, 103, 24, 18, 20]. Differing from the works above, our focus is
to explore the intersection of the distributions between spectrograms and images, where we create
spectrograms that can be understood as visual images and can also be played as sounds.

Audio steganography. Audio steganography is the practice of concealing information within an
audio signal. Artists have explored it for creative expression [111, 110]. Aphex Twin embedded a
visual of his face in the audio waveform of the track “Formula” [2]. Noam Oxman creates animal
portraits made of musical notations [88]. Other work has proposed deep learning methods for
steganography, such as hiding video content inside audio files with invertible generative models [119],
hiding audio data inside an identity image [123], and audio watermarking [15, 89, 99]. Our approach
can be viewed as a steganography method that hides an image within an audio track, and is only
revealed when the track is converted to a spectrogram.

3 Method

Our goal is to generate spectrograms that simultaneously represent both a sound and an image, each
of which is specified by a text prompt. When the spectrogram is converted into a waveform, the
sound matches the audio prompt, while when it is visually inspected, it should take the appearance
of a given visual prompt (Fig. 1). To do this, we sample from the joint distribution of images and
spectrograms, using off-the-shelf diffusion models trained on each modality independently.
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Figure 3: Composing audio and visual diffusion models. We generate the visual spectrogram that can be
visualized as an image or played as a sound. Given a noisy latent z., we apply visual and audio diffusion models,
each guided by a text prompt, to compute noise estimates €' and €’ respectively. We obtain the multimodal
noise estimate &% by a weighted average, then use it as part of the iterative denoising process. Finally, we
decode the clean latent z( to a spectrogram and convert it into a waveform using a pretrained vocoder (or by
Griffin-Lim [47]).

3.1 Preliminaries

Diffusion models. Diffusion models [54, 106] iteratively denoise standard Gaussian noise, X7 ~
N(0,1), to generate clean samples, x(, from some learned data distribution. At timestep ¢ in the
reverse diffusion process, the noise predictor, €y, takes the intermediate noisy sample, x;, and
the condition y, such as a text prompt embedding, to estimate the noise €(x¢;y,t). Following
DDIM [104], we obtain the next, less noisy, sample x;_1 at the previous timestep via:

Xy — /1 — oy - €9(X45y,1 / .
Xt—1 = \/Op—1 < d \/:)T 9( tY )> + 1*0%—1 *Utz : EH(Xt;yat) +Ut6ts (1)
t

where €; is independent Gaussian noise, «; is a predefined coefficient, and o; controls the randomness
level which we set to O for deterministic sampling. We may also optionally apply classifier-free
guidance (CFG) [55] by modifying the noise estimate as:

€o(xe;y, 1) = €9(x4:D,1) + v (€o(x13y,t) — €9(x43 D, 1)), 2

where ~ denotes the strength of the conditional guidance and @ is the unconditional embedding of
the empty string. This often results in much higher-quality samples.

Latent diffusion. Latent Diffusion Models (LDMs) [96] perform the diffusion process in a latent
space rather than in pixel space. A pretrained encoder and decoder pair, £ and D, translates between
pixel space and latent space. The latent space is typically much more compact and information-dense,
which makes diffusion in this space more efficient. We use pretrained LDMs in our approach, due to
the availability of audio and visual models with the same latent space.

3.2 Multimodal Denoising

Our goal is to generate an example x € R™*"™ that would be likely to appear under both visual
and audio distributions, p,(-) and p,(-). We formulate this as sampling from a product of expert
models? [52]: pay (%) X pa(X)py(x). We follow recent work on the compositional generation that

ZRecent work has called this a conjunction [30], since conceptually the samples are roughly from the
intersection of both distributions.



samples from this distribution using the score functions from pretrained diffusion models [30]. In
contrast to these approaches, however, our two models are trained on two different modalities.

We create our spectrograms using two pretrained latent diffusion models. One trained to generate
images, €4 (-, -, -), and the other to generate spectrograms, €4 (-, -, -), both operating in the same
latent space. We show an overview of our method in Fig. 3. Given a noisy latent, z;, and text prompts
Y, and y, corresponding to the desired image and spectrogram prompt respectively, we compute two
CFG noise estimates (Eq. (2)):

61(}t) = 645,1;(Zt; a,t) + Y (€¢,v(zt§ Yo, t) — €¢771(Zt; 2,1)), )
) = €4.0(26;D,1) + Va (€902t Yar ) — €4.0(213 D, 1)), @

where v, and , are the corresponding visual and audio guidance scales. We then combine the
noise estimates from both modalities by applying weighted averaging, producing a multimodal noise
estimate that steers the denoising process toward a sample that is likely under the distribution of both
images and spectrograms:

&0 = \Del) £ Ael), ®
where /\{(f) and /\7(f) are the weights of the audio and visual noise estimates at timestep ¢ respectively.

With this new noise estimate ¢, we perform a step of DDIM (Eq. (1)) to obtain a less noisy latent,
z;_1. Repeating this process we obtain the clean latent zg, which is then decoded using the decoder
D to obtain the spectrogram X = D(zg). This spectrogram can further be converted to a waveform
using a pretrained vocoder or colorized to an RGB image whose grayscale version is the spectrogram.

Warm-starting. We find it useful to warm-start the denoising process. In Sec. 4.5, we experiment
with warm-starting using only the spectrogram noise estimates or only the image noise estimates.
This can be represented by using w((lt) and wff) as the relative weight on the audio and the visual

noise estimates respectively. We let
Wq )\(t) o Wy

/\t(zt) = " ) v T () (1)
w¢(1t) + wfjt) w,(lt) + wz(,t)

with w? = H (t,T —t) and wl) = H (t,T — t) being Heaviside step functions, and ¢, and ¢,
indicating the proportion of the reverse process that has audio or visual denoising respectively. When
t, < 1.0 and ¢, = 1.0, we warm-start with only image denoising, and vice-versa. The above ensures

that the weights )\,(f) and )\Sf) sum to one, and are equally weighted after warm-starting.

(t) (t)
(6)

Colorization. After we generate a spectrogram, X, we can optionally colorize it to create a more
visually appealing result. Since our spectrograms fall outside the distribution of pre-trained coloriza-
tion models, we use Factorized Diffusion [41] to colorize, which samples a diffusion model while
projecting the noisy intermediate images such that they equal X when turned into grayscale. In doing
so, the denoising process synthesizes only the “color component” of the sampled image, while the
“grayscale component” is constrained to equal the generated spectrogram. Note that this method is
similar to prior work [63, 23, 106, 114]. We choose this particular method due to its simplicity.

4 Experiments

We evaluate our methods using quantitative metrics and human studies. We also present qualitative
comparisons and an analysis of our method, and why it works.

4.1 Implementation Details

Models. We select a pair of off-the-shelf latent diffusion image and audio models that share the
same latent space, encoder, and decoder. For the image model, we use Stable Diffusion v1 .53 [96].
For the audio model, we use Auffusion® [118], which finetunes Stable Diffusion v1.5 on log-mel
spectrograms. To synthesize audio from the log-mel spectrograms, we consider two options: following
[118] and using off-the-shelf HiFi-GAN [66] vocoder, or the Griffin-Lim algorithm [47, 92]. We use
HiFi-GAN for our main experiments. In Sec. 4.5, we evaluate the choice of vocoder and verify that
our resultant waveforms do indeed encode to a visually interpretable spectrogram.

35*}?,»1‘&\'—‘ Diffusion v1-5 hugging face model card 4?J.1it‘::r;imn hugging face model card
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Table 1: Quantitative evaluation on images that sound. We report CLIP, CLAP, FID, and FAD metrics, along
with 95% confidence intervals shown in gray. The best results are highlighted in bold.

Method Modality CLIP (%) 1 CLAP (%) 1 FID | FAD |
Stable Diffusion [96] % 34.5+0.1) 2.2 (40.2) - 41.74
Auffusion [118] A 22.5(+0.1) 48.3 (+0.6) 290.29 -

Imprint A&V 27.2 (+£0.2) 32.3 (£1.0) 244.84 29.42
SDS A&V 25.4 (+0.2) 23.4 (£1.4) 273.03 32.57
Ours A&V 28.2 (+0.1) 33.5(+0.9) 226.46 19.21

Hyperparameters. We begin the reverse process with random latent noise zy € R**32X128 the
same shape that Auffusion was trained on. Despite the image model not being trained on this specific
size, we found that it nevertheless produces visually appealing results. We set the classifier guidance
scales v, and v, to be between 7.5 and 10 and denoise the latents for 100 inference steps with
warm-start parameters of ¢, = 1.0,¢,, = 0.9 to preserve audio priors. We decode the latent variables
into images of dimension 3 x 256 x 1024. By averaging across each channel, we obtain spectrograms
corresponding to 10 seconds of audio. We re-normalize the spectrograms for visualization.

Baselines. As there is no previous work in this domain, we propose two baseline approaches. The
first, inspired by Diffusion Illusions of Burgert er al. [11], uses multimodal score distillation sampling
(SDS). We optimize a single-channel image x = g(6), where g is an implicit function parameterized
by 6, using two SDS losses: one from the image diffusion model ¢, and the other from the audio
diffusion model ¢,. This results in a gradient of:

0 0
VoLsps (x = 9(6) = AeasEc [wv(t) (e~ ) 8’9‘} +Ey [wa@) (e =) a’;] .

where \gq4s i the weight of the image SDS gradient and ¢ is the noise added to the image or latents.
We implement this with pixel-based diffusion model DeepFloyd IF [26], as we find it performs better
than Stable Diffusion with the SDS loss, and Auffusion [118]. This model thus does not require a
shared latent space between vision and audio. We refer to this baseline as the SDS.

The second baseline involves taking existing images and subtracting them from existing spectrograms,
multiplied by some scaling factor, inspired by [25]. This works when the spectrograms have high
power, as the subtraction does not significantly affect the audio but still imprints an image into the
spectrogram. We obtain spectrograms and images for this baseline via Auffusion and Stable Diffusion.
This approach, which we call imprint, is simple but can be surprisingly effective. All methods use the
same vocoder and post-processing for fairness. Please see Appendix A.3 for more details.

4.2 Quantitative Evaluation

We start by quantitatively evaluating the quality of our generated images that sound, examining how
well the generated examples match the provided text prompts for each modality.

Experimental setup. Following the evaluation of Visual Anagrams [42], we create two sets of text
prompt pairs. We randomly select 5 discrete (onset-based) and 5 continuous sound category names
from VGGSound Common [17] as audio prompts. We randomly chose 5 objects and 5 scene classes
for image prompts, formatted as “a painting of [class], grayscale”. This yields a total
of 100 prompt pairs. We report Stable Diffusion and Auffusion performances as single-modality

Table 2: Human study. We show win-rates of our spectrograms against those generated by the SDS and
imprint baselines. The first row indicates which audiovisual prompt pair is evaluated, formatted as [audio
prompt]/[visual prompt ], with the last column being the average of all seven prompt pairs. Note that
50% win-rate is chance performance, and as such our method outperforms the baselines in the vast majority of
cases. Also note that this is a best-case evaluation — please see Sec. 4.3 for details. All results reported are %
win-rate against the baseline with a 95% confidence interval in gray (N = 100).

Baseline Metric bell/castle bark/dog birds/garden meow/kitten racecar/racecar tiger/tiger train/train  Average
audio quality 53.1(+4.9) 69.4(+12) 95908 75537 88.8 (+2.0) 704 (+1.1) 88.8(+2.0) T7.4+0.7)
SDS visual quality 60.2 (+4.7) 51.0(+1.9) 98.0(+0.4)  32.7 (+4.49) 69.4(+12) 68413 94910 67.8 0.5
alignment 582 (+48) 63346 939=11) 62247 827128 59.2(xa8) 91.8x15 73.0(x0.s)
audio quality 82.1(+3.0) 73.7(+3.9 53.750  54.7(+5.0) 86.3 (+2.4) 853 (=25 85325 T744+0.7)
Imprint  visual quality 92.6 (+1.4) 86.3(+2.1) 66.3(+15  68.4(+43) 66.3(+4.5)  T1.9 3.5 56.8+4.9) 73.5+0.5)
alignment 88.4(+2.1) 874(+22 60.0+48 653 +406 86.3 (+2.4) 80.0(+3.2) 85.3(+2.5 78.9 +0.6)
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Figure 4: Qualitative comparison. We show our qualitative results along with the imprint and SDS baselines
given visual (first) and audio (second) prompts. Please zoom in for better viewing.

benchmarks to establish upper and lower bounds. We generate 10 samples for each prompt pair,
except for the SDS baseline, for which we generate 4 samples due to its slower speed.

Evaluation metric. Following [50], we use the CLIP [95] score to measure the alignment between
spectrograms and image text prompts, and analogously we use the CLAP [116] score to evaluate the
alignment of audio with audio text prompts. An ideal method should excel at both simultaneously.
We also report FID [51] and FAD [65] to evaluate the quality of generated examples where we use
the results of Stable diffusion and Auffusion as reference sets respectively.

Results. We show our quantitative results in Tab. 1. Our method outperforms baselines across all
metrics and performs comparably to single-modality models, which serve as rough upper bounds for
each modality. This demonstrates our approach’s ability to generate meaningful images that sound,
sampling from the intersection of natural image and spectrogram distributions. Stable Diffusion
achieves a low CLAP score, indicating how poorly a randomly sampled natural image acts as a
spectrogram. We observe that the SDS baseline often fails to optimize both modalities together. In
contrast, our method achieves a higher success rate and generates more diverse results. Our method
is significantly faster, generating one sample in 10 seconds compared to the SDS baseline’s 2-hour
optimization time using NVIDIA L40s. The imprint baseline imprints the image onto the spectrogram,
potentially degrading the sound pattern and leading to a lower CLAP score. Note that FID and FAD
are distribution-based metrics, and as our task focuses on generating examples that lie in a small
subset of the natural image and spectrogram distribution, higher FID scores, in general, are expected.

4.3 Human Studies

Experimental setup. We also perform two-alternative forced choice (2AFC) studies to evaluate
our results. We construct seven paired text prompts by hand, ensuring semantic correlations between
image and audio prompts, such as pairing a visual of dogs with the sound of dogs barking. Using
these prompts, we generate samples using our method, the SDS baseline, and the imprint baseline,
and hand-pick the best examples for evaluation. This best-case evaluation is useful as participants
from MTurk are not expected to have prior knowledge about spectrograms, let alone domain expertise.
Moreover, this evaluation matches the intended use case of our method, in which a user repeatedly
queries the model for a result that they prefer based on artistic merit and quality. Participants, are
presented with one sample from our method, and a corresponding sample from a baseline, and are
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Figure 5: Qualitative examples with colorization results. We present 4 examples alongside their image
prompts, audio prompts, and colorization prompts. Please refer to our website for video results.

asked to choose (1) the sample that looks most like the image prompt, (2) the sample that sounds most
like the audio prompt, and (3) the sample in which the visual structure of spectrogram best aligns
with that of image over time. The first two questions act as perceptual versions of CLIP and CLAP
scores. The third question is designed to evaluate how well the visual structure of audio matches with
the images as the spectrogram is played. Please see Appendix A.3 for further details and discussion.

Results. Win-rates between our method and baselines are presented in Tab. 2, broken down by
prompt pair. We also include averaged win-rates over all prompt pairs in the final column. As can be
seen, our method outperforms the two baselines in most cases. Human evaluators consistently rate
our spectrograms as being higher in audio and visual quality, and as being better “visually-synced”;
on average our method is 2-3 times as likely to be chosen as the better sample than baselines.

4.4 Qualitative Results

Results. We present qualitative results from our method as well as baselines in Fig. 4, with additional
results from our method in Figs. 5, 8 and 9 in the appendix. Audio of all results can be found on our
website. As can be seen (and heard) our approach generates more visually appealing samples with
better sound quality than compared to the baselines. The SDS baseline often focuses on one modality,
to the detriment of the other, and in general, generates audio of lower quality. Moreover, the method
suffers from the characteristic oversaturation of SDS-based results. The performance of the imprint
baseline is highly dependent on the independently generated spectrogram and image and tends to fail
when the two are misaligned, as in the castle example, or when the spectrogram has low energy, as
the subtracted image is hard to see in already low energy regions of the spectrogram, such as with the
kitten example. Interestingly, we found that our method often combines visual and acoustic elements.
For example, the onsets of the bells ringing in Fig. 4 coincide with the towers of the castle, and the
spectrogram patterns of meowing are hidden as stripes and edges on the kittens.

We show additional hand-picked results from our approach in Fig. 5 with colorization results, in
which we can see more examples of our method blending acoustic and visual elements, such as the
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Table 3: Ablations. We conduct the ablation study of the guidance scale (left) and the warm-starting (right). To
evaluate overall performance, we normalize each score by boundaries in Tab. 1 and then sum them.

Method Variation CLIP (%)1 CLAP (%)% Method ¢, t, CLIP(%)T CLAP(%)1 Overall
— 10 1.0 28.7 30.8 1.14
o TosYa = 57"0 ig'g ég_g ous 10 09 290 274 1.08
urs Yo, %a = 7.5 - L. us 09 10 282 335 115
Yos Ya =10 28.2 335 08 1.0 274 359 1.14
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Figure 6: Cycle consistency check on the vocoders. We show the original log mel-spectrogram decoded from
latents and log mel-spectrograms obtained from waveforms synthesized by HiFi-GAN or Griffin-Lim.

water lilies corresponding to the frogs croaking, the corgis corresponding to the dogs barking, and the
flowers corresponding to the birds chirping. Please see more results in Fig. 8 of Appendix A.2.

Multimodal compositionality. Prior work [72, 29, 7, 42, 41] shows that diffusion models may be
“composed” to generate samples that are likely under two or more different probability distributions.
Our method can be seen as extending this idea of compositionality to multiple modalities. On the
face of it, the distribution of spectrograms and the distribution of natural images would seem to be
completely disjoint. However, as our results show, perhaps surprisingly, some overlap exists. We
believe that this is possible for two reasons. First, spectrograms and images are both fairly flexible,
allowing for significant amounts of perturbation or changes in style before becoming unrecognizable.
And second, images and spectrograms share certain low-level characteristics, such as edges, curves,
and corners, indicating a certain amount of similarity. Please see Appendix A.l for more analysis.

However, we find that not all compositions can be successful as shown in Fig. 9 of Appendix A.2.
Moreover, careful selection of prompts is crucial to creating good results. For example, incorporating
terms such as “lithograph style” or “black background” encourages the visual model to
create areas of silence, which results in better quality, as shown in Fig. 5.

4.5 Ablations

Vocoder. To extract waveforms from our generated spectrograms we use HiFi-GAN [66], a neural
vocoder. Given that our spectrograms are incredibly out of distribution, one concern with this setup is
that the vocoder will ignore spectrograms and generate waveforms that do not match the inputs. To
ameliorate this concern, we conduct a cycle consistency check by re-encoding the neural vocoder’s
predicted waveform back into a spectrogram by performing an STFT. As can be seen in Fig. 6,
the recomputed spectrograms are very similar to the original spectrogram, with only slightly less
sharpness and some blurred textures®. This suggests we truly create visual spectrograms that look
like images. We also experiment with using Griffin-Lim [92] as a vocoder, with similar results to
HiFi-GAN as shown in Fig. 6. We opt to use HiFi-GAN as our default vocoder as it outperforms
Griffin-Lim in audio quality, with Griffin-Lim attaining a CLAP score of 0.302, compared to 0.335
obtained from HiFi-GAN. Please see more results in Fig. 7 of Appendix A.2.

Warm-starting. We also conduct an ablation study on our warm-starting strategy by varying which
modality is warm-started and by how many steps. Results are presented in Tab. 3, where ¢, and ¢,
are defined in Sec. 3.2. We find that warm-starting the denoising process with either image or audio
diffusion yields higher scores in the corresponding modality, as that modality effectively gets free
reign to set the high-level features of the final result. We find that allowing the audio diffusion model
to denoise alone for the first 10% of the timesteps results in an attractive balance between CLIP and
CLAP scores. Therefore, we adopt ¢, = 0.9 and ¢, = 1.0 for our main experiments.

SWe note that perfect cycle consistency is not generally possible since vocoders are fundamentally lossy.



Guidance scale. We also explore different guidance scales +, and v, for our method. We present
results in Tab. 3. We find that higher guidance scales generally yield better results on both modalities.
We hypothesize that the higher guidance scales more strongly encourage the sample to come from
the “intersection” of the conditional spectrogram and conditional image distributions, resulting in
better alignment with both text prompts.

5 Discussion and Conclusion

In this work, we demonstrate that, perhaps surprisingly, there is a non-trivial overlap between the
distribution of natural images and the distribution of natural spectrograms. We show this by sampling
from the intersection of these two distributions, resulting in spectrograms that look like real images
but also sound like real sounds. The method we proposed is simple and zero-shot, and leverages
the compositional nature of diffusion with cross-modal models. We see our work as advancing
multimodal compositional generation and opening up new possibilities for multimodal art.

Limitations. One limitation of our method is that it cannot generate examples that have both
high-fidelity audio and image. We show failure cases, which occur for many prompts, in Fig. 9. Some
of these failures may be due to the strict constraints of the problem, since realistic examples may not
always exist at the intersection of both distributions. Our method is also limited by the quality of the
audio diffusion model, whose performance lags behind that of visual models.

Potential negative societal impacts. The image and audio generation models that our method
leverages are becoming progressively more powerful, and care must be taken in their deployment.
Moreover, our method could potentially be used for steganography, secretly embedding images within
audio. This capability may be used for deception, and we believe it deserves further consideration.
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A.1 Multimodal Compositionality Analysis

Model capabilities. Through our experiments, we observed that our method generally performs
well with “continuous” sound events (e.g., racing cars or train whistles) and simple visual prompts.
Continuous sounds typically produce spectrograms with high energy distributed across time and
frequencies, resulting in “white” spectrograms. This allows our model to effectively reduce sound
energy, creating visual patterns that align with the audio.

Simple visual prompts with object or scene nouns provide the diffusion models with more flexibility
during denoising, enabling sampling from the overlapping distributions of images and spectrograms.
However, more complex prompts could push the models into highly constrained distributions where
images that sound are less likely to be generated.

Generating discrete sounds (e.g., dog barking or birds chirping) is more challenging due to their
sparse energy distribution. In these cases, the models are more constrained, making it difficult to
produce visual content with clear edges and structures aligned with sound onsets, leading to less
satisfactory results sometimes.

Additionally, we emphasize that some prompt pairs may not have overlapping image and spectrogram
distributions, making it impossible to create meaningful examples. For instance, combining the visual
prompt starry night with the audio prompt playing guitar leads to a conflict, where the image modality
tends toward a dark image, while the audio suggests a brighter one.

Style words. Visual diffusion models are capa-

ble of generating RGB images, but spectrograms Table 4: Ablation on style words.

are o‘l}ly one chann’f,:l. V\‘f‘e therefore use style wc’)’rds Method CLIPT CLAP| FID| FAD|
like "grayscale™ or "black background” (o —& o T T T T a0
nudge the image denoising process toward a dis-  /«orvscale” 282 335 22646 1921
tribution that matches the spectrograms. As sug-
gested by the reviewer, we conducted ablation
experiments by removing the grayscale style word. The results are shown in Tab. 4. The model
produces similar results, but (as expected) the image quality slightly decreases while the audio quality
slightly improves.

A.2 Qualitative results

More qualitative results. We show more qualitative results from our method with different prompts
in Fig. 8. Please see our website for video results. We also provide random examples with random
prompt pairs in Fig. 9 with the last two rows as failure cases. For the failure cases, we can see that
they either have good audio quality but lose clear visual patterns (mountains/fireworks) or have clear
visual appearances but noisy audio (dogs/trains).

Vocoder analysis. We show more examples of the vocoder cycle consistency experiment in Fig. 7.
As can be seen, the spectrograms from HiFi-GAN are quite similar to the original ones decoded from
latents, indicating that our method does not find adversarial examples against the vocoder, but truly
does find spectrograms that look like images.

A.3 Implementation Details

Colorization. We use DeepFloyd IF® [26] following Factorized Diffusion [41] for colorizing
spectrograms. This technique colorizes a grayscale image by using a pretrained diffusion model
zero-shot to generate the color component, and is similar to prior work such as [63, 23, 106, 114].
We use it due to its simplicity. We colorize spectrograms of size 1 x 256 x 1024 by directly feeding
these into the diffusion model, which we found produced reasonable results despite the fact that the
model was not trained for this size. We use prompts of the form “a colorful photo of [image
prompt]” and denoise for 30 steps with a guidance scale of 10. Additionally, we found that starting
the denoising at step 7 of 30 gave better results, which we hypothesize works because it gives the
model a stronger prior for what the structure of the image is than starting from pure noise.

6;:ttt:::: //huggingface.co/DeepFloyd
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SDS baseline. We follow Diffusion Illusions [11] to implement our SDS baseline with an implicit
image representation. We use Fourier Features Networks [109] with a learnable MLP to generate
images of size 1 x 256 x 1024. We use stage I of DeepFloyd IF-M to perform image score distillation
sampling. We randomly make eight overlapping 256 x 256 crops and resize them to 64 x 64 to
compute the averaged image SDS loss with a guidance scale of 80. For the audio modality, we use
Auffusion [118]. As Auffusion is a latent diffusion model, we encode the images into 4 x 32 x 128
latents and perform the audio SDS loss with a guidance scale of 10, which we found gave the best
performance in the audio-only generation. We set the weight of the image SDS loss Agqs to 0.4 to
ensure balanced optimization for both modalities. We use the AdamW optimizer with a learning rate
of 10~ and weight decay of 103, and optimize the Fourier Feature Network for 40,000 steps. We
also apply the warm-start strategy to this method by optimizing the audio SDS loss only for the first
5,000 steps by setting Agqs to zero. We note this method does not require a shared latent codebook
between image and audio diffusion models.

Imprint baseline. We begin by generating images,
Ximg, and spectrograms, Xgpec, of size 256 x 1024
using Stable diffusion and Auffusion, respectively,
both with a guidance scale of 7.5. Next, we use # get images and specs from LDMs

the generated images as masks by converting them 12 ~_°ta2 e-0iriusion (ext—y)

into inverse grayscale images and scaling them by # reduce the energy give image masks
a factor p. This mask is then applied to the gener- oot Z . 5, "0 0 7 tmgmmean (0D
ated spectrogram to obtain the final result, given by audio = vocoder (spec)

Xgpec(1 — pgray(1 — Ximg)). The hyperparameter p
controls the strength of energy reduction: larger values yield clearer visual patterns but poorer audio
quality, and vice versa. To strike a good balance, we set p = 0.5. The imprint baseline takes 10

seconds to generate a sample on NVIDIA L40s.

Algorithm 1 Pseudocode in a PyTorch-like style
for the imprint baseline.

Prompt selection. We present the image and audio prompts used for the quantitative evaluation in
Tab. 5. We use 10 prompts for each modality, for a total of 100 prompt pairs.

Table 5: Text prompts for the quantitative evaluation.

Image prompts Audio prompts

a painting of castles, grayscale dog barking

a painting of dogs, grayscale cat meowing

a painting of kittens, grayscale bird chirping, tweeting
a painting of tigers, grayscale tiger growling

a painting of auto racing game, grayscale church bell ringing

a painting of mountains, grayscale race car, auto racing

a painting of a garden, grayscale train whistling

a painting of a forest, grayscale fireworks banging

a painting of a farm, grayscale people cheering

a painting of a beach, grayscale playing acoustic guitar

A.4 Human Studies

Participants for the human study were recruited from Amazon Mechanical Turk (MTurk), and were
paid 0.50 USD for a task lasting less than 5 min. We use a total of seven prompt pairs and compare
them against two baselines: the SDS baseline and the imprint baseline. For each method and prompt
pair, we hand-selected two high-quality samples for a total of 84 videos. Each video is about 10
seconds long, and includes a vertical line moving from left to right, indicating the current temporal
position in the spectrogram. All participants were shown 14 pairs of videos—seven pairs comparing
our method to the SDS baseline, and seven pairs comparing our method to the imprint baseline, all
randomly selected and blinded. The participants are then asked to answer three questions:

1. Which video LOOKS most like a [visual prompt]?
2. Which video SOUNDS most like a [audio prompt]?

3. In the video, we play the image as a sound, from left to right. In which video does the
[visual prompt] better align with the [audio prompt] sounds?
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Figure 7: More results on the vocoder cycle consistency check. We show the original log mel-spectrogram
decoded from latents and log mel-spectrograms obtained from waveforms synthesized by HiFi-GAN and Griffin-
Lim.

The first two questions are designed to evaluate the quality of the audio and image generated by the
methods, and their alignment with the respective prompts. The third question seeks to understand
how well the visual structure or texture of the generated image and spectrogram align. However,
note we were not able to guarantee that the participants had prior experience with spectrograms. To
mitigate this to an extent, we include the description as a preamble to the third question. Also, note
that we use abbreviated versions of the audio and visual prompts to avoid excessively long questions.
We provide the prompt pairs we used for human studies in Tab. 6 for reference, and screenshots of
our survey including the title block as well as the first video pair and associated questions in Fig. 10.

Table 6: Text prompts for the human studies. We note that the prompts are paired.

Image prompts Audio prompts

a painting of castle towers, grayscale bell ringing

a painting of cute dogs, grayscale dog barking

a painting of a blooming garden with many birds, grayscale birds singing sweetly

a painting of furry kittens, grayscale a kitten meowing for attention

a painting of auto racing game, grayscale a race car passing by and disappearing
a painting of trains, grayscale train whistling

a painting of tigers, grayscale tiger growling
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”a painting of a blooming garden with many bird, grayscale” & ”“birds singing sweetly”

”a painting of tigers, grayscale” & ”tiger growling”

”a painting of trains, grayscale” & “train whistling”

Figure 8: More qualitative results. We show more qualitative results of our approach. Please zoom in for better
viewing.
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”a painting of a farm, grayscale” & “bird chirping, tweeting”

”a painting of a beach, grayscale” & ”“people cheering”

”a painting of mountains, grayscale” & "“fireworks banging”

”a painting of dogs, grayscale” & ”“train whistling”

Figure 9: Random results. We show random results from our approach, using random audio and visual text
prompt pairs. We provide failure cases in the last two rows. Please zoom in for better viewing.
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Survey on Audiovisual Perception v2 Video2
[SOUND REQUIRED] o »

Watch later Share

PLEASE TURN ON YOUR SOUND FOR THIS SURVEY

Thank you for participating in this survey! We are creating images that can also be read as
a sound, and need your help evaluating their quality. We will show pairs of videos, and you
will answer questions about each pair.

Image prompt: a painting of castle towers, grayscale
anonymous@gmail.com Switch account &

£3 Not shared

* Indicates required question &=
=
VIDEO PAIR 1 E
— 2

Audio prompt: bell ringing

Video 1

0 »
Watch later ~ Share
Watch on @3 YouTube

Image prompt: a painting of castle towers, grayscale Which video LOOKS most like a "castle tower"? *

(O Video 1

QO Video2

Which video SOUNDS most like "bells ringing"? *
Audio prompt: bell ringing

(O Video 1
O Video2

Watch on @ YouTube

In the video, we play the image as a sound, from left to right. *
In which video does the "castle" better align with the "bells ringing" sounds?

O Video1
QO Video2

Figure 10: Human study screenshots. We show screenshots from our human study survey. Here we show the
title block, as well as the first pair of videos. The full survey contains 14 video pairs.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We confirm that the claims in the abstract and introduction (Sec. 1) accurately
reflect our contribution.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide a discussion about the limitations of our approach in Sec. 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper does not include theoretical results or proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all implementation details in Sec. 4.1 and Appendix A.3. We also
include all details of the human study experiments in Sec. 4.3 and Appendix A.3.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide all code in our supplemental material, including code for baselines.
We will release all code on acceptance.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all the experimental setup details for quantitative evaluation in
Sec. 4.2 and Appendix A.3 and for human study in Sec. 4.3 and Appendix A.3.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in the appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report performance with 95% confidence intervals for our main experiments
in Tabs. 1 and 2.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We specify that we use NVIDIA L40s for all the experiments including
baselines in Sec. 4.2, where we also specify that our method takes about 10 seconds to
generate a sample.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that the research conducted conforms with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss potential societal impacts in Sec. 5.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We use pretrained diffusion models with well-known risks. We refer readers to
the model cards of these diffusion models for further discussion of safeguards. Our work
does not introduce significant risk.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use Stable Diffusion v1.5, DeepFloyd IF, and Auffusion. We cite all these
models, and provide links to model weights and licenses in Sec. 4.1 and Appendix A.3.

Guidelines:
» The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We provide all details about the human study in Sec. 4.3 and Appendix A.3,
including full text and screenshots.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: The organization where this research was conducted has IRB approval for
perceptual studies conducted over Mechanical Turk.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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