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Abstract

Constrained optimization with multiple functional inequality constraints has significant ap-
plications in machine learning. This paper examines a crucial subset of such problems where
both the objective and constraint functions are weakly convex. Existing methods often face
limitations, including slow convergence rates or reliance on double-loop algorithmic designs.
To overcome these challenges, we introduce a novel single-loop penalty-based stochastic
algorithm. Following the classical exact penalty method, our approach employs a hinge-
based penalty, which permits the use of a constant penalty parameter, enabling us to
achieve a state-of-the-art complexity for finding an approximate Karush-Kuhn-Tucker
(KKT) solution. We further extend our algorithm to address finite-sum coupled compo-
sitional objectives, which are prevalent in artificial intelligence applications, establishing
improved complexity over existing approaches. Finally, we validate our method through ex-
periments on fair learning with receiver operating characteristic (ROC) fairness constraints
and continual learning with non-forgetting constraints.

1 Introduction

This paper focuses on solving the following non-linear inequality constrained optimization problem:

min F(x), s.t. hg(x) <0, k=1,...,m, (1)

where F and hy, k = 1,...,m are stochastic, weakly convex and potentially non-smooth. This general formu-
lation captures a wide range of practical optimization problems where non-smoothness arises in the objective
and constraint functions. Inequality constrained optimization arise in many applications in ML/AI, including
continual learning (Li et al., 2024a)), fairness-aware learning (Vogel et al.,|2021)), multi-class Neyman-Pearson
classification (mNPC) problem (Ma et al., |2020)), robust learning (Robey et al., 2021, policy optimization
problem for reinforcement learning (Schulman et al.| [2015), and distributed data center scheduling prob-
lem (Yu et al., 2017)).
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Table 1: Comparison with existing works. We consider that both objective function and constraint function
oracles are stochastic. In the Constraint column, hj means multiple constraints, k from 1 to m. In Convexity
column, NC means Non-convex, WC means Weakly Convex, C means Convex. The monotonicity column
means non-decreasing. The last column Complexity means the complexity for finding an (nearly) e-KKT
point of equation

Reference Loop Objective Constraints Smoothness Convexity Monotonicity Complexity
(]Alacaoglu & Wright| |2024} Single Loop F() h(-)=0 E.h NC (F,h) none O(e*")
Li et al.||2024b Double Loop  F(-) +g(-) h(-)=0 F,h C (g), NC (F,h) none O(e™?)
Ma et al.| 2020 Double Loop J30) hi() <0 none WC (F, hg) none O(e7%)
(Boob et al.|[[2023 Double Loop F(-) hi() <0 none WC (F, hg) none O(e%)
Huang & Lin|[2023 Single Loop F(-) h()<0 none WC (F), C (h) none O(e™®)
Li et al.|[2024a Single Loop Y, fi(gi(*)) hi() <0 fis Gis hi NC (fi, gis hi) none O(e™™)
Liu & Xu/|2025 Single Loop F(-) hi() <0 none WC (F, hg) none O(e79)
Ours Single Loop F() hi() <0 none WC(F, hy) none O(e75)
Ours Single Loop Y, fi(gi(+)) hi() <0 none WC (fi, g, hi) fi O(e79)
Ours Single Loop Y, fi(gi(+)) hi() <0 fis gi WC (h) none O(e™%)

In optimization literature, many techniques have been studied for solving convex constrained optimization
problems, including primal-dual methods (Huang et all 2025; Boob et al., [2023; [Pu et al., [2024; [Nedié¢
& Ozdaglar, [2009), augmented Lagrangian methods (Birgin & Martnez, [2014), penalty methods (Boyd &
Vandenberghe, 2004), and level-set methods (Lin et al), 2018). However, the presence of non-convexity
in the problem often complicates algorithmic design and convergence analysis, while non-smoothness and
stochasticity add additional layers of difficulty.

Several recent studies have explored stochastic non-convex constrained optimization under various assump-
tions. Ma et al.| (2020) and Boob et al.| (2023) initiated the study of stochastic optimization with weakly
convex and non-smooth objective and constraint functions. Inspired by proximal-point methods for weakly-
convex unconstrained optimization (Davis & Grimmer} [2019), they have proposed a double-loop algorithm,
where a sequence of convex quadratically regularized subproblems is solved approximately. They have de-
rived the state-of-the-art complexity in the order of O(1/€%) for finding a nearly e-KKT solution under a
uniform Slater’s condition and a strong feasibility condition, respectively.

Recently, |Alacaoglu & Wright| (2024); |Li et al.| (2024a); Huang & Lin| (2023) have proposed single-loop
algorithms for stochastic non-convex constrained optimization. However, these results either are restricted to
smooth problems with equality constraints (Alacaoglu & Wright|, 2024) or suffer from an iteration complexity
higher than O(1/€%) (Li et al., 2024a; Huang & Lin, [2023)). This raises an intriguing question: “Can we design
a single-loop method for solving non-smooth weakly-convex stochastic constrained optimization problems to
match the state-of-the-art complexity of O(1/€%) for finding a nearly e-KKT solution?"

We answer the question in the affirmative. We propose a novel algorithm based on the well-studied exact
penalty method (Zangwill, [1967; [Evans et al. [1973)). Different from |Alacaoglu & Wright| (2024); |Li et al.|
who used a quadratic or squared hinge penalty, we construct a penalty of the constraints using the
non-smooth hinge function, i.e., by adding % S, Blhk(x)]+ into the objective, where 3 is a penalty
parameter. Despite being non-smooth, the benefits of this penalty function include (i) it preserves the
weak convexity of in the penalty; (ii) it allows using a constant § as opposed to a large § required by the
squared hinge penalty ; (iii) it introduces the structure of finite-sum coupled compositional
optimization (FCCO), enabling the use of existing FCCO techniques in the algorithmic design. Consequently,
this approach establishes state-of-the-art complexity for achieving a nearly e-KKT solution, under a regularity
assumption similar to those in|Li et al.| (2024a)); |Alacaoglu & Wright| (2024). We summarize our contributions
as follows.

e We propose a non-smooth, hinge-based exact penalty method for tackling non-convex constrained
optimization with weakly convex objective and constraint functions. We derive a theorem to guar-
antee that a nearly e-stationary solution of the penalized objective is a nearly e-KKT solution of the
original problem under a regularity condition of the constraints.

o We develop algorithms based on FCCO to tackle a non-smooth weakly convex objective whose
unbiased stochastic gradient is available and a structured non-smooth weakly-convex objective that
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is of the FCCO form. We derive a state-of-the-art complexity of O(e~%) for finding a nearly e-KKT
solution.

e We conduct experiments on two applications in machine learning: learning with ROC fairness con-
straints and continual learning with non-forgetting constraints. The effectiveness of our algorithms
are demonstrated in comparison with an existing method based on squared hinge penalty function
and a double-loop method.

2 Related Work

Despite their long history of study, recent literature on optimization with non-convex constraints has intro-
duced new techniques and theories for the penalty method 2022), Lagrangian methods (Sahin
et al.,2019; |Sun & Sun, [2024; [Li et al., 2024b; |2021), the sequential quadratic programming methods (Bera-
has et all, 2021; 2025} |Curtis et al., |2024} Na et al.,2023) and trust region method (Fang et al.2024). These
works mainly focused on the problems with smooth objective and constraint functions. On the contrary,
based on Moreau envelopes, Ma et al.| (2020); Boob et al.| (2023)); Huang & Lin| (2023)); [Jia & Grimmer| (2022)
have developed algorithms and theories for problems with non-smooth objective and constraint functions.
However, these methods cannot be applied when the objective function has a compositional structure. The
method by can be applied when the objective function has a coupled compositional structure,
but it requires the objective and constraint functions to be smooth. Compared to their work, we relax the
smoothness assumption, but assume the monotonicity of the outer function in the compositional structure.

|Alacaoglu & Wright| (2024)) studies a single-loop quadratic penalty method for stochastic smooth nonconvex
equality constrained optimization under a generalized full-rank assumption on the Jacobian of the constraints.
Under a similar assumption, proposed a double-loop inexact augmented Lagrangian method
using the momentum-based variance-reduced proximal stochastic gradient algorithm as a subroutine. Both
[Alacaoglu & Wright| (2024) and [Li et al|(2024b) consider only smooth equality constraints and hence
are not applicable to non-smooth constraint functions. and [Boob et al| (2023)
studied weakly convex non-smooth optimization with inequality constraints. They proposed double-loop
methods, where a sequence of proximal-point subproblems is solved approximately by a stochastic subgra-
dient method or a constraint extrapolation method (Boob et al., 2023). Under a uniform
Slater’s condition and a strong feasibility assumption, respectively, Ma et al.| (2020 and [Boob et al.| (2023)
establish a complexity of O(1/€%). Under the uniform Slater’s condition, Huang & Lin (2023) proposed a
single-loop switching subgradient method for non-smooth weakly convex constrained optimization problems,
but the complexity of their method is O(1/€®) when the constraints are stochastic.

Motivated by applications from continual learning with non-forgetting constraints, intro-
duced a single-loop squared hinge penalty method for a FCCO (Wang & Yang, [2022) problem, where the
objective function takes the form of ). fi(gi(-)) and the constraints are non-convex and smooth. They
establish a complexity of O(1/¢”) under the generalized full-rank assumption on the Jacobian of constraints.
Our results can be easily extended to a FCCO problem with nonconvex but unnecessarily smooth inequality
constraints. We show that our method improves the complexity to O(1/€%) in two cases: (1) f;, g; and hy
are non-smooth weakly convex and f; is monotone non-decreasing, and (2) f; and g; are smooth nonconvex
but Ay is non-smooth weakly convex. Note that the second case includes the special case where f;, g; and
hy, are smooth non-convex. A comparison with prior results in presented in Table [}

We also note that some works have considered transferring inequality constraints into equality constraints by
adding a slack variable for each constraint (Fukuda & Fukushima, 2017; Ding & Wright|, 2023; [Li et al., |2021]).
However, these approaches either require stronger second-order conditions to ensure that a KKT solution
to the equality-constrained problem also applies to the original inequality-constrained problem
[Fukushima, 2017; [Ding & Wright|, 2023), or they rely on the boundedness of constraint functions to guarantee
this transfer (Li et al. 2021) (cf. Section for more discussions). Even when such a transformation is
feasible, algorithms for non-smooth stochastic constraint functions remain underdeveloped, underscoring the
uniqueness and significance of our contributions.

Finally, we would like to acknowledge a concurrent work by [Liu & Xu| (2025)). Their study also explores
a penalty method for problems with weakly convex objective and constraint function. The key differences
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between our work and theirs are: (i) although they consider a vector-valued function consisting of multiple
components, they treat multiple constraint as a single one, i.e., they need to compute mini-batch estimators
of all constraint functions at each iteration in their algorithm. In contrast, we do sampling on the constraint
functions, and only require estimating O(1) constraint functions at each iteration. (ii) they do not directly
use the hinge penalty function, but instead adopt a smoothed version of it; and (iii) they employ the SPI-
DER/SARAH technique to track the constraint function value, which requires periodically using large batch
sizes. In contrast, we track multiple constraint function values by employing the MSVR technique (Jiang
et al.l |2022)) using only a constant batch size.

3 Notations and Preliminaries

Let || -|| be the £>-norm. For 1 : RY — RU{+0c}, the subdifferential of v at x is 9y(x) = {¢ € R? | y(x') >
Y(x)+((, x'—x) +o(||x' —x]|),x" — x}, and ¢ € 9y (x) denotes a subgradient of ¢ at x. Let [-]+ := max{0, -}
denote the hinge function. We say ¢ is p-strongly convex (u > 0) if 1(x) > ¢(x')+ (¢, x—x) + 5 [|x—x||* for
any (x,x’) and any ¢ € 9y (x'). We say ¢ is p-weakly convex (p > 0) if 1p(x) > ¢(x')+((,x—x") = §||x—x'||
for any (x,x’) and any ¢ € 0y(x’). We say 1 is L-smooth (L > 0) if |¢p(x) — (%) + (Vi (x'),x — x")| <
%Hx —x'||? for any (x,x’). For simplicity, we abuse 9¢(x) to denote one subgradient from the corresponding
subgradient set when no confusion could be caused.

Throughout the paper, we make the following assumptions on

Assumption 3.1. (a) F is pg-weakly convex and Lp-Lipschitz continuous; (b) hg(-) is p1-weakly convex
and Lp-Lipschitz continuous for £k =1,...,m.

For a non-convex optimization problem, finding a globally optimal solution is intractable. Instead, a Karush-
Kuhn-Tucker (KKT) solution is of interest, which is an extension of a stationary solution of an unconstrained
non-convex optimization problem. A solution x is a KKT solution to if there exist A = (A,...,A\n) " €
R7 such that 0 € OF (x) 4+ ;" ; Adh(x), hy(x) < 0,Vk and Aghy(x) = 0 Vk. Of interest in non-asymptotic
analysis is finding an e-KKT solution given below.

Definition 3.2. A solution x is an e-KKT solution to if there exist A = (Aq,. .., )\m)T € R’ such that
dist(0, 0F (x) + Yo, MOh(x)) <€, hy(x) < €,Vk, and Aphi(x) < € if hy(x) > 0 or A\, = 0 if hy(x) < 0 for
k=1,...,m.

However, since the objective and the constraint functions are non-smooth, finding an e-KKT solution is not
tractable, even the constraint functions are absent. Let us consider a simple example miny |x|. The only
stationary point is the optimal solution x, = 0, and any x # 0 is not an e-stationary solution (e < 1)
no matter how close x to 0. In other words, unless the iterate generated by the algorithm can exactly
land on x = 0, it will not produce an e-stationary point. To address this issue, an effective approach for
solving non-smooth optimization is to approximate the original problem by a smoothed one using different
smoothing techniques, including Nesterov’s smoothing(Nesterov, [2005), randomized smoothing (Kornowski
& Shamirl 2022)), and Moreau envelope (Davis & Grimmer, 2019). Based on Moreau envelopes, Ma et al.
(2020); Boob et al. (2023); Huang & Lin| (2023); Jia & Grimmer| (2022) have developed algorithms and
theories for problems with non-smooth objective and constraint functions, which derives a nearly e-KKT
solution. We follow Moreau envelopes technique on non-smooth weakly convex optimization and consider
finding a nearly e-KKT solution defined below.

Definition 3.3. A solution x is a nearly e-KKT solution to () if there exist X and A = (A1,...,An) " € R
such that (i) ||x — x[| < O(e), dist(0,0F(x) + Y ;- AeOh(x)) < €, (i) hi(X) < €, VEk, and (iil) \phe(X) < €
if hg(X) >0o0r \p =01if hy(x) <0 for k=1,...,m.

In order to develop our analysis, we introduce the Moreau envelope of a p-weakly convex function ¢: ¢g(x) :=
miny {¢(y) + 55ly — x||*}, where # < p~!. The Moreau envelope is an implicit smoothing of the original
problem (cf. Lemma in Appendix). Hence, if we find x such that ||V¢g(x)|| < €, then we can say that x
is close to a point x that is e-stationary (Davis & Grimmer} 2019)). We call x a nearly e-stationary solution
of miny ¢(x).

Remark: Our current formulation focuses on the non-smooth case, there is also a simple extension in the
smooth setting. Suppose the objective and constraint functions are smooth, using the Lipschitz contiuity of
the gradients, and that of constraint functions, it is easy to prove that a nearly e-stationary point is also
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an O(e)-stationary point. This is because ||x — X||2 < O(e) and leveraging the Lipschitz conunity condition,
every condition in the definition of nearly e-KKT solution can be converted to that on x.

4 A Hinge Exact Penalty Method and Theory

The key idea of the hinge-based exact penalty method is to solve the following unconstrained minimiza-
tion (Zangwilll [1967; |Evans et al., [1973)), where 8 > 0 is a penalty parameter:

I5) m

FeO+ 25" (ol @
For clarity of notation, we define h; (x) = [hy(x)]+. Let 9[hi(x)]+ € [0,1] be the subdifferential of [2]4 at
z = hy(x), and let Oh} (x) be the subgradient in terms of x.

Lemma 4.1. Under Assumption D (x) in (@ 1s C-weakly convex and L-Lipschitz, where C' = pg + Bp1
and L =Lp + BLy,.

Our hinge exact penalty method is to employ a stochastic algorithm for finding an e-stationary solution to
Dy (x) for some 6 < 1/C. We establish a theorem below to guarantee that such x is a nearly e-KKT solution

to .

Theorem 4.2. Assume that there exists § > 0 such that

min P (x) :

; I ™
dist (O, E Zk:l 8]7,2_ (X/)> > 57 VX/ IS (3)

where V = {x : maxy, hg(x) > 0}. If X is an e-stationary solution to ®y(x) for some 8 < 1/C and a constant
B> (e+ Lg)/d, then x is a nearly e-KKT solution to the original problem .

Proof. Let X = proxyg(x). By optimality of X, we have

B = _
0€0F(x)+ Zk:l Ot (%) + (x — x)/6.
Since ||V®p(x)|| < €, then we have [|x — x| = 0||V®y(x)|| < fe. Then we have

: B e _
dist (0.07() + 2 37 onf ) ) < x-)/0] <
Since Ohf (%) = &,0hk(X) (see Bauschke et al. (2017, Corollary 16.72)), where

1 if hg(x) >0,

&=1410,1 ifhe(X)=0

0 if hy(x) <0,

there exists A\, € % > 0,Vk such that dist (0, 0F(x) + >_;; AOhi(x)) < e. Thus, we prove condition (i)

in Definition Next, let us prove condition (ii). We argue that maxy hi(X) < 0. Suppose this does not
hold, i.e., maxy hi(X) > 0, we will derive a contradiction. Since Iv € IF(x) such that

(%
()2 g 3[hk(i)]+7

. B x—m - . B —m _
€ > dist (o,v + = Zk:l Ohf(x) ) > dist ( 0, - Zk:l O (%)) —|[vl] > 86 — Lp, (4)
which is a contradiction to the assumption that 8 > (e+Lp)/0. Thus, maxy hi(x) < 0. This proves condition
(ii). The last condition (iii) holds because: \; = %, which is zero if hy(X) < 0; and A\ghy(X) < 0. O

Assumption is not specific to our method but is shared by all penalty-based approaches, including recent
works such as|Alacaoglu & Wright| (2024]), [Li et al.[ (2024b), and [Li et al.| (2024a)). This assumption reflects a
fundamental challenge in non-convex constrained optimization: without a condition such as , the problem
becomes ill-posed and is generally unsolvable using first-order methods. There is potential to slightly relax
assumption . In our current formulation, we assume holds over the entire set V. However, it may
suffice to require to hold only on a subset of V, defined as V, := {z : ¢ > maxy hi(z) > 0} for some
constant ¢ > 0. This is a strictly weaker assumption.

Under this relaxation, the algorithm can be initialized within the feasible region and proceed with step
sizes chosen carefully to ensure that all intermediate iterates remain within V.. Note that even if some



Published in Transactions on Machine Learning Research (01/2026)

iterates become slightly infeasible, as long as the step size is sufficiently small, the gradients of the constraint
functions will guide the iterates back toward feasibility. This way, we can still conduct the same convergence
analysis just select feasible initial point x¢ and proceed with step sizes chosen carefully. This strategy has
been successfully adopted in prior work (e.g., (Huang & Lin| 2023)).

4.1 Sufficient Conditions for Eq. (3]

Next, we provide some sufficient conditions for .

First, we consider a simple setting where there is only one constraint h(x) < 0. The lemma below states
two conditions sufficient for proving the condition . The proof of Lemma and are presented in

Appendix [B]
Lemma 4.3. If there exists u > 0,¢ > 0 such that (i) h(x) — miny h(y) < ﬁdist(O,(‘?h(m))2 for any x
satisfying h(x) > 0; and (it) miny h(y) < —c, then condition (@) holds for & = \/2cu.

Remark: Note that the condition (i) in the above lemma is the PL condition of h but only for points
violating the constraint. We can easily come up a function A to satisfy the two conditions in the lemma. Let
us consider h(z) = |2 — 1| — 1. Then VA(0) = 0, which means z = 0 is a stationary point but not global
optimum of h. The global optimal are z € {1, —1} and min, h(y) = —1, and hence condition (ii) holds. Any
x such that h(z) > 0 would satisfy z > /2 or z < —v/2. For these z, we have Vh(z) = 2z for z > /2 or

Vh(z) = —2z for z < —/2. Then for |z| > v/2, h(z) —min, h(y) =22 -1 < W holds for ¢ = 2. Hence
condition (i) holds.

Next, we present a sufficient condition for for multiple constraints. The following lemma shows that the
full rank assumption of the Jacobian matrix of H(x) = (hy(x),...hn(x))T at x that violate constraints is a
sufficient condition.

Lemma 4.4. If 0H(x) is full rank for maxyhi(x) > 0, de., dist(0, \nin(0H(x))) > o >
0,Vx such that maxy hi(x) > 0, where OH (x) denotes the set of sub-Jacobian matrices and Apin(-) denotes
the set of their minimum singular values, then the condition (@ holds for § = o/m.

We refer to the above condition as Full-Rank-at-Violating-Points condition (FRVP). We note that the FRVP
condition for differentiable constraint functions has been used as a sufficient condition in |Li et al.| (2024a))
for ensuring

-
IVH(x) [H(x)]+]| = 6||[H (x)]4]], vx, ()

which is central to proving the convergence of their squared-hinge penalty method for solving inequality

constrained smooth optimization problems: miny F(x), s.t. hg(x) <0,k =1,...,m.

A stronger condition for equality constrained optimization with hi(x) = 0,k = 1,...,m was imposed in

Alacaoglu & Wright| (2024)), where they assumed that |[VH(x)" H(x)|| > §||H(x)|, ¥x. To ensure this, their
method requires the full-rank Jacobian assumption to hold at all points, whereas our approach only requires
it at constraint-violating points. In our experiments, we verified that the condition in Lemma holds on
the trajectory of the algorithm. Detailed results are provided in Table 2] in Appendix [A]

4.2 Issue with squared-hinge penalty

Let us discuss why using the squared-hinge penalty function as in [Li et al.| (2024a). For simplicity of
exposition and comparison with prior works, we consider differentiable constraint functions here. Using a
squared-hinge penalty function gives the following objective:

B m 2
() = Fo + = 37" )3 (6)
Note that this objective is also weakly convex with a weak-convexity parameter given by pg+ 8p1. However,
the key issue of using this approach is that 8 needs to be very large to find an (nearly) e-KKT solution.
Using the same argument as in the proof of Theorem for showing maxy hi(X) < 0, the inequality
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becomes:

86

€> > —
m

B . . B X~ e _ _
vt D )] V(%) - kZ[hk(X)]+th(X) — vl = —[[H&)]+[| - Lr,
=1
where the last step follows the assumption in . Since [H(X)]+ could be very small, in order to derive a
contradiction we need to set 5 to be very large. In|Li et al.|(2024a)), it was set to be the order of O(1/¢). As
a result, ®(-) will have large weak-convexity and Lipschitz parameters of the order O(1/€). This will lead to
a complexity of O(1/€'?) if we follow existing studies(Hu et all, 2024) to solve the problem in (6) without

the smoothness of F' and hy, which will be discussed in Section

4.3 Issue of solving an equivalent equality constrained optimization

One may consider the following equivalent equality constrained problem:

min  F(x), st hp(x)+si=0k=1,...,m (7)

X,815--438m
where s1,..., 8, are introduced dummy variables. A solution x* is a KKT solution to above if there exists
A=(A1,...,A\m) " € R™such that 0 € OF (x*)+> 0 MOhy(x*), Agsy = 0, Vk, and hy,(x*)+s3 = 0 for Vk =
1,...,m. However, this does not provide a guarantee that x, is a KKT condition to the original constrained
optimization problem as A is not necessarily non-negative. For instance, consider minz s.t. —1 < x < 1.

After adding slack variables, we have minz s.t. x + s7 = 1, —z + s3 = 1. However, (z,s1,52) = (1,0,v/2)
becomes a stationary point with multipliers A = (—1,0), but it is not a stationary point in the original
problem.

While several studies (Fukuda & Fukushimay, 2017; |Ding & Wright), |2023) have employed stronger second-
order conditions to ensure that a KKT solution of the equality-constrained problem can be converted into
one for the original inequality-constrained problem, these conditions generally do not hold for the problems
we consider. Moreover, when these second-order conditions fail to be satisfied, the approach of solving the
equality-constrained problem becomes ineffective. Our solutions will not suffer from this issue.

Specifically, Proposition 3.6. in [Fukuda & Fukushimal (2017)) shows that if a stationary solution to the
equality-constrained problem (formulated using squared slack variables) satisfies the second-order suffi-
cient condition (SOSC), then it is also a stationary solution to the original inequality-constrained problem
(after simply removing the slack variables). Theorem 3.3. in reference (Ding & Wrightl,2023)) proves a similar
result but under the weaker second-order necessary condition (SONC). To the best of our knowledge,
no other conditions have been established in the literature.

Both SOSC and SONC conditions above are quite strong, as they require all first-order stationary points
of the equality-constrained problem to be also second-order stationary points at the same time. Un-
fortunately, neither SOSC nor SONC is implied by the assumptions made in our paper. This is true even
if we further assume our problem is second-order differentiable. Since our focus is on first-order methods,
our assumption is related to first-order conditions only. In fact, in general, our problems may not even have
gradients (non-smooth), let alone the Hessian matrix in SOSC and SONC. While the results in [Fukuda &
Fukushima) (2017)); Ding & Wright| (2023) may be useful in practice as potential certificates of stationarity,
their applicability is limited in practice. For example, one could first find a stationary point for the equality-
constrained problem, and then verify whether SOSC or SONC holds at the obtained solution. If lucky
enough and they hold, one can conclude that the solution is stationary for the original inequality-constrained
problem. However, if unlucky and these second-order conditions do not hold, we do not know if the solution
is stationary for the original problem. In contrast, our method directly finds a stationary point for the
inequality-constrained problem without requiring such verification, hence there is no need to implement the
verification procedure.

Another way is to use non-negative slack variables as following;:

min _ F(x), st. hpX)+s,=0k=1,...,m (8)
X,81,---38m >0
where s1,..., 8y, are introduced dummy variables. |Li et al.| (2021]) presents some discussion how to convert

an e-KKT solution to the above equality constrained into an e-KKT solution to the original inequality
constrained optimization. However, such guarantee requires that boundness of the constraint functions.

7
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Algorithm 1 Algorithm for solving equation[d under Setting I
1: Initialization: choose xq, 5,72 and 7.
2: fort=0toT —1do
3:  Sample B, C {1,...,m}
for each k € B! do
Sample a mini-batch Bj ,
Update uby = (1 —y2)ub , +v2he(xi; BY i) + v5 (b (%45 BY 1) — hae (%113 BS 1))
end for
Let ubh! = ub ;. k ¢ B.
Compute G% = \z% Zkezgz 3hk(Xt;B§,k)[U§,k]/+7 G’i = |ét‘ dest 5’f(Xt;C)~
10:  Update x¢11 = x¢ — n(GY + Gb)
11: end for

5 Stochastic Algorithms

In this section, we consider stochastic algorithms for solving for F(x) = E¢[f(x,()], which has been
considered in Ma et al.|(2020); Huang & Lin| (2023)); [Boob et al.| (2023). Due to limit of space, we present
extension and analysis of compositional objective F(x) = = 31" | f(E¢[g;(x,)]) in the Appendix@ Without
loss of generality, we assume the constrained functions are only accessed through stochastic samples. Below,
we let h(x,B) = ﬁ Z&B h(x,€&) with a mini-batch of samples B. We make the following assumptions

regarding hy, and f.

Assumption 5.1. For any x, assume there exists hy(x, £), and Ohg(x,§), where ¢ is random variable, such
that (a) E[hy(x,€)] = hi(x) and E[0hy(x,&)] € Ohy(x); (b) Ee[|hu(x,€) — hi(y, &)[*] < L2[x — y[% (c)
Ee[|ln(x,€) — hi ()] < 0.

Assumption 5.2. For any x, assume there exists Jdf(x,(), where (¢ is random variable such that
E[0f(x,¢)] € OF(x) and E¢[[|0F (x) — 8f (x,)|I] < oF.

The key to our algorithm design is to notice that the hinge-based exact penalty function % oy i (x)] 4+ s
a special case of non-smooth weakly-convex finite-sum coupled compositional objective as considered in [Hu
et al.[(2024]), where the inner functions are hy(x) and the outer function is the hinge function that is monotone
and convex. Hence, we can directly utilize their technique for computing a stochastic gradient estimator of
the penalty function.

The subgradient of the penalty function is given by -3 | 89[hk(x)]+0hi(x). However, computing hy(x)
and Ohy(x) is prohibited due to its stochastic nature or depending on many samples. To this end, we need an
estimator for hy(x) and Ohg(x). dhy(x) can be simply estimated by its mini-batch estimator. The challenge
is to estimate hg(x) using mini-batch samples. The naive approach that estimates hy(x) by its mini-batch
estimator does not yield a convergence guarantee for compositional optimization. To address this issue, we
use the variance reduction technique MSVR for estimating constraint functions h(x), Vk (Jiang et al.| [2022)),
which maintains and updates an estimator us j for each constraint function hj;. We present the key steps in
Algorithm [1} In particular, at the ¢-th iteration, we construct a random mini-batch B C {1,...,m}, then
we update the estimators of hg(x;),k € B. by Step 6 where 5 € (0,1),74 = % + 1 — 79, and Bé,k is
a mini-batch of samples for estimating h(x;). Then the gradient of the penalty function and the objective
function at x; can be estimated by G%, G} in Step 10, where [uf ]’ is the derivative of the hinge function
at uf ;.. Then, we can update x;41 by using SGD with G 4 G} as the stochastic gradient estimator.

Since the estimator us ; produced by MSVR is used to approximate the true constraint value during opti-
mization, it is useful to clarify how it behaves over iterations. Our analysis of Lemma [B.3] shows that as
long as \/y2 — 0, n/\/72 — 0, and ¢t — oo, the error |ut2k — hg(x¢)| converges to zero. This guarantees that
the solution converges to a KKT point asymptotically. For the non-asymptotic case with € > 0, although
ué  may fluctuate around zero near the feasibility boundary, such oscillations can be effectively controlled
by choosing sufficiently small 1 and 2. This ensures that the hinge-based constraint hy(x:) < € is reliably
enforced. In our experiments, we did not observe any instability in constraint satisfaction.



Published in Transactions on Machine Learning Research (01/2026)

The convergence of the algorithm for finding an e-stationary solution ®y(x) is given below. The proof of the
theorem is presented in Appendix [C]

A i 1/2.4
Theorem 5.3. Suppose Assumptions and hold. Let vy = O(%), n= O(%), after

6
T = O(wcngz%) iterations, the Algorithm satisfies E[||V®q(x;)]|] < € from some 8 = O(1/(po+ p13)),

where t selected uniformly at random from {1,...,T}.

Remark: While we state the convergence results for a given ¢, it is also possible to state the convergence
for a given T. In this case, we can let 1,v2 depend on T, which can yield the same complexity result. In
practice, these hyper-parameters are always tuned to achieve the best performance. For example, in the first
experiment we choose the initial learning rate from {1073,107%} and apply a standard decay schedule; in
the second experiment we use the same magnitude choices as in [Li et al.|(2024a)). These settings are fully
reported in the experimental section, and our results show that they work well in practice.

Combining the results from Theorem [5.3]and we demonstrate Algorithm [I]can find a nearly e-KKT solu-
tion to the original problem in the following Corollary. The proof is provided at the end of Appendix

Corollary 5.4. Suppose Assumptions and equatz’onla hold. Let v3 = (9(‘82[;,7’3'64), n =

/2¢ m . . .
O(IBC\\%zggl 2 4) and a constant B > €+§:F7 after T = 0(7‘8 ngk‘l/zeﬁ) iterations, the Algorithm (1| can
find a nearly e-KKT solution x; where condition (i) in Definition holds in expectation, conditions (ii)
and (i) in Deﬁm’tz’on hold with probability 1 — O(€) for the original problem . And if |hi(X;)] < +o0,

the conditions (i) and (iii) hold in expectation. t is selected uniformly at random from {1,...,T}.

Remark: Corollary shows that Algorithm can find a nearly e-KKT solution to the original problem
with T = O(}G) iterations, which matches the state-of-the-art complexity of double-loop algorithms (Ma,
et al., |2020; Boob et al., 2023)). It is better than the complexity of O(1/€®) of the single-loop algorithm
proposed in [Huang & Lin| (2023). It is noticed that |[Liu & Xu| (2025) also achieve the same complexity
of O(e%) While both works achieve comparable complexity guarantees, our contribution lies in a different
algorithmic design and problem setting: We directly operate on the hinge penalty instead of a smoothed
surrogate. Specifically, our MSVR estimator is designed for estimating many sequences while only accessing
O(1) sequence for update. This makes it greatly suitable for us to handle many constraint functions. In
contrast, the SPIDER estimator requires accessing all sequences at the same iteration, which is not efficient
for handling many constraint functions.

6 Applications in Machine Learning

6.1 AUC Maximization with ROC Fairness Constraints

We consider learning a model with ROC fairness constraints (Vogel et all 2021)). Suppose the data are
divided into two demographic groups D, = {(a?,b?)}?, and D,, = {(a},b¥)},, where a denotes the input
data and b € {1, —1} denotes the class label. A ROC fairness is to ensure the ROC curves for classification
of the two groups are the same. Since the ROC curve is constructed with all possible thresholds, we follow
Vogel et al| (2021) by using a set of thresholds T' = {7y, ,7,} to define the ROC fairness. For each
threshold 7, we impose a constraint that the false positive rate (FPR) and true positive rate (TPR) of the

two groups are close, formulated as the following;:

Ny

W) = | S = To(swlal) = 7) = = DI = o(sw(al) = 7)] — <0
=1 =1

e (w) 1= | == SO = ~Doswlal) — 1) — — S 1o = ~T}o(swaf) = 1) ~ <0,

where sy () denotes a parameterized model, o(z) is the sigmoid function, and x > 0 is a tolerance parameter.
For the objective function, we use a pairwise AUC loss:

F(w) = m Z Z o(s(w,x;) — s(w,x;)),

x; €Dy X e€D_
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Figure 1: Training curves of 15 constraint functions of different methods for fair learning on the Adult
dataset. Top: hinge-based penalty method with different 3; Bottom: squared-hinge-based penalty method
with different 8. Each curve (e.g., legend train_tpr_th_-3.0) denotes a constraint function h,+(w) (resp.
with 7 = 3); similarly, train_fpr_th_-3.0 represents the constraint function h,-(w) with 7 = 3.
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Figure 2: Training curves of objective and constraint violation of different methods under a parameter setting
when they satisfy the constraints in the end. Dashed lines correspond to objective AUC values (y-axis on
the right) and solid lines correspond to constraint violations (y-axis on the left).

where Dy /D_ denote the set of positive/negative examples regardless their groups, respectively.

Our proposed penalty method solves the following problem:

min F(w) + 5757 32 A0 W)+ Blhz (W) 9)

It is notable that the above problem does not directly satisfy the Assumption [5.1} However, the Algorithm
with a minor change is still applicable by formulating [h} (w)]+ = f(g(hr1(W))), where f(g) = [g]+, g(h) =
|h| — k and h, (W) = n%r S Y = 1}o(sw(al) — 7). As a result, f is monotonically non-decreasing and
convex, g is convex, and h,; is a smooth function, which fits another setting in (2024). The only
change to Algorithm [I|is to maintain an estimator of h, 1,7 € I' and handle [h (w)]4 similarly.

Setting. For experiments, we use three datasets, Adult and COMPAS used in [Donini et al| (2018)), CheX-
pert (Irvin et al. 2019), which contain male/female, Caucasian/non-Caucasian, and male/female groups, re-
spectively. Weset I' = {—3, -2, —1,--- | 3}. For models, we use a simple neural network with 2 hidden layers
for Adult and COMPAS data and use DenseNet121 for CheXpert data (Yuan et al., 2021). We implement
Algorithm with setting v2 = 0.8, 44 = 0.1, k = 0.005. We compare with the algorithm in
which optimizes a squared-hinge penalty function. For both algorithms, we tune the initial learning rate in
{1le-3, le-4} and decay it at 50% and 75% epochs by a factor of 10. We tuned 5 = {1,4, 8, 10, 20, 40, 80, 100}
for our hinge exact penalty method and g = {10,40, 80, 100, 200,400, 800, 1000} for squared hinge penalty
method. We also compare a double-loop method (ICPPAC) (Boob et al 2023, Algorithm 4) for Adult and
COMPAS, where we tune their 5 in {0.1, 0.01}, 7 in {1, 10, 100}, & in {1e-2, le-3, le-4}, and fix 6; to 0.1. We
do not report ICPPAC on the large-scale CheXpert data because it is not efficient due to back-propagation
on 15 individual constraint functions every iteration. We run each method for total 60 epoches with a batch
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Figure 4: Comparison of training curves between the hinge penalty method and the squared-hinge penalty
method when both methods satisfy the constraints in the end. Dashed lines correspond to target accuracy
improvement over the base model (y-axis on the right) and solid lines correspond to constraint violation in
terms of zero-one loss (y-axis on the left).

size of 128. As optimization involves randomness, we run all the experiments with five different random
seeds and then calculate average of the AUC scores and constraint values.

Result. We present the training curves of values of constraint functions in Fig. [I| on Adult dataset to
illustrate which § value satisfies the constraints. For the hinge exact penalty method, when 5 = 20, all
constraints are satisfied. In contrast, the squared hinge penalty method requires a much larger 5 = 800
to satisfy the constraints at the end. We include more results on COMPAS and CheXpert in Appendix [A]
We compare the training curves of objective AUC values and the constraint violation as measured by the
worst constraint function value at each epoch of different methods in Fig. [2| on different datasets. These
results demonstrate that the hinge exact penalty method has a better performance than the squared hinge
penalty method in terms of the objective AUC value when both have a similar constraint satisfaction, and
is competitive with if not better than ICPPAC method.

6.2 Continual learning with non-forgetting constraints

Continual learning with non-forgetting constraints has been considered in , which is termed
the model developmental safety. We consider the same problem of developing the CLIP model while satisfying
developmental safety constraints:

, 1 o
m“lln ,F(W7 D) = 7Z(xi,ti)€D Lctr(W7 Xi7tia7; 7Ii )7

n
s.t. hy := Ly(w, Di) — Ly(Woid, D) <0,k =1, ,m.

11



Published in Transactions on Machine Learning Research (01/2026)

The Lew (W, x4, t;, 7, ,Z; ) is a two-way contrastive loss for each image-text pair (x;,t;) (Yuan et al.l [2022),

exp(Ey(w,x;) " Ea(w,t;)/7)
27~ exp(Er (W, xi) T Ea(w, t)/7)

exp(Ey(w, t;) " Ey(w,x;)/7)
Y ez exp(Ea(w, ;)T Ey(w,xi)/T)’
where F;(w,x) and Fy(w,t) denotes a (normalized) encoded representation of an image x and a text ¢,
respectively. 7, denotes the set of all texts to be contrasted with respect to (w.r.t) x; (including itself) and
Z; denotes the set of all images to be contrasted w.r.t ¢; (including itself). Here, the data D is a target
dataset. Li(w,Dy) = 7% Z(x“yi)NDk L (W, x;,y;), where ¢y is a logistic loss for the k-th classification task.
We use our Algorithm @to optimize the hinge penalty function.

Lctr(w;xhtiaT_aI‘_) L= —TlOg

? K2

—7log

Setting. We follow the exactly same experiment setting as in |Li et al.|(2024al). We experiment on the large-
scale diverse driving image dataset, namely BDD100K (Yu et al.l |2020). This dataset involves classification
of six weather conditions, i.e., clear, overcast, snowy, rainy, partly cloudy, foggy, and of six scene types,
i.e., highway, residential area, city street, parking lot, gas station, tunnel. We consider three objectives
of contrastive loss for finetuning a pretrained CLIP model to target at improving classification of foggy,
tunnel and overcast, respectively. For each task, we use other weather or scene types to formulate the
constraints, ensuring the new model does not lose the performance on these other classes. The data of the
objective for the target class are sampled from the training set of BDD100K and the external LAION400M
dataset (Schuhmann et all 2021) and the data of constrained tasks are sample from BDD100K, where the
statistics are given in |Li et al.| (2024a)).

For all methods, we fix the learning rate le~% with cosine scheduler, using a weight decay of 0.1. We run
each method for a total of 60 epochs with a batch size of 256 and 400 iterations per epoch. We tune ( in
{0.01,0.1,1,5,10, 20} for our method and in {80,100, 200,400,800} for squared hinge penalty method and
set |Be| =m, |Bx| = 10,71 =2 =0.8,7; =5 =0.1,7 = 0.05.

Results. We present the training curves of the constraint functions as measured by zero-one loss in Fig.
for different methods with different 8 values on targeting foggy class. We can see that when 8 = 10, our
hinge penalty method will satisfy all constraints. In contrast, the squared hinge penalty method needs a
much larger 5 = 800 to satisfy all constraints. The constraint curves when targeting overcast and tunnel are
presented in Figs. [] [6] in Appendix [A]

Fig. [] compares the training curves of the target accuracy improvement between our hinge penalty method
and squared-hinge penalty method when both satisfy the constraints. According to the Fig. [ our hinge
penalty method converges faster in terms of the objective measure when they exhibit similar constraint
satisfaction in the end.

7 Conclusion and Discussion

In this paper, we have studied non-convex constrained optimization with a weakly-convex objective and
weakly convex constraint functions, which are all stochastic. We developed a hinge-based exact penalty
method and its theory to guarantee finding a nearly e-KKT solution. By leveraging stochastic optimiza-
tion techniques for non-smooth weakly-convex finite-sum coupled compositional optimization problems, we
developed algorithms for solving the penalty function with different structures of the objective functions.
Our experiments on fair learning with ROC fairness constraints and continual learning with non-forgetting
constraints demonstrate the effectiveness of our algorithms compared. One limitation of this work is that the
rate is still worse than non-convex smooth equality constrained optimization. Different from our hinge-based
exact penalty method, there are some relevant works on smoothed proximal and primal-dual methods with
constant penalty parameters(Pu et al., 2024} [Huang et al., |2025)), which involve any dual variables or pri-
mal—dual updates and make valuable contributions in convex or linearly constrained settings. It is indeed an
interesting future direction to explore whether primal-dual techniques can be extended to fully non-convex
constrained optimization in the stochastic setting, potentially achieving even better convergence guarantees.
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A More Experiment Results

The experiments of AUC Maximization with ROC Fairness Constraints in our paper is run on a GPU server
with 10 A30 24G GPUs. Each seed in this experiment takes about 4 hours to complete. The experiment of
continual learning with non-forgetting constraints is run on two A100 40GB GPUs. Each seed in this setting
takes approximately 12 hours to finish. These runtimes are comparable across all methods since they share
identical model architectures and computational setups, including the learning-rate schedule, weight decay,
batch sizes, and the selections of |B.| and |Bg|. We tune the penalty coefficient 3, which allows us to study
how different methods reduce constraint violations and how their performances in the objective value change
when the constraints are satisfied. This consistent setup provides a fair and controlled comparison of the
optimization behavior of all methods.

We give other experiment results in this Appendix. First, we compute the minimum singular value § of
the Jacobian matrix of violating constraint functions in our experiments at different solutions to verify the
conditions in Lemma [£4] as shown in the Table 2] For the first experiment, we compute o based on the
Adult dataset at the initial model, final model, and two randomly selected intermediate epochs. For our
second experiment, we compute ¢ when Target Foggy at both the initial and final models. All results
demonstrate that the minimum singular value ¢ of dH(x) remains positive, which is consistent with the
theoretical guarantee stated in Lemma [£.4]

Experiment 1 (Adult) Initial Model Epoch_30 Epoch_45 Final Model
Minimum Singular Values o of 0H (x) 0.000648 0.000112 0.000102 0.000101
Experiment 2 (Target foggy) Initial Model Final Model
Minimum Singular Values o of 0H (x) 24.1038 16.3397

Table 2: Minimum singular values o of the Jacobian matrix 0H (x) at different solution.

For targeting overcast we consider other weather conditions except for foggy as protected tasks due to
that there is a lack of foggy data in BDD100k for defining a significant constraint. For the same reason, we
consider other scence types except gas station as protected tasks for targeting tunnel. We use the mostly same
experiment setting with the case target foggy only difference when tuning 5. We tune g = {0.01,0.1, 1, 10, 20}
for hinge-based penalty method and § = {0.1,1, 20,50, 100,200} for squared hinge penalty method when
target overcast. When target tunnel, we tune 8 = {0.01,0.1,1, 10,20} for both hinge-based penalty method
for squared hinge penalty method. The training curves of target overcast and tunnel show in Fig. [5] and
Fig. [6] The training curves on dataset COMPAS and Chexpert show in Fig. [7] and Fig. [8 for experiment
ROC Fairness Constraints.

B Technique Lemmas

To prove our main theorem, we need the following lemmas.

The following lemma follows from standard result (Davis & Drusvyatskiyl 2019)).
Lemma B.1. Given a p weakly convex function ¢ and 6 < (p)~', then the envelope ¢g is smooth with
gradient given by Vo(x) = 01 (x — prozy,(x)), where

. 1
prosay(x) = angmin {ofy) + g5y - 17} (10)
The smoothness constant of ¢g is 9(2%9(9’;)' In addition, dist(0,0¢(x)) < ||Ve(x)].
Lemma B.2. [Lemma 1 (Jiang et all |2022)] Consider update (@) Under Assumptions cmd

by setting v = % +(1—m1), fory1 < 3, the function value variance 1 .= L 370 | Huﬁtl —gi(Xt41)

can be bounded as

I?

B _ 8n L2 23| B|o?
~ B g [ R [xers — e %] +
n‘Bl,i

E[E*H] < —

(11)
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Figure 5: Training curves of 4 constraint values in zero-one loss of different methods for continual learning
with non-forgetting constraints when targeting the overcast class. Top: hinge penalty method with different
B; Bottom: squared-hinge penalty method with different 3.
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Figure 6: Training curves of 4 constraint values in zero-one loss of different methods for continual learning
with non-forgetting constraints when targeting the tunnel class. Top: hinge penalty method with different
B; Bottom: squared-hinge penalty method with different 3.

Lemma B.3. [Lemma 1 (Jiang et al) [2022)] Consider the update Line 6 in Algorithm [1 Under As-

sumptions and by setting v4 = ‘Bﬁ% + (1 = 72), for v2 < %, the function value variance
it .=

Ly ||u§"§C — hi(x¢41)||? can be bounded as

B. 8mL? 2v2|B.|o?
| |’72)E[1-\t]+ m hEH|Xt+1_xtH2]+ 71| |0—h.

< — —__"h
E[Ft-‘rl] = (1 m |Bc‘

(12)

From the analysis of Lemma 4.5 in (2024), the following two inequalities hold true based on Lemma
and Lemma For simplicity, we use a constant M?2 > rnauX{QL%Lf7 +2B2L% 20f +2L% + 28213},

RS IB |72 LS~po AmLnM | 29,0y
— hi(x¢) — 1-— — ug . — hi(Xo)|| + , 13
m];” k t 2k||] ( m; | 2,k k( O)H |Bc|721/2 |62,k‘1/2 ( )
and
1 . 1B 1=, o dnLyMn 271/
ﬁ ; ||gl Xt Ul,i”] < (1 - 7) E ; ||u1,i - gZ(XO)H |B| 1/2 + |Bl,i|1/2 . (14)
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Figure 7: Training curves of 15 constraint functions of different methods for fair learning on the COMPAS
dataset. Top: hinge-based penalty method with different 3; Bottom: squared-hinge-based penalty method
with different 3.
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Figure 8: Training curves of 15 constraint functions of different methods for fair learning on the CheXpert
dataset. Top: hinge-based penalty method with different 3; Bottom: squared-hinge-based penalty method
with different 3.

Proof of Lemma[4.1. Notice that we have assumed F'(-) to be pg-weakly convex in Assumption By the
definition of weak convexity, it suffices to show [hy(x)]+ to be pi-weakly convex for all k =1,...,m.

Let [hx(x)]’. denote any element in O[hy(x)];. Given any k € {1,...,m} and z,2’, following from the
convexity of []4, we have

[ ()4 = [P (&)1 = Ol ()] 4 (h(x) — h(2"))
@

> Ol @)+ ((Ohi(a'), 2 — ') = Bllfe —'|1?) (15)
(b)
> (Ohe(a)0lh (2] — ') — DLl — |

where (a) follows from the fact [hy ()]’ > 0 for all 2" and the p;-weak convexity of hi(-), and (b) follows
from the fact [hy(2')]), < 1.
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To show the L-Lipschitz continuity of ®(-), we utilize the Ly and Lj,-Lipschitz continuity of F'(-) and hy(-)
to obtain that for any z,z’ we have

[@(z) = @(2")|| < [[F(x) — F(2)] + % D M@ = i)l

/3 m
<Lp|lz—2||+ 2 — ha(2’
< Lplz—a'|| + k§=1llhk(x) b ()

m

k=1

< Lelle— 2+ 23 Lo - 2]
B mk—l

< (Lr + BLy)||z — 2.

Proof of Lemma[.3 Our goal is to prove that there exists a constant § > 0 for any x such that h(x) > 0
(violating the constraint), we have dist(0,0h(x)) > 4.

By conditions (i) and (ii) and the fact that h(z) > 0, we have

¢ < h(x) — m}}n h(y) <

This means ||dist(0, 0h(x))| > \/2cu =: 4.

Proof of Lemma[.4] Let & = (&,...

For any x and any sub-Jacobian G(x) € 0H (x), let gp(x)

{Xanm} = (GeTe ¢ Yol
k=1 k=1

Let V := {x : maxy, hy(x) > 0}. For any x € V we have

: 1\
dist (O7 - I; Olhk(x)

By the assumption that dist(0, Amin(0H (x))) > o > 0, ¥x such that maxy hx(x) > 0, we have

Therefore, for all x € V,

C Proof of Theorem

Proof. The objective function

1 if hk (X)
& =< [0,1] if hp(x)
0 if hk (X)

Lem)Te

m

]+> 2

0,
0,
0,
-

dist (0, Oh(x))?

2p

,&m) T, where &, defined as

2 A (GO0 €l > - A (G0,

Amin (G(x)) > 0 VG(x) € 0H(x).

dist (07 % zm: O[hy (x)]+> >

min () == B/ (5 O]+ S el

F(x)

19

3la

m

k=1

H(x)

€ [h(x)]} -

denote its k-th row (so gr(x) € Ohi(x)).

(17)
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For simplicity, denote X; := proxg, ﬁ(xt). Consider change in the Moreau Envelope
Ee[1/p(x¢+1)] = Ee[min &(%) + £]1% = x;41[)
< E[®(%:) + L% 2
< B[P (x¢) + §||Xt — X417

_ .
= By[®(x) + 5[1%: — (0 = (G + G3))|’]
L M
2
2 (18)
where the second inequality uses the bound of E.[||GY + G4||?], which follows from the Lipchitz continuity
and bounded variance, denoted by M? > 20; +2L% +28%L37. Here,

< B(x0) + £ % — il + En(Re — x0, G+ G+

= Oy 5(xs) + p1(%e — x4, Be[G1]) + pn(xe — x4, Be[G5]) + 1

B(G1) € OF (). BIGH) € 5ol

Next we give the bound of (X; — x4, E;[GY]) and (X; — x4, E;[GS]). To this end, first we give the bound of
(x; — x¢, E4[GY]). Since F is pp-weakly convex, we have

F(%¢) — F(x¢) > 0F(x) " (% — x¢) — %th — xq|2.
Then it follows
OF(x,) T (% — %) < F(R,) — F(x;) + %nxt —x% (19)
Next we bound (X; — xt,Et[G§]>. For given k € {1,...,m}, we get
[ (Re )4 — b ]+ > b i)y (ha(Xe) — ub )
> [uh gl [ (o) = i+ O () T (%1 = x0) = Bl l1e = ¢
> [ (o (x2) = ) + [ D () T (e = 0) = B e = |2,

where the first inequality uses the convexity of function [-];, the second inequality uses the fact [uf ], >0
and the p;-weak convexity of hy(-), and the last inequality uses the fact that 0 < [uf ]}, < 1. Then it follows

B>l 00 (x) (51— x0)
k=1
< %Z [[hk(it)h — [ug ]y = [ud ) (i () = ug i) + %Hit - Xt||2} (20)

k=1

Adding above two estimation equation [I9) and equation [20] back to equation [I8 we have

_ _ pM?
Ei[®1/5(xe41)] < P1yp(xe) + pn(xe — x4, Be[GL]) + pn(xe — x4, B4 [GS]) + 772p 5
pM? _ _
< @1 p(0) + 0=+ [ F(%) = Flxo) + 2% — ]

m

SAT2

M _ _ _
= @15(x0) + 1”5+ pn | F () = Fxi) + 2% =)

+

3
3=
NE

[hie (X)) — [P (%)) + [P (k)] — [uh ] — [uh ] (he(xe) — uf ) + %Hit —x?]

(21)
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By Lemma the function ® is C-weakly convex. We have (p— C)—strong convexity of x — ®(x)+ 2||x;
p p 2

x|
D)~ Bx) = (B(%0) + & — %)) = (26 + Sl = xal?) = £ )% —
< (5 - Pl — P

Then we get

F(xi) = F(x) +8— Z [ (o)l = [ (x0)] ) = D(Re) — D(xr) < (% = P)lIRe — x| (22)
Plugging inequality equation . to equation we get

Ee[®1)5(xt41)]
< By yp(x0) + 172 %+ n(2 462+~ p) %~ xl?

ﬁnﬁ Z {[hk(xt)]Jr = [u )+ — [u )y (i (xe) — k)}

£, we have

Setting 2 + &L 4+ £

Et[‘pl/p(xtﬂﬂ
pM?  p? s
22—l — il + o

< By /5(xe) + 1 5

[[hkmm — [t )+ = [ ) (e (x0) — )]

M-

UNgEl

[ =l )+ = [ (o) = )|

]

2P n 2 5
< Puyp(xe) + 0"~ §\|V‘I’1/ﬁ(xt)|| +P77%k 1
Since 0 < [ub ], <1, we get
pM? RS
2P 0 o) 2+ 2 S o) — bl (23)
k=1

E¢[®1)5(xe41)] < @1yp(xe) +1 5
Taking the full expectation on both sides of equation [23]and applying the inequality of equation [I3] we have

E[®1)5(x¢41)]
pM?*
< E[®@y/5(x0)] + 15— 5 *E[HV(IH/,;(Xt)HQ]
i |B m AmLinM | 270y
+2 hi(x .
pns| (1 - Z I = b0l + 7 + T
Taking summation from t =0to T — 1 ylelds
pM? R
E[®y;(x7)] < @1/5(x%0) + 17T = = 5 ) E[[V®1/5(x)|"]
t=0
2m 1 8mLynM 4y, 125
+2pnp3 lug 5 = (o)l + T
[|B | Z U2k \Bc|’721/2 |B2,k|1/2
Lower bounding the left-hand-side by

(1 — p)t § % for all u € [0,1].

where we use the fact that Z?:o
min, ®(x) and dividing both sides by T, we obtain

1 T2
el Z E[”V(I)l/ﬁ(xt)HQ]
t=0
< — 2 —[®1/;(x0) — min ®(x)] + npM?* + ¢ mbp C(mﬁﬁnM Bprylm )
T 1/p\%0 U np T ~2|B.| |Bc|’Y;/2 1By i |1/2)
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where C = max{2 37" | |ju} k—he(x0)[l,32Ln,1604}. Asweset M? > 203 +2L%+26°Lj, and Loyperys =

B with 4, = O(1B28<) ) = o(BellBael Py g p = 0(———m_ ve have
29 Y2 = BE , N = B5 BBz, x |1/2€6
=
= SE[VE (x| < O().
t=0
By Jensen’s inequality, we can get E[[|[V®,,5(x;)[|] < O(e), where { is selected uniformly at random from

,...,1}.
0

Now, we will prove that x; is a nearly eKKT solution, where (i) holds in expectation, (ii) and (iii) in
Definition hold in high probability, to the original problem .

Proof. Proof of Corollary Let X; = prox, ;¢ (%;). By optimality of X;, we have

0 € OF (x;) Z Ohi (%;) + (% — x3)P.
Since E[[|V®q,;(x;)[l]] < O(e), then we have ]E[th - xt||] E[||[V®y,5(x;)]]]/p < €/p. Then we have

. _ B x—m _ _ _
E|dist (0,08 (x;) + = > 0t (x7)) | < Ell(% —xp)pl] < e
Since Ok} (X;) = &kOhy(X;) (see (Bauschke et al., [2017, Corollary 16.72)), where

1 if hy(x;) > 0,

&=1410,1] if he(xX;) =0

0 if hp(x;) <0,

there exists Ay, € [dist (0, 0F (X;) + >_pe; MOhi(X;))] < €. Thus, we prove condition
)

(i) in Definition Next let us prove condition (ii) holds with probability 1 — O(e). Since Iv € OF(X;),
under equation 1' we have

€ Olhx (%)) +,

. B _ . B .
dist <O,V + o g - ah;(x£)> > dist <0, - E - Ot (%)) — vl > B3 — Lp > 0. (24)
Therefore,

[dlst (0,v+— b Z 8h+( ))}

= [ ist (0, v+ — B Z oh (% )|maxhk( ) > e}Prob(m}gx hi(X;) > €)

+ E[dlst (0,v+— Z Oh (%) ’max hi (%) < e] Prob(mgx hi(x;) <€)
> Pr ob(m}?x hk(xf;) > 6)(55 — Lp).

As a result,

Prob(ml?x hi(x;) >¢€) < 55—;[@

Thus, it holds with probability 1 — O(e) that maxy, hi(X;) < e. When maxy, hy(X;) < €, we have Aphi(X;) <
A maxy by (X;) < O(e) as A, € ﬁg’“ . It then follows from equation [25( that Prob(/\khk(xt) > O(e)) < Ofe) .
This proves that Aghi(x;) < O(e ) w1th probability 1 — O(e). If |hg(X;)| < 400 for any k and X;, this high

probability result can be replaced by E[maxy, hy(X;)] < O(e) and E[Aihi(X;)]] < O(e). O

= 0(¢) (25)
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Algorithm 2 Algorithm for solving equation[4 under Setting II

1: Initialization: choose xq, 5,71, 72 and 7.
2: fort=0toT —1do
3:  Sample B! C {1,...,n}, BE C {1,...,m}

4: for each i€ B! do

5: Sample a mini-batch Bj

6:  Update uf; by uy;' = (1= ma)uf; +mgi(xe: B ;) + 71 (9i(xe: BY ;) — gi(xe-13 B ),
7. end for

8 Letulf' =ul, i¢ B

9:  Compute G} = |871t| Y ient 09i(X¢; B’i,i)afi(uii)

10: for each k € B! do

11: Sample a mini-batch B ,

12: Update ub' = (1 — ya)ub ;. + v2hu (xe; BS 1) + vh (b (x0; B 1.) — hi(x1-15BS 1))

13:  end for

14: Let ul! =ub .k ¢ Bl

15:  Compute G = \l%l D went Ohu(xe; By ) [us 1]y, GY = |Blt‘ >ocent Of (x5 0).
16:  Update x;11 = x; — n(GY + Gb)

17: end for

D Analysis of Setting Il

Now, let us consider the second setting where F(x) = £ 3" | fi(E¢[g;(x,()]). Indeed, this objective is of

the same form of the penalty function, which is a coupled compositional function. Let g;(x) = E¢[g;(x, {)].
We make the following assumption regarding f;, g;.

Assumption D.1. Assume f; is deterministic and L;-Lipchitz continuous. For any x,y, E[|g:(x, () —
9i(y, O] < LzlIx — ylI?, E[lgi(x,¢) — gi(x)|*] < 02, and either of the following conditions hold: (i) f; is
monotonically non-decreasing and py-weakly convex, g;(x) is pg-weakly convex; (ii) f; is Ly p-smooth, g;(x)

is Ly g4-smooth.

To tackle this objective, we also need to maintain and update estimators for inner functions g;(x). At the
t-th iteration, we randomly sample an outer mini-batch B* € {1,...,n}, and draw inner mini-batch samples
Bf ; for each i € B to construct unbiased estimations g;(x;; B ;). The variance-reduced estimator of g;(x;)
denoted by uf ; is updated by:

ulht = (1= y)ul; +7gi(xe; BY ) + 1 (gi(xe: B ) — gi(xe-13B1,)), (26)
where v, € (0,1),7] = % + 1 — 1, where |B| = |B!|. Then, we approximate the gradient of F(x;) by:

1
G = g 3 Dl B )OSk @
i€Bt

Then we update x;.1 similarly as before by x;11 = x; — n(G% + G%). Due to the limit of space, we present
full steps in Algorithm

The convergence of Algorithm [2[ under condition (i) of Assumption is stated in Theorem and that
under condition (ii) of Assumption is stated in Theorem [D.3

Theorem D.2. Suppose Assumption with  condition (i) hold. Let v =

. € . . . V2 .
= Omin{|Bi| ) 5), 0 = O(min{FL Flymin{|By V2, P2y &), After T =
2 3 . . . .

O(max{lglf‘lm, ‘B2i|1/2, |Bi‘j‘}max{‘—g|, %}f—ﬁ) iterations, the Algomthm@ satisfies E[||V®o(x;)]]] < e
from some 6 = O(1/(po + p13)), where t is selected uniformly at random from {1,..., T}

Remark: Combining the above result and that in Theorem Algorithm 2| needs T' = (9(6%) to achieve
a nearly e-KKT solution to the original problem equation [l It is better than the complexity of O(1/€”) of
the single-loop algorithm considered in [Li et al.| (2024a)).
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Theorem D.3. Suppose Assumption and with  condition (i) hold. Let
/2.2 1/2 4

yo= O(mln{le k| et IBM\ ey, n = O(min{IBHB:L’éIZ € 7‘BCHB25’:;‘ <. After T =
6 3 2 . . . .

O(max{lBZ,k‘n{L/ichkG, \BIIBlfP/Qe‘“ ‘BH%L”EAL V) iterations, the Algorithm |2 satisfies E[||V®a(x;)|]] < €

from some A = O(1/(po + p13)), where t is selected uniformly at random from {1,...,T}

Proof of Theorem[D.3 .

1 n m
The objective function is miny ®(x, D) := - Z filgi(x % Z
. prt

F(x) H(x)

For simplicity, denote x; := proxg, 5(x¢). Consider change in the Moreau envelope

Ed[1/p(x¢+1)] = Ee[min &(%) + £]1% = 041
- Pis 2
< Ei[@(x¢) + §||Xt = X¢p1 ]

= B [®(%¢) + g||>_(t — (x¢ — (G + GH)|1?]

_ 0, _ _ _ oM
< (%) + Dl% — xil2 4+ FEaln (% — x1, Gf + GY)] + 225
= on(x t (% t 2:5M2
= Oy /5(xe) + pn(Xe — x4, B [G]) + pn(xe — x4, B [G5]) + 5 (28)

where the second inequality uses the bound of E[||GY 4+ G4]|?], which follows from the Lipchitz continuity,
denoted by M? > 2L30L£27 + 262L,21.

1 n m ,
BGH] € 30/t )Tou(x) T, EilGH] e 5 > Ohux gl

Next we give the estimation of (X; — x¢, E¢[G!]) and (x; — x¢, Et[G4]). For given i € {1,...,n}, we have

filgi(%e)) = filul ) = 0fi(uf ;) T (gs(%e) —ub ;) — %fllgi(it) — uf 4|
> Ofi(uf ) (9:(%0) = b ) = pyllgi (%) = i (kI = pyllgaloxe) =l i
> Ofi(uf )T [giloxe) =+ 0gu(xe) T(Re = x0) = 2% = xil|?] = prL2I% = xe[2 = pslgix) — uh 5|

_ pgL _
> Ofi(ut) " (9i(xe) = ul;) +0fi(ul ;) 9gi(xe) T (R — x¢) — (ng + L% = xell? = pyllgi(xe) — w417,
where the first inequality holds by ps-weakly convex of f;, the second inequality holds by the monotonically

non- decreasing of f; and the third inequality holds by p,-weakly convexity of g;, the last inequality holds by
and 0 < df;(ut) < Ly. Then it follows

n

1
— Zafz (991(Xt) Xy — Xt S I {fz gz Xt fl(uiz) _ afi(“ﬁ,i)—r(gi(xt) B ut“)
=1
L
+ (p92 i prQ)th —x4|? + psllgi(xe) — “i,i”z]- (29)

Next we bound (X; — x4, E;[G4]). For given k € {1,...,m}, from equation [20, we have

B S Tl Ol x) (e — 1) < %Z[m ()] — [ )+ — [ 1 (i x0) — wh ) + B e = o]
k=1 k=

(30)
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Combining inequality equation equation [29| and equation |30] yields

pM?

2

B [®1/5(xe41)] < ®1yp(xe) + pr(xe — x4, B [G1]) + pn(xe — x¢, Be[Gh]) +

1O L
= [ Filgi(®) = Filuh ) = Ofi(uh ) (gu(xe) = uh ) + (PL + pr L)% = il + pyllgatoce) — 2]

=
Ty f} [ ()] = [ )+ = sy (o 0) = wh ) + B e = ]

= 5000 + 1220 4 Z(pff +orL)ll% x> + o i 2 g, — |

- Z [£:(93(%0)) = Fulga(oc)) + Filga(x0)) = filuh ) = OfiCut )T (ga(xe) = ul) + pyllga(xe) = w1
+onl kﬁ [ (o)L = (o)) + Do) = [ L = [ o) = ). (31)

From Lemma the function ® is C-weakly convex. We have (p — C')—strong convexity of x + ®(x) +
Slixe — x|
2

O(Xe) — @(xe) < (5 = A)I%e — x4
We get
LS flaim0) = Filgix0) + 6= S (i)l — [ex) ) = B(50) — B(x1) < (5 — )% — x| (32)
n m 2
i=1 k=1

Plugging inequalities equation [32] to equation [31] we get

Ei[@15(x¢+1)]

pM? L c
< Dyyp(xe) + '’ 5 +ﬁ77(pg2 Ly prLs + ﬁ% 5~ ﬁ) 1xe — x|
1 n
o= Y [ £ilgix)) = filuh ) = 0Fiuh )T (9iCx) = b ) + py i) = uh ]
i=1
oS (bl — bl — b () )]

>
Il

1
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Set LeLs +psL2+ B8 +$ =2, we have
Et[q)l/ﬁ(xt+1)]

< @yy5(xe) +1

=2

pM e
? 77§||th - Xt||2

3

[fi(gi(xt)) — filul ) = Ofi(ul )T (gi(xe) — ub ;) + prllgi(xe) — Utum

S|

+

—

1=

B
m

NE

+ [P o)L = T i) = [y (o (x0) = 1)

I
=
bl

—

pM?*
< Oy yp(xe) + UQT - §||V‘I>1/p(xt)||2

n

>~ [Filoix)) = filu ) = 0t )T (9 6x0) = wh ) + oy lgi () = w2

i=1

Ty S [lbcole — [ )+ — fi s () — i ).
k=1
Using the Lipschitz continuity of f; and the fact that 0 < [ug Wl <1, we get

3\'—‘

+

pM?  q _ 1 &
Et[®1/5(xt41)] < P1/p(xe) + WQT - §||V‘I>1/i>(xt)||2 + QPLME Z llgi(x¢) — uf 4
=1
+ppsi Z llgi () — s ;1 + 2m = Z [Pk (1) — b 1 I (33)

i=1 =
Taking the full expectation on both sides of equation [33] and addmg the result of Lemma [B:2] equation [I4]

and equation we have

E[(I)l/ﬁ(xtJrl)]

pM?*
< E[®y/5(x0)] + 7727 - §E[||V<I>1/5(Xt)\|2]
_ Bl 1o~ o AnL,LiMny  2Lvi"o,
o[ Lp(1 = B3 u — gitxo)| + + |
) Z : CIERNC¥EE
_ \B\% 1 ¢ 2 8n’n*LgpM? 27105y
+nps(1 — = + ]
|y - E:: x)ll* + =55, B
_ |B |’YQ 4mLhnM 2'721/2071
+ 2/)775[( — Iy (x0)] + }
s 5.7 Bl
Taking summation from t =0to T — 1 yleld
E[®1/5(x1)]
pM® s
< @y )5(x0) + 772T =5 2 EllIV®i/p(x )I7]
t=0
2n 1

8nL,LiM  ALsy./?
2% [L : gkt T g}
200 | Ly ZH u ;= gi(xo)| + G LKA

2,272 2 2
o . L DRy
772 g, T T

o {pf|8|71 n i = gi (eo)]” + 1B|*71 " Byl

/2
2m 1 8mLyM 47, %oy
+2p 775[‘[” Z” Uy g, = his(x0)|| + T B +T|ng|1/2}7
cl|V2 )
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where we use the fact that ZtT;Ol(l —p) < % Lower bounding the left-hand-side by min, ®(x) and dividing
both sides by T', we obtain

~

E[|V®,/5(we)|%]

Nl

t

Il
-

n  fBm

. Cp
< 7[(1)1/5()(0) - mln@(x)] + an2 + - max {|B| | ‘

nT T~

nM n  pm n’n?>M?p
+C<p max{— Y —
v/ |B|" |Bc| B[y
where we set v = 2 = v and

) 1 B 51
1/2
4+ pmax{|81,i|1/2’|B2,k‘1/2}+p|81’i|)'

1 & 1 — 1 —
C= max{SLfﬁ Z [uf ; — gi(x0), 2/}@ Z [uf ; — gi(x0) 1%, 8% Z [ g — P (x0) |

i=1 i=1 k=1
32Lg Ly, 16L2ps, 16L g0y, 407 ps, 16Ly, 1604 }.

As we set M? > 2L7L2 + 2(3°L; and ealys +prL2 + B8+ § = 5, with v = O(min{|By], ‘B“ }B—)
Bl |B. Bak|'/? 2
”:O(mm{‘n"'/m‘}mm{lBulm %}/ﬁ)a AT = O(max{m O B 1) maxd iy, (5 }5—6)

we have

T-1

Y E[IVe1/5(x)[%] < O().

t=0

L

T
By Jensen’s inequality, we can get E[[|[V®q/;(x;)[[] < O(e), where { is selected uniformly at random from
{1,...,T}. O
Now, we give the proof of Theorem

Proof of Theorem[D.3 From equation also denote X; := proxg, ﬁ(xt) and consider change in the Moreau

envelope, we have

L PM?
2 )

B [®1/5(xe11)] < @1/5(x1) + (e — x4, By [G]) 4+ pn(Xe — x4, Be[G5]) + 1 (34)

where the gradient can be bounded by M, where M?* > 2L7L2 + 23°Lj, and

1 n /6 m
E/|Gl € ~ ;Vfi(uﬁ,i)Tvgi(Xt)T, Ei[Gy) € — kgahk(xt)[ué,kh
Next we give the bound of (x; — x;, E;[G4]) and (X, — x¢, E¢[GS]). Tt’s easy to verify that F' is Ly p-smooth,
where Lyp = LyLyvy + L} Lyvy. Then we have

L
F(x;) < F(X) + (VF(X,),x! — %) + %th —x4||?
_ _ _ L
= F(%0) + (VF(%0) = VF(x0), %0 = %) + =5 %0 = x|
1 — -
+<ﬁZ;Vfi(gi(Xt TVgi(x)" — *vaz )T Vgi(x) T, x — %)

1 — )
+ <ﬁ§vfi(ut17i)TVgi(Xt)T’xt — %)
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Then, we have

KGD Xt — Xt Z vfl sz(Xt) , Xt — Xt>
= LVF — 2 — 2 1 i t —
< F(x) — F(x) + ?th —x¢||* + Lyr||Xe — x¢||” + vaLg; Z gi(3t) — ug ;[[l1%e — x|
i=1
_ _ 1<
< F(X;) = F(x4) + (2Lvr + 2Ly L) [ — x4|* + 2LvsLly > llgi(xe) = a1

i—1
From the equation 20} we have

1 m
Et[<Gt2,it = E Z U2 k ahk Xt (Xt — Xt)
B - _
> [ (o)) = [ ) — [ T (o (x0) = i ) + B 10 =]

Adding above two estimation to quatlon [34 we have

3 \

M2

Ee[®1/5(xt41)] < P1yp(xe) + pn(xe — x4, B [G1]) + pn(xe — x4, B4 [GS]) + p 5
< @y y5(xe) + nng

= - - 2 RS t o2
+pn [F(Xt) = F(xt) + (2Lvr + 2LvsLg)lI%e — x¢||” + 2Ly Ly > llgi(xe) — ui i ]

i=1

_ B _ _

o= 37 1R+ = DGl + [ o)) = [ ) = [ )y (o) = b 1) + B e = xal2]. - (35)

k=1
Since smoothness of F' implies the weakly convexity of F', we still have (p — C)—strong convexity of x ~
O(x) + §llxe — x|

_ c _ .-
O(Xe) — @(xe) < (5 = P)I%e — X%
Adding above inequality to equation [35] we have

_ c
(2Lyp + 2LvsLy + [3’02—1 + 2 )R — xi?

E¢[®15(xe41)] < 1yp(xe) 9

2
- 1 n - ﬁ m
+2LegLypng 3 losGe) — il + om0 (o)) = [ )+ = [y O (x0) = ).
k=1
If we set 2va+2vaLf—|—B”l —l—c g we have

pM?% b
E¢[@1/5(xe41)] < P1yp(xe) + TIQT - P77§||Xt - x?

1 n B B m
+2LvyLepn-— > llgi(xe) —ul)* + P > [ hi (%)) = [ud g ]y — [ub )y (he(x) — ng)}
=1 k=1

pM? _ 8«
< Pyyp(xe) + 7727 - §||V‘I’1/ﬁ(xt)H2 + 2pr775 Z lgs (xe) — uisll* +2m - > e (xe) = bl
k=1

i=1
where we use the fact 0 < [uz,kh <1.
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Adding the result of Lemma and inequality equation we get

_ pM?
E[®y5(xt41)] < E[®y)5(%:)] + UQT — SE[IV®y)5(x4)]%]
|B|’Yl 2, 8n2n2LgvaLgM2 2’}/10'§vaLg
+ 25 {L Ly L ai(x ]
PN v f Z ” Uyq g 0 H ‘B‘Q'Yl ‘Blﬂ'
_ IB Iw amLZnM | 29,"%0
2mp h
+ Pﬁﬁ ( Z Hu2 kT k(xo)” + |BC|’)/21/2 + ‘B2J€|1/2

Taking summation from t =0to T — 1 ylelds

E[®y/5(x7)]
T—1
< El2y3( 2Tp ~ TN g[|ve
= 1/p Xo)] +n 5 ” 1/p X ” ]
t=0
8n 772L3LVfM2 2710’2LVfL
+2pﬂ{vaL |[3| Z” Uy —gi( Xo)||2+T g g g

|B|? 11

2,
8mLpnM T472/ ]

+2mB a3 5 = i (x0)| + T
{IB 2 Z ! [Belg’* - [Ban 2

where we use the fact that ZtT;Ol(l —p) < i

Lower bounding the left-hand-side by min, ®(x) and dividing both sides by T', we obtain

!
-

E[[V®1/5(w:)|%]

el

. Cp n Bm
(0] X0) — min ®(x)] + npM? + == ma
(m,@an M2 Bpy'E p )

|B.|y1/? |B[2y 1Bax |12 Byl

where we use y; = v2 = vy and

S

IR

C = max{4LysLy— ZIIUU 9i(%o) ||28 ZHUM hie (x0)

i=1
32LVfL 32Lh,8vaLO' 160’h}

As we set M2 > 2L?L3+2ﬁ2Li and 2Lyp+2LvsLy+B%+5 = £, then with y = (’)(mln{ Bzokl 4 ‘Bl il €2}),

_ o 1BlBL PR |Be||Ba,k ' 2e! B° B*
n = O(min{ Y , 55m Hand T = O(maX{IB |1/2|B L \BHBl 1|1/254, |BHBI & }) we have

1 T-1

7 2 EllVeys(x)] < O(e).
t=0

By Jensen’s inequality, we can get E[[|[V®;/;(x;)[[] < O(e), where { is selected uniformly at random from

a,...,7).
O
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