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Abstract

Boosting is a key method in statistical learning, allowing for converting weak
learners into strong ones. While well studied in the realizable case, the statistical
properties of weak-to-strong learning remain less understood in the agnostic setting,
where there are no assumptions on the distribution of the labels. In this work, we
propose a new agnostic boosting algorithm with substantially improved sample
complexity compared to prior works under very general assumptions. Our approach
is based on a reduction to the realizable case, followed by a margin-based filtering
of high-quality hypotheses. Furthermore, we show a nearly-matching lower bound,
settling the sample complexity of agnostic boosting up to logarithmic factors.

1 Introduction

Binary classification under the Probably Approximately Correct (PAC) learning model is perhaps the
most fundamental paradigm of statistical learning theory.

In the realizable version of the problem, we consider an input space X, a known hypothe-
sis class F C {:I:l}X ,an unknown target classifier f € F, and a training sequence S =
((x1, f(x1)), - (Xm, f(xm))) € (X x {£1})™ of independent samples drawn from an unknown
but fixed distribution D and each labeled according to f. The objective is to ensure that, for any
desired accuracy and confidence parameters, £, > 0, the algorithm can, with probability at least
1 — 4, learn from a training sequence of size m(e, d) and find a classifier h with an expected error,
Px~plh(x) # f(x)], less than €. A learning algorithm achieving such is called a strong learner and
the amount of training data m(e, 0) necessary to reach this goal is called its sample complexity.

It is known that in the realizable setting the Empirical Risk Minimization procedure (ERM) of
choosing any hypothesis & € 7 minimizing the empirical loss 3, ,\cg 1{h(2) # y}, whichis 0 in
the realizable case, yields a strong learner—as long as F has bounded VC dimension.

An interesting question posed by Kearns and Valiant is whether it is possible to obtain a strong learner
starting from humbler requirements [Kearns, 1988, Kearns and Valiant, 1989]. Namely, the authors
consider y—weak learners that are only guaranteed to produce classifiers w from a base class H with
error lower than 1/2 —  for some v > 0. More precisely, for any distribution Q over X, the weak
learner produces, with probability at least 1 — &g, hypothesis w such that

Px~olw(x) # f(x)] <1/2 =1, €]
thus having v advantage over random guessing. Answering whether such simple learners could be
boosted to achieve arbitrarily good generalization led to intense research and, eventually, to many

such weak-to-strong learning algorithms, including the celebrated ADABOOST [Freund and Schapire,
1997].

Realizability can, however, be too strong of a hypothesis. To capture a broader scenario, we consider
the agnostic learning model [Haussler, 1992, Kearns et al., 1994], where the samples are generated
by an arbitrary distribution D over X x ). Thus, obtaining a learner with arbitrarily small error

errp(h) = Px yyop[h(X) # V]
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in this setting is not always possible. Accordingly, the goal of the learner is to find a classifier h with
error close to that of the best classifier in a reference class /. Formally, in the agnostic setting, we say
that a learning algorithm is a strong learner if, for any €, § > 0, given m(e, §) examples from D, with
probability at least 1 — ¢ the learner outputs a classifier  such that errp(h) < inf e rerrp(f) + €.
Hereon, we assume without loss of generality that the infimum error is achieved by some f* € F. It
is worth noting that ERM is still a strong learner in this setting.

A natural question, first posed by Ben-David et al. [2001], is whether it is possible to boost the
performance of weak learners in the agnostic setting. To formalize this question, it is useful to
measure the performance of hypotheses in terms of correlation under the data distribution:

corrp(h) = Ex y)~ply - h(x)].

Notice that for binary hypothesis h, corrp(h) = 1 — 2errp(h) so maximizing the correlation is
equivalent to minimizing the error. With that, we have the following definition.

Definition 1.1 (Agnostic Weak Learner). Let v,¢0,00 € [0,1], my € N, F C {£1}¥*, and
H C [~1,1]*. A learning algorithm W: (X x {#1})* — H is an agnostic weak learner with
advantage parameters 7y and ¢y, failure probability g, sample complexity my, reference hypothesis
class F and base hypothesis class H iff: for any distribution D over X x {1}, given sample
S ~ D™, with probability at least 1 — dp over S the hypothesis w = W(S) satisfies that

corrp(w) > - sup corrp(f) — €p.
feF

For short, we call such an algorithm a (v, &g, 09, mo, F, H) agnostic weak learner, and we may omit
some of those parameters when the context allows for no ambiguity.

At the cost of some verbosity, the definition above is quite general. Indeed, it encompasses the original
definition from Ben-David et al. [2001], and, from it, one can readily recover the usual definition of
weak learner.! The generality of Definition 1.1 aims to capture as much as possible of the diverse set
of alternatives proposed in the literature, thus allowing for a fairer comparison with previous works,
as discussed in Section 1.1. Despite the broad definition, we obtain the following lower bound on the
sample complexity of learning under the agnostic model stemming from Definition 1.1.

Theorem 1.2. There exist universal constants Cy,Co,C3,Cy > 0 for which the following
holds. Given any L € (0,1), any v,20,00 € (0,1], and any integer d > C;1In(1/~?%), for
moy = {ngln(ﬁ)/(sg ln(v%))] there exist domain X, reference class F C {+1}*, and base
class H C {£1}* with VC(H) < d, such that there exists a (v, €0, 69, mo, F, H) agnostic weak
learner and, yet, the following also holds. For any learning algorithm A: (X x {£1})* — {£1}*
there exists a distribution D over X x {x1} such that corrp(f*) = L and for sample size
m > C’3ﬁ% we have that

d
(v = e0)?mIn(1/7)’

Egs~pm|[corrp(A(S))] < corrp(f*) — \/04(1 — corrp(f*)) -

We know from classic results that agnostically learning relative to a reference class with VC dimension
d implies an excess error of Q(y/d/m). Accordingly, the basic idea behind the bound above
is to construct a base class H with VC(#H) < d that is sufficient to agnostically weak learn a
reference class F with VC dimension of at least d/~? so that learning relative to F would incur
an excess error of Q(+/d/(y?m)). However, with our construction we were only able to show that
VC(F) > d/(v*In(1/7)), leading to the extra logarithmic factor in the bound. Our argument draws
inspiration from Alon et al. [2023] and is deferred to Appendix E, which also contains versions of the
theorem with different trade-offs.

We show that the bound from Theorem 1.2 is nearly tight by providing an algorithm that matches it
up to logarithmic factors. The following summarizes the statistical properties of the method.

"To recover the definition of Ben-David et al. [2001], it suffices to restrict definition Definition 1.1 to the case
v = 1 and H being a binary class. If, instead, D is realized by some f € F, so that sup ¢ » corrp(f) = 1, we

can use that corrp(h) = 1 — 2errp(h) to obtain a (7572 )-weak learner, as in Eq. (1).




Theorem 1.3. There exist universal constants C,c > 0 and learning algorithm A such that the
Sollowing holds. Let W be a (v, g, 0o, mo, F, H) agnostic weak learner. If v > g and g < 1, then,
forall 6 € (0,1), m € N, and distribution D over X x {*1}, given training sequence S ~ D™,
we have that A given (S, W, 0,00, mg), with probability at least 1 — § over S and the internal
randomness of the algorithm, returns v satisfying that

corrp (sign(v)) > corrp(f*) — /C(1 — corrp(f*)) -8 — C - B,
where f = ﬁ : LHS/Q((’Y%M) + L In ™ with Ln(z) = In(max{z,e}) and d =

fate(y—co) (M) being the fat-shattering® dimension of H at level c(7y — €).

As detailed in Section 1.1, the bound above improves on previous results by a polynomial factor. The
theorem incorporates the fact that Definition 1.1 allows for non-binary weak hypotheses, expressing
the bounds in terms of the fat-shattering dimension of #, which reduces to VC(#) in the binary case.
Moreover, the bound in Theorem 1.3 desirably interpolates between the agnostic, corrp(f*) < 1,
and the realizable, corrp (f*) = 1, settings. Lastly, since random guessing leads to correlation 0, the
theorem above establishes that any non-trivial weak learner (with €9 < ) can be boosted to a strong
learner in the agnostic setting. As discussed in Section 1.1, previous results were not sufficient to
ensure this general fact.

We highlight that the method underlying Theorem 1.3 attains the performance ensured by the theorem
under remarkably mild assumptions. In addition to leveraging a fairly general weak learner (see
Definition 1.1), the method does not require direct access to the reference class F or the base class H,
relying only on the weak hypotheses returned by WW. The technique also does not require knowledge
of the advantage parameters 7 and €, thus preserving the characteristic adaptability of boosting.

As detailed in Section 3, while nearly optimal in terms of sample complexity, the algorithm proposed
is not computationally efficient. Hence, on this regard, it is comparable to ERM which can be shown
to be a strong agnostic learner with near-optimal sample complexity [Shalev-Shwartz and Ben-David,
2014] (albeit, demanding direct access to the reference class F and a way to bound its VC dimension).
However, while ERM is bound to be inefficient even for simple classes (unless P = NP) [Bartlett
and Ben-David, 1999, Ben-David et al., 2000], boosting can, in principle, attain optimal sample
complexity within manageable computational cost. By showing that agnostic weak-to-strong learning
is possible with nearly optimal sample complexity under minimal assumptions, we take a step towards
agnostic boosting algorithms that are both computationally and statistically efficient.

1.1 Related Works

The work that is closest to ours is the recent contribution by Ghai and Singh [2024]. Notably, it
employs a definition of agnostic weak learner very close to Definition 1.1. The authors devise a

method requiring O (VC(H)/(e3+?)) samples to produce a classifier v satisfying

corrp(v) > corrp(f™) — 2% —€ )

with high probability.? Crucially, for their algorithm to yield a strong learner, the advantage parameters
(y and €¢) must satisfy that £g = O(e7). In contrast, Theorem 1.3 shows that as long as v > &, that
is, for any non-trivial weak learner, it is possible to achieve weak-to-strong learning in the agnostic
setting. Under the further mild assumption that v > £¢/2 we obtain a sample complexity of order
O((1 = corrp(f*)) - d/(e24?) + cf/(e'yz)), improving on Ghai and Singh [2024] by a polynomial
factor. Also, Theorem 1.3 provides a bound in terms of the fat-shattering dimension of the base class
‘H, which reduces to the VC dimension when only considering binary classifiers while also allowing
more general hypothesis classes.

A body of agnostic boosting literature diverges from the original definition of weak learner from
Ben-David et al. [2001]. Most notably, the works Kalai and Kanade [2009], Brukhim et al. [2020],
Feldman [2010] propose agnostic boosting methods based on the re-labeling of examples rather than

2We recall the definition of the fat-shattering dimension and other notations in Section 2.
?Concurrent work by the same authors shows that with O(VC(H)/(£%4?)) labelled and O(VC(H)/(*~4*))
unlabelled samples one can achieve the bound in Eq. (2). See Ghai and Singh [2025].



re-weighting, as in traditional boosting and in the method we present here. While those works all
introduce different definitions of weak learner, the re-labeling strategy allows those definitions to
only require that all distributions have the same marginal over X" as the data distribution D. Except
for this aspect, we tried to make our definition as general as possible, also to better encompass the
alternatives. In the following, we strive to compare our results while accounting for the different
definitions used by others. We compile and further discuss the multiple definitions of agnostic weak
learners in Appendix A.

Another recent work, by Brukhim et al. [2020], proposes, under a different empirical weak learning
assumption (cf. Appendix A), an algorithm that after 7" rounds of boosting produces a classifier v
with expected empirical correlation satisfying that

]2 malt S - (3 v0( 1)

where € plays a similar role as in Definition 1.1. Whlle this is a bound on the empirical performance
of the classifier, the authors argue that one can obtain a generalization bound up to an ¢ term with a
sample complexity of m = @(Tmo /%), where my is the sample complexity of their weak learner,
usually assumed to be ©(1/£2). Overall, this yield m = O(T/(c2¢2)). Now, for their algorithm to
be a strong learner one would have to set T = ©(1/(£2+?)) and assume that ¢g = ©(e7), implying
a sample complexity of m = O(1/(%4%)).

The work of Feldman [2010] is the hardest to compare to ours as the authors employ a definition not
encompassed by Definition 1.1. Under a definition parameterized by « and +, they propose a learning
algorithm yielding a classifier v such that

errp(v) = }g-f;_errp(f) + 20 +e.

Our understanding is that the associated sample complexity is of order O(1/9* + 1/*), where
v < a. As in the previous cases, to obtain a strong learning guarantee one has constrain the weak
learner non-trivially. For Feldman [2010], the authors require that & = ©(g). Moreover, the sample
complexity of their proposed method is O(1/e?) regardless of the weak learning guarantee. In
contrast, Theorem 1.3 does not require that v < ¢, so when the advantage v — ¢ is constant, the
theorem ensures a sample complexity of order O(d/s?).

Nonetheless, we stress that Ghai and Singh [2024], Brukhim et al. [2020], Feldman [2010], Kalai
and Kanade [2009] propose computationally efficient algorithms, bringing insights both to the
computational and statistical aspects of agnostic boosting, while we only consider the latter.

Besides the works mentioned above, the literature on agnostic boosting includes several other with
some of the most related to ours being Gavinsky [2003], Kalai and Servedio [2005], Kalai et al.
[2008], Long and Servedio [2008], Chen et al. [2016].

2 Additional Notations

We let Ln: R — [1, 00) be the truncated logarithm, given by 2 — In(max{x, e}). Given a set A, we
let A* := | J,—, A" be the set of all finite sequences of elements of A. The notation A(A) stands
for the set of all probability distributions over A. For a distribution D € A(A) and a integer m > 1,
we let D™ be the distribution over A™ obtained by taking m independent samples from D. Given
real-valued functions f, g and «, 8 € R, we denote by af 4+ 8¢ the mapping « — af (z)+Sg(x). We
represent the set of convex combinations of at most 7 € N functions from a family F as conv’ (F).
That is,

coan(]-") = {Z aifia; €0,1], f; € F, Z a; = 1}.
i€[T] i€[T)

For the entire convex hull, we write conv(F) = U2, conv’(F). We let sign(z) = 1{z > 0} —
1{x < 0} and sign(f) denote the mapping x — sign(f(x)). Notably, sign(0) = 1.

For a classifier h: X — {£1} and a distribution D over X x {£1}, we define Dy as the distribution
over X x {&1} such that P(x y)p,.[A] = P y)~pl(x, f*(x)) € A] for all measurable sets
A C X x {+£1}. Thatis, Dy has the same distribution as D over X’ but with the labels given by f.



Given an input space X, which for simplicity we always assume to be countable, let D € A(X x R).
For any A > 0 we let the A-margin loss of a hypothesis g: X — R with respect to D be given by

‘C%(g) = IP>(x,y)~D[y . g(X) < )‘]

with the shorthand £ (g) = £ (g). Despite the generality of this definition, we reserve the notation
errp( - ) for the error of binary classifiers.

Given function class H C RY and a > 0 we define the fat-shattering dimension of # at level « as
the largest natural number d = fat, (#) such that there exist points x1, ..., xq € X and level sets
r1,...,7q € R satisfying the following: For all b € {£1}? there exists h;, € H such that for all
i € [d] it holds that hy(z;) > r; + «if b; = 1; and hy(z;) < r; — aif b; = —1. In words, whenever
d = fat, () there exist a set of points and a set of levels, each of size d, such that the hypotheses in
‘H can oscillate around those with margin a.

Finally, we adopt the convention that arg min and analogous functions resolve ties arbitrarily so to
return a single element even when multiple ones realize the extremum under consideration. Also,
whenever we write a set or sequence in place of a distribution, we mean the uniform distribution
over that set or sequence. As an example, errg( - ) refers to the empirical error of hypotheses on the
sequence S. As the reader may have noticed, we use boldface letters to denote random variables.

3 Our argument

In this section, we overview the arguments underlying the proof of Theorem 1.3 and the associated
method, Algorithm 2. The detailed proofs are deferred to the appendices.

We start, however, with a brief overview of the proof of Theorem 1.2. We know from classic results
that agnostically learning relative to a reference class with VC dimension d implies an excess error of
Q(+/d/m). Accordingly, the basic idea behind the Theorem 1.2 is to construct a base class H with
VC(H) < d that is sufficient to agnostically weak learn a reference class F with VC dimension of at
least d/~? so that learning relative to F would incur an excess error of Q(1/d/(y2m)). However,
with our construction we were only able to show that VC(F) > d/(v?In(1/7)), leading to the extra
logarithmic factor in the bound. Our argument draws inspiration from Alon et al. [2023] and is
deferred to Appendix E, which also contains versions of the theorem with different trade-offs.

‘We now turn our attention to Theorem 1.3.

As we shall see, the difference between the advantage parameters -y and €y from Definition 1.1 plays
a role similar to that of the advantage in the realizable setting. Throughout this section, we let
0 = v — ¢ to both highlight this analogy and simplify the notation.

The argument is based on the abstract framework proposed in the seminal work Hopkins et al. [2024]
to derive agnostic learning algorithms from their realizable counterparts. Their framework can be
summarized into two steps:

1. Run the realizable learner on all possible re-labelings of the training set;

2. Among the hypotheses generated in the first step, return the one with the lowest empirical
error on a validation dataset.

Some notes about this framework are in order. First, notice that the first step already requires
exponential time, thus Hopkins et al. [2024] focuses only on statistical and information theoretic
aspects of the problem, forgoing computational considerations, and so does our work. Second, while
the framework above is quite abstract and, thus, suites many settings, obtaining concrete results from
it usually requires some extensions and adaptations, as illustrated by many of the results in Hopkins
et al. [2024]. This note is especially pertinent when aiming for (near) optimal bounds, which is the
case for our work, and we will detail the adaptations we made to the framework later in the text.

Our proposed method can be decomposed into three steps. Our argument mirrors this separation,
being organized as follows:

» We first show how to reduce the problem to the realizable boosting setting, which allows us
to apply more standard techniques. We leverage those to show that enumeration can produce
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an exponentially large set of hypotheses, with high probability containing a classifier with
good generalization guarantees.

* Then, we filter those hypotheses to obtain a new set with much smaller, logarithmic size,
while preserving at least one good hypothesis with high probability.

* In the final step, we identify the good classifier via a standard validation procedure over the
set of hypotheses obtained in the previous step.

3.1 Reduction to the realizable setting

Consider a training sequence S = ((x1,¥1);-- ., (Xm,¥Ym)) ~ D™ and, given f € F, let Sy =
((x1, f(x1)), -+, (Xm, f(xm))) be the re-labeling of S according to f. Notice that for any f € F
we have that sup ¢ » corrg(f) = 1 for any Q € A(Sy). Hence, an agnostic weak learner WV as in
Definition 1.1 will, with probability at least 1 — §p over a training sequence S’ ~ Q™0 output a
hypothesis with correlation at least v — ¢ under the given distribution. As this is equivalent to having
a (realizable) weak learner with advantage /2, standard realizable boosting methods can produce,
with high probability, a voting classifier that approximates f well—relative to the data distribution D.

Accordingly, we start by providing a variation of ADABOOST adapted to our settings, Algorithm 1.
It starts with a confidence amplification step to ensure that the weak learner outputs hypotheses
with sufficient correlation with probability of at least 1 — § /T rather than the 1 — dy ensured by
Definition 1.1. Then, the algorithm performs a boosting step based on correlations to accommodate
for weak hypotheses with continuous range [—1, 1] instead of the usual binary range {+1}.

Input :Training sequence S = ((3!:17 Y1)y (Tomy ym)), weak learner W and its sample
complexity mg, number of iterations T, confidence parameters ¢, 0y € (0,1)
_ (1 1
Dy=(L,....%)
fort < 1toT do

// Confidence amplification
8 10eT
k + ’717711’1 5 —‘

00
for / < 1to k do
Sample S} according to D} // mo i.i.d. samples from Dy
hj < W(S])
h; < argmaxpcn1 . nry{corrp, (h)}

// Correlation based boosting step
c; < corrp, (hy)
oy — %ln %ﬁ:
for i + 1to m do

| Diy1(i) + Dy(i) exp(—ouyihy(z:))
Zy < 302 Dy (i)
Dit1 < Diy1/Z

. . o 1 T
return Voting classifier v = ST o >oioq ahy

Algorithm 1: Modified ADABOOST

As usual for classic boosting methods, we provide a margin-based argument for the generalization
properties of the classifier output by Algorithm 1. Suitably, our first lemma ensures that the algorithm
outputs a hypothesis with large margins on the input training sequence.

Lemma 3.1 (Realizable Learning Gaurantee of Algorithm 1). Let~’, 8¢ € (0, 1), and given m, mg €
N, let S € (X x {£1})™. If a learning algorithm W: (X x {£1})* — H C [-1,1]* is such
that for any Q € A(S) with probability at least 1 — & over a sample S’ ~ Q™° the hypothesis
h = W(S') satisfies corrg(h) >/, then, for T > [321In(em)/~'?], running Algorithm I on input
(S, W, mo, T, 6, 00) yields a voting classifier v € conv(H) such that with probability at least 1 — §
over the random draws from Line 5 it holds that yv(x) > ~' /8 for all (z,y) € S.

The proof of Lemma 3.1 is based on the standard analysis of ADABOOST (e.g., Schapire and Freund
[2012]) and is deferred to the appendix.



As we discussed, for re-labelings of the training sequence according to a function f in the reference
class F, a (7, e0) agnostic weak learner with F as reference class behaves like the weak learner
in Lemma 3.1 with v/ = v — gy = 6. We are interested in the re-labeling S, where f* is such
that corrp (f*) = sup ¢ 7 corrp(f), where D is the true data distribution. So, we will regard f*
as our target function since approximating it concludes the proof of Theorem 1.3. Since we lack
direct access to f*, the first step of our proposed method (Algorithm 2) is to run Algorithm 1 on all
possible re-labelings of S; and accumulate the obtained hypotheses in a bag, 31 (cf. for loop starting
at Line 3). Let v, be the hypothesis obtained when running Algorithm 1 on the re-labeling Sy~. The
subsequent steps of Algorithm 2 are designed to find v, within B;.

Input :Training sequence S € (X x {41})™ (with m multiple of 3)*, weak learner W,
confidence parameters g, d € (0, 1)

1 [31(—@,32(—@

N A R W

=)

10

11

Let S1, S2, and S5 be the first, second, and third thirds of S, respectively

// Reduce to realizable case

foreach ) € {£1}"/3 do
S ((51|X)z,yz)m/3 // Re-label S; with Y
T « [32m1In(em)] // Number of rounds
v < ALGORITHM (S, W, mg, T, §/10, do)
Bl — Bl U {V}

// Filter out good hypotheses without knowledge of -y

oreach 7' € {1,1/2,1/4,...,1/2M°82v71} do

V§, < argmin g, {ﬁgQ (v)} // Minimizer of the ~'-margin loss
By« By U {Vf;/}

// Return hypothesis with the lowest validation error

return v = argmin , ¢, {Ls, (v)}

Algorithm 2: Agnostic boosting algorithm

e

Leveraging Lemma 3.1, we have that with probability at least 1 — §/10 over the randomness used in
Algorithm 1, there exists v, € B; such that

L8 (vg) =0. 3)

That is, v, has zero empirical § /8-margin loss on Sy ¢+, which is the re-labeling of S; according to
f*. In the following lemma, we convert this into a bound on the population loss of v,.

Lemma 3.2. There exist universal constants C' > 1 and ¢ > 0 for which the following holds. For all
margin levels 0 < v < ' < 1, hypothesis class H C [—1,1]%, and distribution D € A(X x {£1}),
it holds with probability at least 1 — § over S ~ D™ that for all v € conv(H)

Ly < W+ (e £+ 2,

m

where 3 = Ln®/? (W 2 ) + In § with d = fats(,— (H).

"/7“/)2 =

The proof of Lemma 3.2 is based on techniques similar to those used in Hggsgaard and Larsen [2025],
and it is deferred to Appendix C. The argument requires controlhng the complexity of conv(H).
Specifically, we show for a > 0 that fat,, (conv(H)) = O(fat.,(H)/a?) for some universal constant
¢ > 0. Our strategy to achieve that builds on Larsen and Ritzert [2022, Lemma 9]. We believe this
result could be of independent interest.

Applying Lemma 3.2 with v = /16, v/ = 6/8 and distribution Q, we have that with probability at
least 1 — 6/10 over S’ ~ Q™ it holds simultaneously for all v € conv(#) that

£4"w) = £¢*w) + 0( 59/8(0).i+i),

mo2  mbh?

*We assume that 1 is a multiple of 3 merely for simplicity.



with d = fatsy/16(H). Now consider the distribution Dy~ associated with Sy~, i.e., obtained by
re-labeling samples from D according to f*. Setting @ = D¢+, S’ = S} ¢+, and using a union bound
to have the event associated with Eq. (3) also hold, we obtain that with probability at least 1 — 25/10
over S and the randomness used in Algorithm 1, there exists v, € B; such that

0/16 A0 d
£y (vy) = O(W)' “@

Still, Eq. (4) bounds the loss of v, relative to distribution Dy« while we are interested in the loss
on the data distribution D. We convert between these by noticing that given (z,y) € X x {£1},
if y - vg(z) < 0/16, then either f*(x) # y, so that f*(z) -y < 0/16; or f*(x) = y, so that
f(x) - vg(x) < 6/16. Thus,

~/ d
LY (vy) < errp(£) + L310(v,) = emp(f*) + O =5 ) ®

where the last equality follows from Eq. (4) which holds with probability at least 1 — 25/10.

3.2 Filtering the hypotheses

For this step, we use the second independent portion of the training data, So ~ D/3. We saw that
with high probability B; contains a good hypothesis v, so our goal is to distinguish v,—or some
hypothesis at least as good—from the other hypotheses in 1. A naive way to do so would be to use
S5 as a validation set, leveraging its independency. To succeed, we would need to ensure that all
hypotheses in B; have generalization error close to their error on So. Alas, since |[B| = 2/3, a
union bound over the entire bag would lead to an extra term of order ©(In(2"/§)/m) = O(1) in the
final bound, making it vacuous. Thus, to proceed we must first reduce the size of B; while keeping at
least one good hypothesis.

Given Eq. (5), we know that B; contains, with high probability, a hypothesis with relatively low
generalization loss relative to margin 6/16. However, crucially, we do not assume knowledge of
or ¢, and, thus, of § = v — g¢. We overcome this by considering a range of possible values for the
margin and storing the minimizer of the empirical loss relative to each value. More precisely, we
consider eachv' € {1,1/2,1/4,...,1/y/m} where we can dismiss smaller margin values since the
upper bound in Theorem 1.3 becomes vacuous—greater than 1—for ' — &g < 1/+/m. Then, in the
for loop starting at Line 8 of Algorithm 2, we let

By = {argmin E:é; (v):y €{1,1/2,1/4,...,1/2M0e: ﬁ]}}
veB;
so that [Bz| = O(Inm) and for some 7;, € (0/32,0/16] we have v{ := argmin g, Eg.i (v) € Bs.

From here, we follow a chain of inequalities between different losses. We start by applying Lemma 3.2
once more, this time with sample Sy and margin levels v = 0 and 7' = ;. We obtain that, with
probability at least 1 — /10 over S5 it holds for v’g, in particular, that

’ ’ ) A "y d’ d
Lp(vy) = Lp(vy) = LE, (vy) + O(\/ng (vg) - e (7,)2m>, (6)

where d' = fate,, (H). Recalling that vy is the minimizer of L%"Z over B, and that v, belongs to
B1, we must, then, have that E;gz (vg) < L‘;QQ (vg). Now we leverage that 7' € (0/32,6/16]: on the
one hand, 'y; > 6/32 so, as the fat-shattering dimension is decreasing in its level parameter, d’ =
fatey, (M) < fatepz2(H) = d; on the other hand, vy < 6/16, thus E;/JZ (vg) < Eesélﬁ(vg). Finally,
we use a standard concentration bound (Lemma D.1) to ensure that, with probability at least 1 — §/10

over Sy, it holds that Egélﬁ(vg) = E%/w(vg) + @(\/ﬁ%/lﬁ(vg) -In(1/8)/m 4 In(1/8)/m), and,
thus, by the chain of inequalities above, that

£0/16

6/16 0/16 ~ (vg) 1 1.1



Combining Equations 5, 6 and 7, and taking a union bound over the respective events required to
hold simultaneously, the appropriate calculations yield the following lemma, which summarizes the
progress made so far.

Lemma 3.3. There exist universal constants C > 1 and ¢ > 0 for which the following holds. After
the for loop starting at Line 8 of Algorithm 2 it holds that |Bs| < log, m and with probability at
least 1 — §/2 over Sy, S2 and randomness used in Algorithm I that By contains a voting classifier v
such that

Lp() <errp(f*)++/Cerrp(f*) -+ C B,

where ﬁ = 92d;n . Ln3/2 (GZ)Tm) + In % with Ci = fat69/32<7-[)’

3.3 Extracting the final classifier

For the final step, we use the third and last independent portion of the training data, S3 ~ D™/3, as
a validation set. We saw previously that naively using a validation set to extract a good hypothesis
from B; would not work due to the exponential size of ;. In the previous step, we overcame this
limitation by reducing the number of hypotheses to O(ln m) while, with high probability, preserving
a hypothesis with good generalization properties. Therefore, we can now use S to select the best
hypothesis from Bs.

Given v € By, we can use standard concentration results (Lemma D.1) to bound the probability that
the empirical loss of v on Sj is close to its true loss Lp(v). By the union bound, with probability at
least 1 — §/2 over Ss,

-/ | Ls. B 1 B
ED(U)—£53(0)+O< S;n(v) ln‘ 52‘ +E'ln| 52|>
and
~ 0 |L B 1 B
£6,0) = £o(0) + Oy 2w Bl 4 Lo B

for all v € Bs, simultaneously. Finally, under the event associated with Lemma 3.3, B5 contains a
hypothesis V; with low generalization error. Leveraging this and the equalities above, we can bound
the generalization error of arg min .., Ls,(v), which is the final classifier output by Algorithm 2.

The complete argument proves our main result, stated here in terms of errors rather than correlations.

Theorem 3.4. There exist universal constants C, c > 0 such that the following holds. Let VW be a
(v, €0, 00, mo, F, H) agnostic weak learner. If v > €g and 5y < 1, then, for all § € (0,1), m € N,
and D € A(X x {£1}), given training sequence S ~ D™, we have that Algorithm 2 on inputs
(S, W, 4,00, mg) returns, with probability at least 1 — 6 over S and the internal randomness of the
algorithm, the output v of Algorithm 2 satisfies that

Lp(v) <errp(f*)+/Cerrp(f*) -+ C -8,

where 3 = ¢ Ln3/? (7(7_55)27”) + L ypith d = fato, oy 32(H).

v—€o0)?m
To recover Theorem 1.3, the bound in terms of correlation, we use that Lp(v) > errp(sign(v)),
since sign(0) = 1, and for the binary hypotheses, f* and sign(v) we have that errp(sign(v)) =

(1 — corr(sign(v)))/2 and errp (f*) = (1 — corr(f*))/2.

4 Conclusion and Future Work

In this work, we provided a novel algorithm for agnostic weak-to-strong learning and proved that
it achieves nearly optimal sample complexity under fairly general assumptions. Notoriously, while
previous works set varying conditions on the relationships between parameters, Theorem 1.3 recovers
the iconic generality of classic boosting by allowing for any non-trivial setting. Furthermore, our
algorithm bound incorporates the error of the best hypotheses in the reference class, interpolating
between the agnostic boosting setting and the realizable boosting setting, which, to the best of



our knowledge, is not the case for any previous bounds. This also implies an even better sample
complexity when corr(f*) is large.

As for future work directions, providing efficient algorithms with sample complexity close to the error
rates of Theorem 1.2 is the most natural next step. Besides that, we conjecture that the logarithmic
factors in our bounds could be removed, as in the realizable case (e.g., Larsen and Ritzert [2022]).
Finally, given the line of works stemming from Kalai and Kanade [2009], it is also pressing to further
improve the sample complexity of agnostic boosting algorithms based on sample re-labelings.
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A Notes on different concepts of agnostic weak learning

A.1 Distribution-Free Boosting

The notion of a weak agnostic learner was introduced by Ben-David et al. [2001]. The following is a
small extension of their definition, where we added the possibility of failure to the weak learner and
made explicit the base hypothesis class H.

Definition A.1 (Agnostic Weak Learner of Ben-David et al. [2001]). Given £¢,d9 € [0,1], a
learning algorithm W: (X x {+1})* — {£1}* is a (¢, §o)—-agnostic weak learner with sample
complexity mo € N with respect to reference hypothesis class F C {£1}* and base hypothesis
class H C {£1}* iff: Forall D € A(X x {£1}), given sample S ~ D™°, with probability at least
1 — do over the randomness of .S, the hypothesis v = W(S) € H satisfies that

< inf
errp(v) < Jnf. errp(f) + €o,

or, equivalently,
corrp(v) =1 —2errp(v)
>1-—2inf err — 2¢
>1-2 jof errn(f) — 220

=1+ 2sup(—errp(f)) — 2e0
fer

= sup corrp(f) — 2¢ep.
fer

This definition is quite close to that of Ghai and Singh [2024], and to ours. This becomes evident if
one employs correlations instead of err, weakens the required correlation between v and F, and lets
the weak learner output hypotheses with outputs in [—1, 1].

Definition A.2 (Agnostic Weak Learner used in this article). Let v,¢9,00 € [0,1], mp € N,
F C{£1}*,and H C [-1,1]*. A learning algorithm W: (X x {£1})* — H is an agnostic
weak learner with advantage parameters v and ¢, failure probability dy, sample complexity my,
reference hypothesis class F, and base hypothesis class H iff: For any distribution D over X' x {£1},
given sample S ~ D™0, with probability at least 1 — dy over the randomness of S, the hypothesis
w = W(S) satisfies that

corrp(w) >~y - sup corrp(f) — €.
feF

*It is not fully clear whether weak learners in Ghai and Singh [2024] are binary or real-valued.
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If H is binary-valued H C {£1}, the above is equivalent to

errp(v) = %(1 — corrp(v))
< %(1 - stctelgcorrp(f) + o)
= % — %;ggcorrp(f) + %O
Lo

This observation shows that the definition captures that of Ben-David et al. [2001] when v = 1 and
the base hypothesis class is binary.

A.2 Distribution-Dependent Boosting

A.2.1 Kalai and Kanade [2009]

Kalai and Kanade [2009] use the following definition of a weak learner, where we have made the
sample complexity a specific parameter. This is an alternative to directly writing “over its random
input” as in Kalai and Kanade [2009, Definition 1].

Definition A.3 (Agnostic Weak Learner [Kalai and Kanade, 2009]). Given 7, g, dp € (0,1), and
D € A(X), alearning algorithm W: (X x [—1,1])* — [-1,1]¥ is a (v, €9, do, D)—agnostic weak
learner with sample complexity mg € N with respect to reference hypothesis class F and distribution
D iff: For any re-labeling function g € [—1,1]%, given sample S ~ D™ with m > myg, with
probability at least 1 — dy over the randomness of S the hypothesis v = W(S) € H satisfies that

Ex~plg(x)v(x)] = 7 - sup Exup[g(x) f(x)] - o
fer

The authors mention that one can think of m as being of the order of 1/&3.

The above is a distribution-specific notion of weak learning in that the marginal over X is fixed, while
the conditional distribution over the labels can vary. Theorem 1 of Kalai and Kanade [2009] states
that there exists an algorithm A which, given access to a (v, €g, 0, D)—agnostic weak learner W,
produces, with probability at least 1 — 46T, a hypothesis v € {21} such that E(x y).p[v(x)y] >
sup e 7 E(x,y)~plf (X)y] — €0/~ — €. Doing so requires T' = 29/(y?¢?) calls to the weak learner,
each requiring mo samples. Hence, the total sample complexity is O(mq/(v%¢?)), which for
mo = 1/&? is of order O(1/(v?c%€3)).

A.2.2 Feldman [2010]

Let D' € A(X), and ¢ € [—~1,1]*. Feldman [2010] defines a distribution A = (D', ¢) over
examples X’ x {1}, in the following way: First, a point € X is drawn according to D’, then, z
is labeled 1 with probability (¢(x) + 1)/2, and labeled —1 otherwise. With this notation, Feldman
[2010] employs the following definition: For 0 < v < o < 1/2 and a distribution A, an algorithm
W is an («,~)-weak agnostic learner iff it produces a hypothesis h € H C {£1}* such that
Pixy)~alh(x) # y] < 1/2 — v whenever inf e 7 Py y)~a[f(x) # y] < 1/2 — a, where Fis a
reference hypothesis class. The algorithm proposed by Feldman [2010] works by re-labeling, so it
only requires a distribution-specific weak learning notion.

The weak learning notion used by Kalai and Kanade [2009] implies the definition of Feldman [2010]
if, in the definition of Kalai and Kanade [2009], we have H and F consisting of binary-valued
hypotheses, v > £¢ (the non-trivial case), and dg = 0. Specifically, for any « € [0,1/2], any
(v, €0,0, D)—agnostic weak learner in the sense of Kalai and Kanade [2009] is a (o, yao — €0/2)—
agnostic learner in the sense of Feldman [2010]. Notice that such a learner is only better than random
guessing when yo — €0 /2 > 0, that is, when « > £¢/(27y). The reduction between definitions come
from noticing that, for distribution A = (D, g) defined as in Feldman [2010] but using function g
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from the definition of Kalai and Kanade [2009], and for any h € {jzl}X , we have that

Ees - 16¥] = B | (2005 Y i — (1= 2090 )

— Bxunlg(x)h(x)]

Hence, as E(x yy~(p,q)[R(X)y] = corra(h) = 1 — 2err4(h) for binary-valued h, the condition of
Kalai and Kanade [2009] implies that

Ex~plg(x)v(x)] = 7 sup Ex~p[g(x)f(x)] — €0,
feFr
SO
1—2erra(v)>~-(1- 2}I€1§_errA(f)) — €0,
thus
err4(v) <1/2—~/2 +7}2§-err‘4(f) +e0/2.

Hence, if inf ;e rerr A(f) < 1/2 — «, then the weak learner returns a hypothesis v such that
err4(v) < 1/24¢e0/2 — ya, as claimed.

For any 0 < ¢ < 1, algorithm A from Feldman [2010, Theorem 3.1], given access to a (v, y)—weak
learner W, produces a classifier v € {£1}* (using at most 1/+? queries to V) such that

errp(v) = firelﬁ_errp(f) + 20 +e.

That is, to obtain a strong learner (i.e., error at most 2¢, and then re-scaling ¢ to €/2), one must have
o =c¢.

As mentioned, the execution of A queries W at most 1/+? times to get an output hypothesis h
[Feldman, 2010, proof of Theorem 3.1]. After each such query, A checks whether Py y)~ 4, [R(x) #
y] < 1/2 — ~, where A, is the distribution at step ¢. To the best of our knowledge, this check
requires 2(1/+?) examples from A, since the threshold could be close to 1/2. Furthermore, .A also
preforms at most 1/£2 times a step called “balancing”. Each balancing requires checking whether
Px,y)~a,[9(x) #y] < 1/2 —£/2 for a hypothesis g, so, by the same reasoning, it should require
Q(1/£?) samples. Thus, in total the algorithm needs O(1/+*) samples for checking the error of the
weak learners output, and O(1/e*) samples for checking the error of the hypothesis returned by the
balancing step, yielding a sample complexity of O(1/e* 4 1/+*). Here, we do not take into account
the samples needed for the weak learner calls, which is mg/~? if the sample complexity of the weak
learner is my.

Furthermore, if the algorithm by Feldman [2010] is given a (v, €¢, 0, D)—agnostic weak learner
in the sense of Kalai and Kanade [2009], then, to get a strong learner with error at most 2¢ one
has to set « = €. So, the weak learner only gives a non-trivial guarantee when ¢ > e0/(27),
implying that one has to set g = O(e). For g9 = O(e7), this gives a (g,7 = ©(ev))-agnostic
weak learner in the setting of Feldman [2010], which in turn implies that the sample complexity
of the weak learner is mo = 1/e2 = 1/(4e?4?) and that the total sample complexity becomes

O1/e* +1/(y)* +mo/v?) = O(1/(v'e")).
A.2.3  Brukhim et al. [2020]

Brukhim et al. [2020] uses the following empirical notion of a agnostic weak learning algorithm.

Definition A.4 (Agnostic Weak Learner of Brukhim et al. [2020, Defintion 6]). Let F C {il}x and
let X = (z1,...,2m,) € X™ denote an unlabeled sample. A learning algorithm W is a (v, g, mg)—
agnostic weak learner for F with respect to X if for any labels Y = (y1,...,ym) € {£1}"™,

m

Es % Z yW(S")(z:)

1 m
>vsup | — > yif(xs)| — €o,
M[m; (@)
!

where 8" = ((x1,¥1),- - (X},,,5 Ym,)) is an independent sample of size mq drawn from the uniform
distribution over S = ((z1,%1),-- - (Tm, Ym))-
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The following result states that the correlation of the output hypothesis is competitive with the best
hypothesis in the reference class F.

Theorem A.5 (Brukhim et al. [2020, Theorem 7]). There exists a boosting algorithm A that given a
(7, €0, mo)—agnostic weak learner W for F C {£1}* and a sample S = ((x1,y1), - - - (Tm, Ym))
as input, runs for T rounds and returns a hypothesis f € F satisfying that

E ;iyzﬂxz)} 2 SUP]E Zy’ (i ] B <60 +O<7\F>>

where the expectation is taken over the randomness of A and VW, and the random samples given to
w.6

In the paragraph following the above theorem (Theorem 7 in their text), Brukhim et al. [2020] argue
that one can get a generalization bound up to an additive € term via sample compression, with a

sample complexity of m = @(Tmo /€2). To obtain a bound as in Kalai and Kanade [2009] (setting

T = 1/(?) and assuming mg = 1/&2), the sample complexity becomes m = O(1/(*y%€2)).

A.2.4 Ghai and Singh [2024]

Ghai and Singh [2024] employs a definition of agnostic weak learner quite close to ours. The only
difference is that we assume our weak learner outputs a hypothesis W € B of range [—1, 1] from a
base hypothesis class B. They prove the following.

Theorem A.6 (Ghai and Singh [2024, Theorem 4]). Fix €,6 > 0. There exist a boosting algorithm
A and a choice of 1,0, T, 7, So, S, m satisfying T = O(log |B|/(v*€2)),n = O(v*¢/log|B|), o =
n/v,.7 = O0(ye),S = O(1/(v¢)), So = O(1/€*),m = O(log(|B|/3)/€*) + O(1/(7*¢?)) such
that for any y—agnostic weak learning oracle for hypothesis class F with finite base class B, fixed
tolerance €, and failure probability &y, algorithm A outputs a hypothesis f such that with probability
1 —1060T — 1047,

260

corrp(f) > sup corrp(f) — — — e,
feF v

while making T = O(log |B|/(72€?2)) calls to the weak learning oracle, and sampling T'S + S =
O((log |B)/(73€®)) labeled examples from D.

For infinite base hypothesis class 5, they obtain the analogous result with the VC dimension of B
replacing log | B| (Ghai and Singh [2024, Theorem 5]).

B AdaBoost Variation

In the following, we use a slight modification of ADABOOST that, in each boosting round, the weak
learner will be run multiple times to enlarge the probability of it returning a hypothesis with the
guaranteed correlation. The last part of the proof below follows directly from Schapire and Freund
[2012, page 55, pages 111-112 and pages 277-278] and is included for completeness. Furthermore,
we also follow much of the notation from Schapire and Freund [2012].

Lemma B.1 (Restatement of 3.1). Let ', d € (0, 1), and given m,mg € N, let S € (X x {£1})™
If a learning algorithm W: (X x {£1})* — H C [-1,1]% is such that for any Q € A(S)
with probability at least 1 — &y over a sample S’ ~ Q™ the hypothesis h = W(S') satisfies
corrg(h) > 7/, then, for T > [321n(em)/~'*], running Algorithm 1 on input (S, W, mq, T, ¥, 50)
yields a voting classifier v € conv(H) such that with probability at least 1 — & over the random
draws from Line 5 it holds that yv(x) > ~'/8 for all (z,y) € S.

Proof. Let Dq,...,Dp, be the T, random distribution created over the 1" rounds of boosting in
Algorithm 1, where the randomness is over S1,S? ..., Sk, for shorten notation in the following we
will fort = 1,..., T let S; = (S},...,S¥). We will show that for¢ = 1,...,T, given any outcome

We concluded the expectation to be over those sources of randomness from the proof of the theorem.
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Dq,...D;of Dy,...,D; (which is given by a outcome Sy ...,S;—1 of S;...,S;_1) we have that
the minimizer h; between h}, ..., h{ is such that

IE(x,y)~Dt [yht(x)] > ’Y/
with probability at least 1 — §/7 over S}, ... S¥. Thus, by showing the above we get that

]P)SIH.,ST[Vt S {1, - 7T} E(x,y)NDf, [yht(x)] > ’7/]
=Es,,..s; [1{Vt € {1,..., T} E( y)lyhe(x)] > 7'}]
=Es,,..sr i [Es [1{Vt € {L,... ., T} Eqx ) [yhe(x)] > 7' }]]
=EBs,,..8r1 [EST []l{]E(x,y) [yhr(x)] = ’V/}] I{Vt €{l,.... T =1} Exy)lyhe(x)] > ’Y/}]
=Es,, sr_ [Psr [Emy)yhr(x)] > 7] 1{Vt € {1,...,T — 1} E(x ) [yhy(x)] > 7' }]
>(1=0/T)Es,, sp, [1{Vt € {1,...,T = 1} E(yx ) [yhi(x)] > '}]
=(1-96/T)Ps,.. s; , [Vt €{l,..., T} Exy)lyh:i(x)] > fy']
>(1-6/T)" > 134,

where the first inequality uses that given Sq, ..., S;_1 (which determines D;), we have by the above

claimed property that Ps, [E x,y)~p, [yh:(x)] > 7'] < (1 — §/T) and the last inequality follows by
Bernoulli’s inequality.

Thus, we now show that for¢t = 1,...,T, given any outcome D, ... D; of Dq,...,D; we have that
the minimizer h; between h}, ..., h¥ is such that

/

]E(x,y)NDt [yht(x)} Z v

with probability at least 1 — § /7T, over S;. We start with the former. To this end let ¢t € {1,...,T}
and Dy, ..., Dy, be any outcome of D, ..., D;, which only depends on S;...,S; ;. By Line 1
and Line 13 it follows that D; is such that D;(z,y) > 0 only if (z,y) € S. Thus, it holds for each
¢ = {1...,k} with probability at least 1 — &y over S{ that E( y)~p,[yh¢(x)] > 7. Now since
S} ..., Sk are sampled independently, it follows that the expected number of hypotheses with ~/
advantages is at least y1 := Eg1 | gr [25:1 1{E(xy)~pn, [yhi(x)] < 'y’}] > (1 — do)k, and by the
multiplicative Chernoff bound that

k

Psi . sk [Z 1{E(x.y)~p, [yhi(x)] <7} < u/Q] < exp (—/8)
=1

< oxp (~(1 — 60)k/8)
< §/T,

where the last inequality follows by k = [81n(eT'/§)/(1 — d¢)]. This implies that with probability
atleast 1 — §/7 over S; we have that

k
> H{Exy)n, [yhi(x)] <4} > /2 > (1—60)k/2 > 8In(eT/6)/2 > 1,

=1

which implies that h, satisfies

E(x,y)~D; [yhe(x)] >+,

and concludes the first claim.

We for now consider outcomes St ..., St of Sy ..., Sy such that r; = E(y y).p, [yh(x)] > 7' for
all ¢ € [T]. In the following, we closely follow Schapire and Freund [2012, page 55, page 111-112,
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and page 277-278]. We first notice that for any (z,y) € S we have that

Dr(x,y) exp (—aryhr(r))
Zr

Dryi(z,y) =

Da(a,y)exp (— T1, cuyhe(a))
Hthl Z
exp (— iy auyhy (fﬂ))
m Hthl Z,

)

where the first equality follows from the definition of Dp 1, and similarly for the thirds equality
using the definition of D, ..., Ds, and the last equality by D; = 1/m. Now using that D1 is a
probability distribution we get that

1= Z exp (—y Zthl atht(x)>

T )
(z,y)es m 1= Ze
so
T 1 T
H Z: = — Z exp (—y Z atht(x)>. )
t=1 (m,y)GS t=1
Furthermore, we notice that for any ¢ € {1,...,T} we have that

Z, = Z Dy(x,y) exp (—ayyhy(x))

(z,y)€S
1+ yhy(z 1 —yhy(x
_ Z Dt(fl;7y)exp (_at y2 t( ) + oy y2 t( ))
(z,y)eS
1+ yhi(x 1 —yhy(x
< 3 piaw (2 o e + T e ) )
z,y

_ (1 : ) exp (—axe) + (1‘2> exp (),

where the inequality uses that yh;(z) € [—1,1], implying that is scalars
between [0,1] summing to 1, and since the function exp (-) is convex, the function value
exp(A(—ay) + (1 — M) oy) for any convex combination of —ay and a; (1 > A > 0) is upper
bounded by the convex combination A exp (—a;) + (1 — A) exp (). Furthermore, by inserting the

value of oy = %1n (i) in the above, we get that

lfc:
1 1-—
T exp (—ay) + C exp (o)
2 2
1 1
_Ji—e ©
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Using the relation in Eq. (8) and Eq. (9) we get that, for 8 = +//8,

T T £l
i Z l{yzjt_latht(x)<ﬁ}<; Z exp(ﬂzat—yzatht($)>

T
" (wyes PRI (.9)€S
T T
@m@zm>nm
t=1 t=1

I
o

Z;exp (Bay)

2 1—|—Ct g
1—c;
1 1*Ct

J(l —c) (1)’ (10)

~
Il
—

IN
=

~
Il

Il
o

~
Il
-

where the first inequality follows by a < b implying that 1 < exp(b — a), and the second by Eq. (8),
the third inequality by Eq. (9) and the last equality by 1 — ¢? = (1 — ¢;)(1 + ¢;). Now if ¢; = 1
then the above is 0 and we are done, so assume this is not the case for any c;. Now consider the

function f(z) = (1 — #)1~*(1 + )2 for 0 < z < 1 which has derivative ?1(:;"3 (1 + )%, thus

is decreasing for x > a. Now we assumed that we considered a realization of S1, ..., St such that
c; >/, forany t € {1,...,T} and furthermore, we have that 5 = ~'/8 < +/, whereby we conclude
by the above argued monotonicity that (1 — ¢;)*~?(1 + ¢;)'*# < (1 — /)18 (1 ++/)1*7. Now
plugging this into Eq. (10) we get that

% Z ]l{yv(x)gﬂ}:% Z 1{M<5}

T
(z.y)€S (z.y)€S 2o G

T
< (\/(1 =) AL+ 7’)1+ﬁ>
=exp (T/2((1 = B)In (1 —7) + (1 + B)In (1 ++"))).
Furthermore, since we soon show that for 8 = ~//8 it holds that
(1= =)+ 1 +H)n(1+)) < /16, (1D
we conclude that with probability at least 1 — & over Sq, ..., S we have that
> L{v(x)y <7//8} < mexp (-T7?/32) <1,
(z,y)€S
where the last inequality follows for 7 > [321n (em) /%] and Eq. (11).

We now show that for 3 = +//8 it holds that ((1 — 8)In (1 —+/) + (1 + 8) In (1 ++')) < —+2/16.
To this end we consider the function f(z) = 22/16 + (1 — 2/8)In (1 — x) + (1 + z/8) In (1 + x),
for 0 < x < 1. We first notice that

fl(x) = ;;((1 - g) log(1—z)+ (1 + %) log(1+z) + 3;;)

_ 1(m(a:2 +13)

s\ 21 —ln(l—x)—l—ln(l—l—m)),

and
d (1[x(x?+13)
1 _ = D
! (x)_dx(8< 2 —1
xzt — 1822 — 11
8(z2 —1)2

—1n(1—x)+ln(1+x))>
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Consider the values of z in [0,1). We notice that f”(z) < 0, implying that f’ is a decreasing
function. Thus, 0 = f'(0) > f’(z), so f is a non-increasing function. Hence, 0 = f(0) > f(x), i.e.,
f@)=22/16+ (1 —2/8)In(1 —z)+ (1 +2/8)In (1 + ) < 0for 0 < z < 1/2, which implies
that (1 — z/8)In (1 — z) + (1 + z/8) In (1 + x) < —x2/16+ which give use that for 3 = /8 it
holds that (1 — 8)In (1 —+") + (14 B)In (1 ++')) < —"2/16 since 0 < 4" < 1. O

C Margin bound

In this section we derive the following lemma.

Lemma C.1 (Restatement of 3.2). There exist universal constants C' > 1 and ¢ > 0 for which
the following holds. For all margin levels 0 < v < ~' < 1, hypothesis class H C [-1,1]%, and
distribution D € A(X x {£1}), it holds with probability at least 1 — & over S ~ D™ that for all
v € conv(H)

£h(0) < £L () + €' (1 £E (0) - % L g)
where
v —Pm o 1
8= MLHS/Q(( ; ) - _7> tins,and d = fatee ) (H).

To show Lemma 3.2 we need the following two lemmas Lemma C.2 and Lemma C.3. We now
present theses two lemmas and show how they imply Lemma 3.2, after we have shown how they
imply Lemma 3.2 we give their proof.

Lemma C.2. There exist universal constants ¢ = 128 such that: For0 <y <+ <1,0<7<1
distribution D over X x {£1}, hypothesis class H C [—1,1]%, it holds with probability at least

1 = supy¢yem [Noo (X, conv(H) o1, 257)|0 over S ~ D™ that for all v € conv(H):

£y () >

or

LL(w) <T+c ( S (;/5) L (:;/6))

Lemma C.3. There exists universal constants C' > 1, C > 1 and ¢ > 0 such that: For margin levels

0 < <+ <1, hypothesis class H C [—1,1]¥ and X € X™, where m > Clatery = () faz;(/i;)wz) G0

= CC faty(y— )2 '
In <|Noo(X7 COHV(H) S Y 7)|> < a/c(’Y ’)’2)(7—[) 1113/2 _ (7 ’7) m /87 )
vh2 (v =) Clatoy o (H) Y =

With Lemma C.2 and Lemma C.3 stated we now prove Lemma 3.2
Proof of Lemma 3.2. Let C, C > 1 and ¢ be the universal constants from Lemma C.3 and ¢ > 1 the
universal constant from Lemma C.2. Moreover, let

A, = v .

In the following, we will show that with probability at least 1 — § over S it holds that: For all
v € conv(H)

~fat 3/2 (__283m sy
) <ln (1) , 30C faten, (M) Ln (Cfamw ) )
S

2
m A,ym

£H(v) < £ (v) +c

Cfaten., (H) Ay

21n (1/9)
+ m + A?/m

6CC faton, (H) Ln®/? (m"‘ 8*’) ]
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. CC faten., (H) . . . .
We notice that we may assume that m > dAizA”(), since else the right hand side of above is

2
greater than 1 and the left hand side is at most 1. Furthermore, we may also assume that m is so large

1 CCfatea, (H) 1 3/2 2A2m gy CC fatea, (H) . .
that - — Az Ln Caton. (70) &, < 1, where m > Az ,and C' > 1 implies

. ) )
that the Ln®/? term is equal to In®/2. Now let N = exp <CCfatAC$”(H) In®/? <Cfa2tA;:n(7-L) X)) >

1 (by the just argued size of m) and define 7; = z’w forieI={1,..., {%J T (N)} Notic-

ing that the above conditions on m imply that 1 (N) > 1, we have that |I| < L (N)J +2< 31n(N)
Furthermore, let 8’ = §1n (N)/(3Nm). Now for each ¢ € I we invoke Lemma 3.2 with 7 and get
by the union bound that with probability at least 1 — |I| sup x ¢ xy2m |Noo (X, conv(H) 15,1, 2 2|07

over S ~ D™ it holds for all i € I and all v € conv(H) that

/:sy/(v) > T
or
Lpw) < +c< (;/5/) Lo (;/5/)> :

Now by Lemma C.3 we have

é fatéA,Y ('H) Av

Céf té 2A2 /
sg(p [Noo (X, conv(‘H)mvm%’V)‘ < exp ( aten, (H) 132 ( Zm o 8y ))
X¢e 2m —_

and we concluded earlier that |I| < 1n38<7) thus by ¢’ = §1n (V) /(3Nm), we get that

[I] sup |Noo(X,conv(H)
Xexzm

(2w*)‘5/<5

whereby we conclude that probability at least 1 — § over S ~ D™ it holds for all ¢ € I and all
v € conv(H) that:

L (W) > 7
or
o o’
E%()<7’Z+c< Ti (;/) (Ter{ )>
Now on this event, we notice that since E'SY/ (v) € 10, 1] for any v and U;es[7;, 7] = [In (V) /m, 1] it

must be the case that for any v € conv(#) there exists an largest ¢ € I suchthat 7;_; < £ <,
with 79 = 0. Now for this ¢ it must be the case that

oo )<Tl+c< I (e/0) 1n(e/5f)>_

m m
and since 7; < 7,1 + ln(TN) < L§(v)+

(6/5’) In (6/5')>

In (N)

, the above implies that

[:V( )<Ti+ec (
SLg,(len?(nN (\/ 1n 6/6’ \/ln (e/6")1n ( )+ln(e/5’)>

m m

<l ( 2w 6/5’ )+ In @/5/)) | 1)
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where the second inequality follows from 7,1 < Eg/(v) + ) ,and by vVa+b < a+ Vb

m

for a,b > 0 and the third by va-b < a + b for a,b > 0 and ¢ > 1. Furthermore, as §' =

51n(N)/(3Nm), and N = exp (CCf"“A“”’ In®/2 (%?)) we get that

In(N)+In(e/é') In(3/6)+1In(em/In(N))+2In(N)

m m

2
A,Yem

~ 2A2m ’
N 3/2 (o™ 897
CC faton, (H)In (é’fatéAﬂr(H) A’Y)

In(3/6) +1n +2In(N)

m
A,dem cc fatea., (H) 3/2 2A,2Ym 8+’
_ /@) +In (oo ) + 2o g s/ 2m)
B m
A . 3/2 2A:2Ym 8~
In (3/6) 3CC fatea, (H) Ln (éfatéAW(m Aw)

<=y pers , (13)

¥

where the first inequality follows In < Ln, and by us considering the case where m is such that
3/2 2A,2Ym 8y . . . . s
In <C Fatea, (1) B > 1, and Ln being an increasing function and the definition of IV , the last

inequality follows by %’W >1, %A)J(H) > 1and C > 1 We now give the proof of Lemma C.2

and Lemma C.3, where we start with the former.
Now plugging the upper bound on In (e/d§")/m of Eq. (13) into Eq. (12) we conclude that
I (e/0)  ,n(N)+1In @/5/))

m m

L (v) scg/<v>+c< £y (v)

- 3/2 (__285m sy
3CC fatea, (H) Ln <é faton., (H) By )

In (3/4)
m + A%m

<Ly (v)+ c( £y (v)

Cfatzn., (H) Ay

21n (3/6)
+ m + A%m

A 2 m ’
6CC fatea, (H) Ln®/? <2A“ 8 ) )
Proof of Lemma C.2. In the following we consider the event v € conv(#) such that

Ly(w)<r

and

m m

1 0 1 )
%(U)NH( In(e/o) | n(e/))
and show that this happens with probability at most d. Let 8 = /7 1n (e/d) /m + In(e/§)/m and
E = {3v € conv(H) : L‘g/ (v) < 7,L) > T + ¢f} denote the above event. We notice that if

w > 1 then the above holds with probability at most 0, since £}, (v) < 1 for any v € conv(H).
cln (e/é)
—= <L

Thus, we from now on consider the case that —

Observation C.4. In what follows we will use that for ¢ > 0 we have that the function x — \/ax in

2 is increasing for z > a/4, since it has derivative 1 — Svar
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‘We now show that

Pspn (E) < (1 — 6/e)Ps.g/pm (31; € conv(H) : £ (v) < 7, L, (v) > 7+ c/3/2) .

Let S be a realization of S in F and let v € conv(#H) be a hypothesis realizing the above condition
of the event E. Since v is now fixed we conclude by the multiplicative Chernoff bound and

L5 (v) > c% for outcomes implying that 223 ((Z)/sz) < 1, since ¢ > 4, we have that
D

Pgr.pm (cg,(v) <(- m)cg(v)> < e,

Thus with probability at least 1 — §/e we have that

£3(0) > Lpl) - FR2RLED)

Now using that £),(v) > 7 + ¢ (\/Tln(;/é) + ln(;/‘”) it follows from Observation C.4 with

— w and r = L%(U) and c > 1/2 that’

L3 () > L(v) — W
T c TM In (e/6) n (e
zT+c< Tln<e/5>+ln<e/é>> (* (JT+ o ))21 </6>'

(14)

Now using that ¢ > 1, a + b+ Vab < 2(a+b) and vVa+ b < \/a+ Vb we get that the second term
in the above is at most

(T +c( Tln(;/é) + ln(jf‘”)) 21In(e/9) <7’+ Tln(;/g) + m(;/&)) 2In (e/0)
c

m m

(7’ + ln(e/5)> 21n (e/d)

<A|2¢ mm
§ﬁ2< Tlnr(rf/d)_‘_ln(:%/é)).

Thus, we conclude that Eq. (14) is lower bounded by

L4 (v) =7+ (¢ — Ve2) ( Tlns/ﬁ n ln(e/6)>

m

> 7+ ¢/2 ( Tinfe/d) | ln(e/5)>

m m
=7+cB/2,

where the last inequality follows by ¢ > 164 and ¢ — 1/¢2 — ¢/2 > 0 for ¢ > 16. Thus we conclude
by the law of total probability that

IP)S,S/N'D”I (Elv S COHV(H) . ﬁg, (U) é T, »Cg/ (U) Z T+ 05/2)
> Ps.g/pm (Elv € conv(H) : L”syl (v) <7,LL(v) > T+ 05/2’E) Pspm (E)

> (1 O)Pson ().
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We now show that the term in the first line of the above inequalities is at most
,y/
sup [ Noo(X, conv(H) 9,7, —5— )|5/e
Xexzm
which implies that

r_
i 7)|5

Pspm (E) < [Noo (X, conv(H) .7 — IS,

and would conclude the proof

To this end we notice that since S, S’ ~ D™ are i.i.d. samples we may view them as drawn in
the following way: First we draw S ~ D?™, and then S is formed by drawing m times without
replacement from S, and S is set equal to the remaining elements in S, S = S\S We will write
drawing S and S’ from S as S, S’ ~ S. We then have that

Ps s/ wpm (Hv € conv(H) : L'g/ (v) <7, L (v) > 7+ 06/2)
=Eg_pem [Ps,swé (Elv € conv(H) : Lg/ (v) <7, L (v) >7+ 05/2”

< sup Ps.s'nz (Eiv € conv(H) : /:SW (v) <7, L () > 1+ 0,8/2) )
Ze(Xx{+1,})2m

We now show that for any Z € (X x {£1})*" the probability over S,S’ ~ Z in the last line
of the above is at most | Nog (X, conv(H) 4,11, 757)|d/e, as claimed, which would conclude the

proof. To this end let now Z = (X,Y) € (X x {£1})*", where X € X" are the points in Z and
Y € {£1}™ the labels in Z. We recall that for v € conv(H)

a ifv(z) >«
via)(z) = Qu(z) if —a<v(z) <a
—a  ifv(z) < —a

Furthermore, we notice that for 0 < o < o < 1, v € conv(H) and (z,y) such that v(z)y > o/
then we also have that vy, (2)y > a and (z,y) such that v(z)y < « then we also have that
{v’

Ur2ar1(2)y < o Thus, since 0 < v <+ < 1and conv(H)y,q = v = vy, v € conv(H)}
we conclude that

Ps sz (v € comv(#) : £F (v) < 7, £3,(v) = 7+ c5/2)

<Psgnz (Elv € conv(H) ., + £ /( ) <7, L (v) > T+c,8/2) i

Let Nog = Noo(X, conv(H) 9,1 /—) bea L 5 -cover for conv(H) y,, in inﬁnity norm on X
i.e., Vv € conv(H),, there exists v’ € N such that max,ex [v(z) — v'(z)] < 57, We now
notice that for v € conv(H) r247]> v’ € N4 the closest element in N to v in 1nﬁn1ty norm and

(z,y) € Z besuch that v(z)y >+ then v'(z)y = v(x)y+ (v'(x) —v(z))y > v(z)y— W/T_'Y > 7/%
Furthermore, for (z,y) € Z such that v(x)y < v we have that v’ (2)y = v(z)y + (v'(x) —v(z))y <
v(z)y+ 157 < % Thus, we conclude that

Ps sz (Elv € conv(H) g, : Eg/ (v) <7, L (v) >7+ cﬂ/2

2ty Aty
<Pg sz (31} €N :Lg? (v)<T1,Lg* (V) >T+ cﬁ/2>

< Y Pssz (ﬁé"‘”(v)g,zé/?”( S (W n(e/2) ))

VENo
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where the last inequality follows by the union bound over N, and the definition of 5. We now show
that each term in the sum over v € N is bounded by § /e which would give that the above is at most

[Noo (X, conv(H) 1.1 WlTﬂ) |0/e, as claimed earlier and conclude the proof.
To this end consider v € N, and let u = (L5 > (v) + Lg> (v))/2, i.e., the fraction of points in
X that has less than (7' + ) /2-margin. We first notice that for v in the above sum such that

A +y 24y < Tln(e/5) + ln(e/(S))

2u=Lg? (v)+Lg? (v) <TH+¢/2 -

2y ]
, the term is 0. Thus, we consider for now v being such that 2u = Lg? (v) + Lg? (v) >

r1n(e/8) | In(e/d) . . . s
T+ ¢/2 + . We notice that ;. is the expectation of Lg > (v). Furthermore,

m m

v+

since Lg? is samples without replacement from [1{v(z)y < V/%}](m’y)e z it follows by the
multiplicative Chernoff bound without replacement [Hoeffding, 1963, Section 6] and p& > % >
w (since ¢ > 64 ) that,
24y 21n (e/d) 0
Pl Lg? <(1—y/———= < -.
(s (v) <( m ) =5
Thus, we conclude that with probability at least 1 — §/e we have that,
24y 2ul )
L5 () 3y 20 (15)
m
] 24y
which since p = (CS > (v)+ Lg? (U)) /2 and that v/a + b < \/a + V/b gives that
) In(efd) Lo (v)In(e/s
"ty "y A4y 2 2
E; > () > <£; > (v) _~_£;,2w(v)> /2 — s’ (v)In(e/d) _ s’ (v)In(e/d)
m m

E;/;w (v) + \/4582 (v)In (e/6) > £;;V (v) — \/453/2 (v)In(e/d)

m

24y ‘+
We now show that for outcomes of S and S’ such that C; 2 (v) < 7 and ﬁ;? ’ (v) > 17+

c/2 (\/““fne/‘” + I 33/‘”) it holds that

”’;V(UH\/M;/;W(v)ln(e/é) <£w’;v(v)\/4£;f2“(v)1n(e/5)

L
S m s’ m

i

2ty
which combined with the conclusion below Eq. (15) implies that S and S’ such that L2 (v) < T

2ty
and £;,2 : (v) >71+c/2 (\/ T 1117(ne/5) + 1 (;/5)> happens with probability at most & /e concluding
the proof.

’ /

ol e 2ty
Thus consider outcomes S, S” of S and S’ such that £4? (v) < 7 and Lg? (v) > 7+

c/2 <W+ In (;/5)>_ We first notice that since for a > 0, z + /ax is increasing in x

we have that

¥+
o= ALs” Infefo) . [ATIn(e/d) (16)

m m
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Furthermore, since by Observation C.4 we have that z — \/ax is increasing for > a/4, which
_ 'yl% _ 4In(e/d) ’Y/% 71n(e/d) In (e/d)
r =Ly (v)anda = = and Lg® (v) > 7+ ¢/2 Ll =) e > 32 we

conclude that

L% (v) — \/4£S,2 (v)In(e/9)

<e/a>> 4 ( +¢/2 <W+ ‘“Sf/‘”)) In (e/0)

In
+

71n(e/d)

m m

>74¢/2 <
a7)

Using that ¢/2 > 1 and that a 4+ b+ v/ab < 2(a + b) for a,b > 0 and that v/a + b < /a + v/b we
get that the last term in the above can be upper bounded by.

4<T+C/2< /Tln§/5)+ln(12/5)>>ln(e/6)

m

2¢ (TJr 1/ 71n7(ne/5) + ln(sl/6)> In (e/0)

m

IA

4c (7’ + M) In(e/d)

m

<
m

§2ﬁ< 71nr(;/5) . 111(6/5))'

m

Thus, plugging back into Eq. (17) we conclude that

Vi \/ 4L57 (v)In (e/6)

m

> 14 (o2 — 245) ( rin(c/0) | 1n(e/5)>

m m

zr+c/4< Tlnr(ne/a)julni/&), (18)

where the last inequality follows by ¢/2 — 2+/c > ¢/4 since ¢ > 128. Furthermore since ¢/4 > 32
we conclude by the above Eq. (18) and Eq. (16) that

. 4L () (efs) e 4L (0) In (e/9)
Ls7 () + - <L? (v)- e,
as claimed concluding the proof. O

We now move on to show Lemma C.3. For that, we need Rudelson and Vershynin [2006, Theorem
4.4] bounding the minimal infinity cover of a function class in terms of its fat shattering dimension

Lemma C.5. There exists universal constants C' > 1 and ¢ > 0 such that: For a function class F and
a point set X = {x1,...,xm} of size m, such that for any v € F it holds that . x |v(x)|/m < 1.
Then for 0 < e < 1, and 0 < o« < 1/2 it holds that for d = fat .o (F)

In (|[Noo (X, F,)|) < Cdln (m/(da))In® (2m/d)
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Furthermore, to show Lemma C.3 we need the following lemma upper bounding the fat shattering
dimension of convex combinations of a hypothesis class #, truncated to [~], by the fat shattering
dimension of the hypothesis class .

Lemma C.6. There exists universal constants C' > 1 and 1 > ¢’ > 0 such that: For hypothesis
class H C [-1,1]%, v > 0 and o > 0 we have that

C/ fatc/a('H)

) .

<
fatq (conv(H) ) < "

We now show how the above two lemmas combined give Lemma C.3.

Proof of Lemma C.3. Let in the following C' > 1 and ¢ > 0 denote the universal constants of
Lemma C.5, Furthermore let C’ > 1 and ¢’ > 0 denote the universal constants of Lemma C.6, and

lastly let ¢ = <€ and C' = max(1, 16¢").

C

We first consider the function class conv(H),.,1 /(27) = {f" = f/(2) : f € conv(H) 5,1}
ie., the functions in conv(H)r,,, scaled by 1/(27'). We notice that the functions v €

’
Y=
57 -cover

in infinity norm of conv(#) 4,1 /(27'), denote it Nog = Noo (X, conv(H) 4,1 /(27), I;%,’Y), ie.,
for all v € conv(H)ry,1 /(27') there exists & € Noo such that for

conv(H) a1 /(27'), has absolute value at most 1, thus it if we consider a minimal

; V=
— < .
max o) — o(a)| <
and any other cover with this property has size less than or equal to N,,. We now notice that since
for any v € conv(H),, we have that v/(27') € conv(H)y, /(27), we have that there exists
v € N4 such that

e o(0)/(27) — o) < L

which further implies that

/

X 7=
—(2y <
max |v(z) — (27)0(2)] < —5—,

whereby we conclude that (29') N = {v' = (27y)v : v € N}, the functions in Ny, scaled by

(29'),isa 7/2_7- cover for conv(H) r24/1- Thus, if we can bound that size of N, we also get an upper

bound on the size of a minimal 15~ cover for conv(#) .1, where we denote such a minimal

cover Nog (X, conv(H) 5,7, T57)-
We notice that fat .(,'—) (conv(H) g, /(27')) = fat e -y (conv(H),,,1), where we have used
8~7 41

that for scalars a,b > 0 and a function class 7 we have that fat,(b - F) = fat,;,(F), where

b - F is the function class obtained from F by scaling all the functions in F by b. Further-

more by Lemma C.6 we have that fat .,/ (conv(H) 1 /(27')) = fat ey ) (conv(H) ) <
4

8~/

i S G Smbym > SRR o= e and € = max(1, 457
ie., 1 <m/fat o (conv(H)py,q /(27')) and we may thus invoke Lemma C.5 with the function
8~/

C’16 fat C,c(l,,w) (H)
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class conv(H) ., /(27'), e =1/2and a = 7;;7 (which is less than 1/2) to get that

7 =
In (|NOO(X, conv(’H)[w] ; 2)|>

<n (|NOO<X, comv(H) 1 /2, Lo ”))

4!
< C'fat (conv(H) /(27/)) In m 4
c(v' =~ v ,
< ST [2v'1 fat%(conv(?—[)mv,] 12y —
.1nt/2 2m
fatM(COHV(H)(Q a /(2v"))
8~/ g
< Cfat . )(COHV('H) /(Q,Y/)) 1113/2 m 4’}”
< i 297 fa‘c%(conv(’}’-l)(2Vq /27y —~
Y
< Cfat .y )(COHV(H) /(2’7/)) 1n3/2 m S,YI
< ~ r2y/] fatm(conv(’}’-l)qu /27—~

8~y

where we in the second to last inequality have used that ﬁvlf > 2, and in the last we make

an upper bound need in the following to argue for the mo;lotonicity of a function. To this
end consider a number @ > 0 and the function f(z) = zIn®?(a/x), for a/e > z. We

notice that f has derivative f’(z) = 1/In(%)(2In(%) — 3), which is non-negative when

2In (%) — 3 > 0 our equivalently @ > z, thus increasing for such values. Now consider

Ctatyr_py(H)

a = m=2—. We have that m >

. s > fat oy - (conv(H) .1 /(29)), implying that
P~ A )2 Z <w8w,w>( ( )[27]/( 7')), implying
8~’ C' fat, Ay (H) : 8y’ 3
mexp@)”(v,_w i > fatms/w,ﬂ) (conv(H) g, /(27")), since 72 > exp (5). Thus

using this observation, with the above argued monotonicity of In®/? (a/x) for —%—~ > x, where
exp (2)

_ 8y’
a=m=
=y

and z = fat .,/ (conv(H) o, /(27')) we conclude that
8~/

v =
In (NOO(X, conv(H) [24/75 2)|)

/

m 8y
fat oy (conv(H) 13,0 /29)) ¥ =7
~

< Cfatoy s (conv(H)(yy /(27)) ¥/
8~7

o CCatey (M) | go [ (1 —7)m 8
> (' — 7)2 Cfaté(ry’—’y) (H) v

which concludes the proof. O

To prove Lemma C.6, we will drive a lower and a upper bound on the Rademacher complexity in
terms of the fat shattering dimension of conv(?) and H . From this relation we can bound the fat
shattering dimension of conv(#) in terms of . To the end of showing the upper bound we need the
following two lemmas. The first results gives a bound on the Rademacher complexity of a function
class F in terms the size of a minimal e-cover of 7 C R*, over a point set S = {z1,..., T, } in
L. To this end we let No(S, F, €), denote the size of the smallest set of functions N C R¥ with the

property that for any f € F, there exists f/ € N such that \/> ., (f(z;) — f'(z;))2/m < e.

Lemma C.7 (Dudley’s Entropy Integral Bound. E.g., Rebeschini [2021, Proposition 5.3]). Let F be
a class of real-valued functions, S = {x1,...,xmy} be a point set of m points, and No(S, F,€) be
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the size of minimal e-cover of F. Assuming sup ;¢ x (% > fz(xi)) 12 < ¢, then we have

e€[0,c/2]

1 i _ 12 /2
Egmq+1} o ;ggZalf(xz) < inf 4e 4+ ﬁ/ \/ln (IN2(S, F,v)|)dv |,
i=1 €

From the above lemma we see that having a bound on Ny (.S, F, ), implies an upper bound on the
Rademacher complexity. To the end of bounding N (S, F, &), we present the following lemma (it is
a special case of Rudelson and Vershynin [2006, Corollary 5.4] with for instance p = 2 and ¢ = 3.).

Lemma C.8. Let F be a hypothesis set bounded in absolute value by 1. Let S = {x1, ...,z } bea
set of m points. There exists universal constants C > 0 and 0 < ¢ < 1 such that forany 0 < € < 1/2,
we have that

In (|Na(S, F,e)]) < C fatee(F) In (1/(ce)) .

We now combine the above lemmas to derive an upper bound on the Rademacher complexity in
terms of the fat shattering dimension of conv(?) and H. Furthermore, using the definition of fat
shattering dimension we also derive and lower bound on the Rademacher complexity. Solving for the
fat shattering dimension of conv(#) in this relation give the claim of Lemma C.6.

Proof of Lemma C.6.
Shattering of conv(?-l)M implies shattering of conv(#): We first recall the definition of

conv(H) .,y = {v[y) : v € conv(H)}, where the operation (-)[,] was

vifv(z) =y
vy (z) = S v(x) if —y <w(z) <~y
—yifv(z) < —y

We notice that by this definition we always have that v > wvr,1(z) implies vf,; > v(z) and
—7 < vr41 () implies v,y < v(z).

Now consider a sequence of points x1,...,x4 and levels rq,...,74 which is « shattered by
conv(H).,, i.e., we have that for any b € {£1}9, there exists v, € conv(H),;, where
v € conv(#H), such that for i € [d] it holds that

vy (2) > +aif by =1
vy (2s) <7 — aif by = —1.

We notice that since vp,] only attains values in [—7,7] it must be the case that @ < ~ for d
not to be O(and o < 1 since conv(H) [ is bounded in absolute value by 1) where by the claim
holds. Thus, we assume from now on that « < v and o < 1 We further notice, again by vy

attaining values in [—~, 7], that it must be the case that r; € [« — 7,y — @], stated eqvivalently that
—vy < ri — a,7; + a < 7, otherwise no function vy, € conv(H) ] in can either be o above or o

below 7; since in this case either r; —a < —yorr; +a > 7.

Now for r; € [ — v,y — «] we notice that have that —y < r; + « and that v > 7; — « thus since we
earlier conclude that v > vy (z) implies v, > v(x) and —y < vp,1(z) implies v, < v(x), we
get that if 7; — o > vp,(;) then we also have that r; — a > v(x;), and if 7; + o < vp,7(x) then we
also have that r; + o < v(z;). This shows, by 1, ..., x4 and r1, ..., rq, « shattering conv(H) r
that z1,...,zq4and r1,. .., 74, is also a-shattering conv(H).

Bounds on the Rademacher complexity of conv(?) in terms of fat(H), d, and «: Since
conv(H) is a-shattered by z1,...,z4 and 71, ..., 74 this implies that for any b € {£1} we have
that there exists v € conv(H) such that b;(v(x;) — r;) > «. Thus, we conclude by the expectation

of Egy+1} {Zle o-m} = 0 that the Rademacher complexity of conv(#) on 1, ..., 24 can be
lower bounded as follows

d d
EM{ﬂ}l sup Zdiv(xi)/d]EaN{il}[ sup Y oi(v(xi) —ri)/d| = (19)

veconv(H) ;1 veconv(H) ;1
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Furthermore, we notice that the Rademacher complexity of conv(#), is the same as the Rademacher
complexity of H, since conv(H) are convex combinations of hypothesis in H. To see this con-
sider a realization o of o, then for any v € conv(#), which can be written as v = >, _,, anh
where ), ,,an = 1 and a, > 0 we have that Zle oiv(Ts) = D pen Zle oih(z;) <
SUPpen Z?:I oih(x;), where the last inequality follows by >, _,, a;, = 1. The opposite direction
of the inequality follows from H C conv(#) thus we have that

d

]E,N{il}[ sup Za‘w(mi)

vEconv(H) ;1

d
=Eons1) [sug > aiv(xi)] ) (20)
IS

i=1

Now since v € conv(H) is bounded in absolute value by 1 it follows by Applying Lemma C.7 yields

d 1/2
12
E,. ()| < inf [4e+ = In (N2 (X, H, 1)) dv |, (I
7D li?p“”(x )] 566531/2](6 va). ViR ”) ey

where | Ny (X, H, v)| is the size of a minimal ||-||,-cover of 7 on X that is, for any i € H, there

exists an h € Ny(X,H,v) such that \/Zle(h(xz) — h(z;))?/d < v. Now applying Lemma C.8
yields In (| N2 (X, H,e)|) < Cfate.(H)In (1/(ce)) for universal constants C' > 1 and 1 > ¢ > 0.

Now setting ¢ = «/8 in Eq. (21) (recall we are in the case that & < 1) and plugging in the above
bound on In (| No(X, H, €)|)

d 1/2
12
Egmqt1y |sup ) ov(z;)| <a/2+ —= V/C fate (H) In (1/(ce)) de,
vEH [ Vd Jass
12,/Clateq s(H) [/?
<a/2+ atea/s(H) VIn (1/¢) de’
C\/g ca /8
12,/C fatoq 5(H)
<a/2+ 2
a/ v (22)

where the second inequality follows from integration by substitution with ce = ¢’, and the last by

fol v/In (1/¢") de’ < 1. Now combining the upper bound of Eq. (22), lower bound of Eq. (19) and
the relation Eq. (20) we get that

12,/C Taton /s (H)
eVd

a<al/24+

which implies that

d< 2420 fatca/g(H)

c2a?
Thus, we conclude that conv(#) ., can not be a-shattered by a point set X = {1,...,z4} and level

242C fat .o /g (H
sets 1, . .., rq of more than TJS()
242C fat,.q /5 (H)

c2a?

points, and we can conclude that fat,, (conv(H) M) <

240220) and ¢’ = ¢/8 this concludes the proof. O

and setting C’ = max (1,

D Agnostic boosting proof

In this section we give the proof of Theorem 3.4, which impies Theorem 1.3. To keep notation
concise in the following we will let § = v — &.

Lemma D.1 (Shalev-Shwartz and Ben-David [2014, Lemma B.10]). Letv € [-1,1]%, v € [-1,1],
d€(0,1), meN, and D € A(X x {£1}). Then,

N 2LY (v) In(1/5) N 41n(1/6)

Ps £} (v) < £4 (0) = =

>1-4,
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and

2L (v) In(1/8) N 21n(1/4)

P v <Y
S| L3 < L) + = -

>1-4.

Lemma D.2. There exists universal constants C' > 1 and ¢ such that: Letting d = fatsy_c.)/16

after the for loop starting at Line 3, with probability at least 1 — <2 over S, and randomness used in
Algorithm 1, By contains a voting classifier vg such that

6/16 3C" [16%d 3/2 20°m 10e
Ep. g < Sm- | - In (3 : 162d) s @3)
Proof. We first notice that we may assume that
10 3-162C"d
m > 3C"In Te and m > —z (24)

as otherwise the right hand side of Eq. (23) is greater than 1 and the result follows by noting that
0/16

£ (vg) < 1.

Without loss of generality, let

f* = argmax corrp(f).
feF

To the end of making an observation about Algorithm 2 let S; be a realization of S;. The execution
of Algorithm 2 runs Algorithm 1 with all possible labelings of S1 = ((z1,91), - -, (Tm/3, Ym/3))-
In particular, letting

St = (i, f*(20))) 1

and denoting Algorithm 1 by A, it must be the case that A(S; ¢+) € B;. Moreover, as f* correctly
classifies all points in S f~, and f* € F, we have that sup ;. 7 corrp (f) = 1 for any distribution

D' over Sq,+. Therefore, for such D’, the weak-learning guarantee becomes that with probability at
least 1 — d over S’ ~ (D’)™o it holds that

corrp (W(S')) >y sup corrp(f) — g0
feF
=77 — &0 = 0.
Accordingly, to leverage Lemma 3.1, let
Ey(S1,p) = { £ (A(S1,1) = 0},
be an event over the randomness used in Algorithm 1, and notice that Line 6 runs .A on S ¢« for

T = [32m1In(em)]

. {32 h;(;m)"

with & = [81n(10eT/§)/(1 — 69)]. Thus, applying Lemma 3.1 with v = 6 ensures that

(by Eq. (24))

)
N >1-— —
PIEL(S1,7 )] 21— 1.

Notice we showed the above for any realization S7 of S;. Let in the following £} = E; (Sl, £ ).

Invoking Lemma 3.2 with S1 ¢« ~ Df*/
at least 1 — ¢/10, the event (over Sq_f+)

and margin levels #/16 < /8 ensures that, with probability

Ey = {Vv € conv(H) : E%/flf(v) ﬁg/ff* +C’ (\/ﬁgisf* ) Bmysz.o + Bmys, 9) }
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holds, where d = fatzg,16(#) and

1 [16%d 3/2 2n\? 10e
ﬁn,)\'_n'|:>\2'Ln (162d)+1n7

In the following, we will use A to refer to the randomness used in all calls to Algorithm 1 during the
execution Algorithm 2. Namely, the randomness used in Line 6 to draw from D;, where we assume
all the (2!511 — 1) - k draws to be mutually independent.

Compiling the above, we have that

Ps,.a |30 € By £0(0) < C'Buys o]

>Ps,.a [52>/f1*6(v4(31,f*)) < O/ﬂm/3,9:| (as A(S1,5+) € By)

= Es, [IEA []l{ﬂ%/flf (A(S1,4+)) < C’ﬁm/gﬂ}ﬂ (by independence of S; and A)

> Bs, [Ea[1{ €42 (A(S1,5)) < C'Byss} - B - 1{E}]

> (1 -4/10) (25)

>1-24/10, (by Bernoulli’s inequality)
where Eq. (25) holds as the events £ and Ey each hold with probability at least 1 — §/10 and their
simultaneous occurence implying that Cep/flf(A(SL 7)) < C'Bryzip- O

Lemma D.3 (Restatement of 3.3). There exists universal constants C > 1 and ¢ > 0 such that:
Letting d= fate(y—cq)/32 (H), after the for loop starting at Line 8 of Algorithm 2, with probability at
least 1 — 6 /2 over Sy, S and randomness used in Algorithm 1, that By contains a voting classifier
vg such that

N Cerrp(f*) | d 3/2(0*m 10
< halel 2 VUV e S 7 et
Lp(vg) < errp(f*)+ - 02 Ln ( g ) +1In 5
Cld - s(0°m 10
~ | (7) . (26)

Proof. 1t will be useful to consider the function : Ryg — R+ given by
((x) = 271 %2 (max{2z, € }), which is decreasing for any = > 0.

To see this, let f(z) = z~1In®*?(2z) for z > 1/2, so that f'(z) = % In22  thus
f(z) is decreasing for x > exp(3/2)/2. As 1/z is decreasing for © > 0, we conclude that
271 In®? (max{2z, ?}) is decreasing for z > 0. We shall also implicitly use that Ln(z) =
In(max{z,e}) < In(max{x, e?}).

We will prove Eq. (26) for C' > 3072¢2. Thus, we may assume that

_ 3072¢%d
mE e
as otherwise the right hand side of Eq. (26) is greater than 1 and the result follows trivially.

By Lemma D.2, with probability at least 1 — f—g over S; ~ D™/3 and the randomness used in

Algorithm 1 there exists a voting classifier v, € B; such that

62 3. 10
5, (vy) < C' [c( o) } @7)

. 2=

3162d) "m S
with d = fatsg/16 and C’ > 1. Since the fat-shattering dimension is decreasing in its level parameter,
fatzg/16 < fateg 30 = d, thus, by the monotonic decrease of ¢ and the above,

2
o150y < o [e(“Em ) 4 31 10
Q%“”Ckngﬂ .

- (28)
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Consider a realization S; of Sy and the randomness of Algorithm 1 for which the above holds and let
vy € By be the associated classifier. Then, by Lemma D.1, with probability at least 1 — 10 over So,

2£9"%(vg) 10 6 10
£, (vg) < L5 (1) + \/ 2ep (), 10, 0,10 29)

Let i, be the natural number such that #/16 € [27% 27 %+1) and let 4/ = 27 %. To see that
g g
~ e {1,1/2,1/4,...,1 2Moga(vVm)1Y g that it is considered in Line 6 of Algorithm 2, recall that
g g
we are in the case m > 3072¢2d/6?, thus 0/16 > \/24/m.

Letting d' = fate,, (H), Lemma 3.2 with sample S and margin levels 0 and ~; ensures that, with
probability at least 1 — 6/10 over Sy ~ D™/3 it holds that for all v € conv(#)

, , 12 310 1)? 10
Lo(w) < Lo (v) + ' \/cgg(v){g(”;il,m)jummé} +g((7§iym) —1 =

Furthermore, the choice of 'y; implies that fy_; > 6/32, and by the fat-shattering dimension being

decreasing in its level parameter implies that d' = fate,, (H) < fatsg/32(H) = d. Applying this in
the inequality above, combined with the monotonic decrease of ( yields that, with probabilities at

least 1 — §/10 over S,,
0%2m 310 0’>m 310
- —In - —In —
\/ESZ‘( ){4(3.322d>+m 5}+<(3.322d)+m 5]

/

= argmin ¢z, ng (v). With that,

Lo(v) < LZ(0) +C'

for all v € conv(#). In particular, the above holds for v},

as v, € Bi, we have that Lgi (vy) < E;Z (vg). Additionally, as vy < 6/16, it must be that

Egi (vg) < L‘gé 16(119). Altogether, we obtain that with probability at least 1 — /10 over Sa,

0/16 0/16 62m 3 10
E’D(U;) S ESQ ('Ug) + CY/\/ACS2 (’Ug) |:C(3322dA) + E In ?

6%m 3. 10
!
< —In—|.
¢ {4(3.322d)+m t 5}

Using the union bound to also have Eq. (29) hold, we obtain that with probability at least 1 — 25/10
over So,

92 L8716y 10 10 e 3. 10
cp(v;)gci,/w(vg)Jr\/Dm()l 7+71 +c’{g( mA)+1n}

) ) 3.3922(] m 0
0/16 2
0718y 4| 2E8°°0) | 10 6 1077 0 ¢Pm 3 10
+C {aD (vg)+\/ =+ ((3'322d)+m1n5.
(30)

To bound £%/ 16(1)9), we make the following observation. Given function f € {+1}%, example
(z,y) € X x {1} and voting classifier v € conv(H), if y - v(x) < 0/16, then either f(z) =y, so
that f(z) - v(z) < 0/16; or f(z) = —y, sothaty - f(x) < 6/16. Applying this for f* and v,, we
conclude that

LY (vy) < erep(f*) + L5 (vy), 31

where we have used the definition of D~. With Eq. (30) in mind, Eq. (31) yields that

0/16
o6 2£9°(w)), 10 6,10
£D (U9)+\/ m n5+mn5

0/16
2 o1 2Lp . (vg) 1 1
<3TTD(JC)1HO+£0D/f1*6(Ug)+\/D,c91n0+61n0

< errp(f7) + 5 5 T ™S
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(as Va+b < a+vVbfora,b>0)

. 2errp(f*) . 10 0/16 1 6 10
< i CANVAS PN I T i
< errp(f*) + 2 2Ly )+(2m+m)1 ; (32)
(as 2vab < a + bfor a,b > 0 (AM-GM inequality))
1
< 2errp(f*) + 2L (v )+%m§, (33)

where the last inequality follows again from the AM-GM inequality. Using Eq. (28) and that C’ > 1,
the two last inequalities (Eq. (33) and Eq. (32)) yield the two upper bounds, respectively:

0/16
0/16 2L4  (vg), 10 6, 10
£y <“9>+\/Dm““5+m1“5

* 2
<errp(f*) + Zerrn(/7) )lnlo+20/[c( = )+7ln10],
m 1)

3.162d m 0
and
0/16
0/16 2L5 " (vg) 10 6 . 10
0%m 7. 10
< * / —_— -
< 2errp(f*) +2C [C( 62d)+mln5]

Applying both of these to Eq. (30), we conclude that
2 * 10
errp (f*) 1p 10

0
9’>m 7 10 0°m 3 10
20" - —In — ! - —1
2 {<<3-162d>+m . 5} +0 {<(3.322d)+m . (5}
0%2m 710 0%2m 3. 10
"2 *) 207 )+ —ln— I
+C\/{ errp (f*) + C(C(3-162d>+m n 5)] [C(3~322d)+m n 5]

2errp(f*) | 10 [C( GQmA) 7 10]

Lp(v,) <errp(f*) +

<errp(f*)+

+C/\/2€rfb(f*>[<<3i;d +%1 150]
+ V20 {(36?22(;)+;1nﬂ "
< errp (/) +(1+C’)\/26rrp(f*) {C(gez;d) + %ln ﬂ
2
+(3C" + C'V207) - {4(3_9321265) * %ln ﬂ
< errp(f4) + (1 +C>\/ w5 5)
+(3C" + C'VaCT) - [c(g‘f’ZZZd)%mﬂ

m

521 3/2(0dm) +1n10],

. Cerrp(f*) | d 52 (0°m 10
<errp(f )—i—\l[]nd 2( - )—l—ln ]

C
_|_7
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where in Eq. (34) we used that vVa+b < y/a + Vb for a,b > 0, that C’ > 1, and that  is
decreasing, and in the last inequality we used the definition of ¢ and that m > 3072¢%d/6? such

that 0?m/(3 - 322d) > 2. Finally, since we show the above with probability at least 1 — 22 over
S, and for any realization S; of S; and the randomness of Algorithm 1 satisfying Eq. (27), which

happens with probability at least 1 — %, it follows by independence that the bound on v’g holds with
probability at least 1 —46/10 = 1 — /2. Since v, € By, this concludes the proof. O

Theorem D.4 (Restatement of 3.4). There exist universal constants C,c > 0 such that the following
holds. Let W be a (v, €9, o, mo, F, H) agnostic weak learner. If v > g and §y < 1, then, for
all § € (0,1), m € N, and D € A(X x {£1}), given training sequence S ~ D™, we have that
Algorithm 2 on inputs (S, W, §, 00, mg) returns, with probability at least 1 — § over S and the
internal randomness of the algorithm, the output v of Algorithm 2 satisfies that

Lp(v) <errp(f*) ++/Cerrp(f*)-B+C -,

where

d (v —€0)?m 1. Inm
= () + —In—
P (v —€0)?m " ( d )+mn )

with d = fatc(,y,go)/gg (H).

Proof. We will now show that with probability atleast 1 —d over S and the randomness of Algorithm 1,
we have that

Lp(v) <errp(f*) + 11Cerrp(f*) . ( d .Ln3/2<927m) +1In <281n(m))>+

m 02 0
1UC [ d g (0%m 281n (1)

with d = fatzg /32(7-[), C > 1 and ¢ > 0 being the universal constant of Lemma 3.3. Thus, it suffices
to consider m > 14 else the right hand-side of the inequality is greater than 1 and we are done by the
left hand-side being at most 1. Now by Lemma 3.3 we have that with probability at least 1 — §/2
over S; and Sy, and the randomness of Algorithm 1 it holds that there exists v, € By such that

N 3C errp(f*) d 372 (0Pm 10e
Loleg) < emp(f*) + | = 2 | g L2 (50 ) i =

3¢

d 3/2 6>m 10e
&+ In (7)—1—11&— (35)

with d = fatag /32(H), C' > 1 and ¢ > 0 being the universal constant of Lemma 3.3, call this event
E;. Now consider any realization S, S2 of S1, S, and the randomness used in Algorithm 1 such that
the above holds (so, within event E;) and let v, denote an arbitrary v € Ba such that the above holds.

We now invoke both equations of Lemma D.1 with § = 6/(4|Bz]|) (abusing notation of §) v = 0
for each v € By which combined with a union bound give use that it holds with probability at least
1 —6/2 over Sg ~ D™/ that

£o(0) < Loy (1) + | CLRLIBUBYD | 1251/

6 Lp(v) In(4]|By|/0) N 61n(4|B2|/8)
3m m '

‘C53 (’U) < [,D(U) + \/ (36)

Consider such a realization S3 of S3, and denote an event where the above inequalities hold by
E5. Now let v be the voting classifier in B2 with the smallest empirical 0-margin loss - v =
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argminges, Ls,(v), with ties broken arbitrary (i.e., the output of Algorithm 2). Now by Eq. (36)
and v € By, we have that

6 Ls,(v) In(4|Bs|/6) N 121n(4|Bs|/9)

< Ls,(v,) + \/Gﬁsg(vg):;l(4|82|/5) . 121n(4717|182|/6)

SED(%H_\/GLD(vg)ln(4|Bg|/6)+\/6£53(vg)ln(4|82/5)+181n(4|15’2|/5)

3am m

£a(0) < £5,(0) +

)

(37

where the first inequality follows from Eq. (36) and v € B, the second inequality from v being a
empirical minimizer of Ls,, so Lg, (v) < Ls,(vy) and the last Eq. (36). Now by Eq. (36) we have

121n (4|Ba|/6)

Ls,(vg) < 2Lp(vg) + m (38)
where the inequality follows by v/ab < a + b for a, b > 0. This implies that
121n (4|B2|/§
wa Ls,(vg) m(A[B:1/) _ | (2 £ (vy) + 2GR 10418, /6)
m B m
- \/ 12 Lo (v,) nl;awsz\/é) 18I <;47\162|/6> 7 39)

where the first inequality follows from Eq. (38) and the second by va + b < \/a 4+ v/b. Whereby
plugging Eq. (39) into Eq. (37) gives that

Lo(v) < Lp(vy) + \/“D(%)Slfn(wzl/& +\/12ED(Ug)771il<4BQ|/5)
| 18n(4|B,|/6) | 18In(4|Bs|/9)
< Lo(vy) + \73659(11922(%%/6) | 36In (;1r|L82|/6)
< Lofug) + \/36£D(v9)1;1261n (m)/9) 36111(16721 (m)/8) o)

where the first inequality follows by Eq. (39), and the last by |Ba| < |logy(v/m)| + 2 < 41n (m),
since we consider the case m > 14. Now by using Eq. (35) and vab < a + b we get that

6C | d 3/2 0?m 10e
R (7>+ln— (41)

Lp(vg) < 2errp(f*) + ol > 5

Thus, we have that

\/ 36 Lp(vy) In(121n (m)/6)

m

IN

m

\l 36 (2 errp(f*) + € [91 -Ln3/2(02m) +1n %D In(121n (m)/d)

- \/72 errp(f*) In(121n (m)/6) Rl

m m

d 372 (0°m 281n (m)
Lo (7)4-12111 (5)], (42)
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where the first inequality follows from Eq. (41), and the second by va + b < +/a + v/b. Now
plugging in Eq. (35) and Eq. (42) into Eq. (40) we get that

Lo(v) < Lp(v,) + \/ 36 ﬁv@g)lggmn (m)/6) _ 36Wn(16 nlf (m)/)
< errp(f*) + ?’C%D(f*) (;i ,Lng/z(?) +1n150€>
3C | d 3/2 >m 10e
o oﬁ'Ln <g)+ln6‘|
* 7 2
+ \/72 errp (f )1:1(12111 (m)/9) + 1;;0 [:2 .Ln3/2(M) +121n (28h(15(m)>‘|
n 361n (161n (m)/d)
m
<errp(f*) + M. £~Ln3/2<027m) In M
<errp - 5 - 3
UC | d g (67m 28 1In (m)
Jrﬁ ﬁ~Ln ( (2)+161n<6> . (43)

Let the above event be denoted F’3. Thus, we have shown the above for any realization S7 and S5 of
S1 and S, and the randomness of Algorithm 1 which are in £, and S5 on th event E5 the output
of Algorithm 2 achieves the error bound of Eq. (43). Thus, since the randomness of S;, Sy, S3 and
the randomness over Algorithm 1 are independent and E; and E5 both happened with probability at
least 1 — §/2 over respectively S1, Sy and the randomness of Algorithm 1 and S3, the proof follows
by (let r denote the randomness of Algorithm 1)

Ps~pm r [E3] > Eg, gypm/s r [Ps,pmss [E3] 1{E1}]
> Eg, sypm/s p [Psspmss (B2, B3] 1{E1}]
> Eg, sypm/s r [Pssupmss [Ba) 1{E1}]
> (1-96/2)?
>1-46,

where the third inequality follows from £; and E5 implying E3 and the fourth inequality by E5
given E; happens holds with probability at least 1 — §/2 over S3 and that E; holds with probability
atleast 1 — ¢/2 over S, So and the randomness r over Algorithm 1 which concludes the proof of the
theorem. O

E Lower Bound

In this section, we present the proof of our lower bound on the sample complexity of agnostic
weak-to-strong learning. Which is as follows.

Theorem E.1. For all integer d > 0 and~ € (0, 1] such that d > 8log,(2/~?), and all £¢, 5o € (0,1],
there exist a universe X, a base class B C {:I:l}X with VC dimension at most d, a reference class
F C{+1}*, and a (v, S0, €0, mo, F, B) agnostic weak learner with mo = [w—l such
that for any L € (0,1/2) and any learner A, it holds that there exists data distriboution D such
that inf yc p{errp(f)} = L and for m > Wd—n)? we have with probability at least 1/50 over

S ~ D™ that

2 \/ dinf e rerrp(f)

m > 1 R .
Es~pm[errp(A(S))] > J}g;eﬂ“b(f) 5 3272m log, (2/7%)

36



Furthermore, for all ¢ € (0,1/2/2], § € (0,1), and any learning algorithm A, there exists data
distribution D such that if m < In(1/(46))/(2€?), then with probability at least § over S ~ D™ we
have that

errp(A(S)) > }ggrerrp(f) +e,
and for any ¢ € (0,+/2/16], and any learning algorithm A: (X x {£1})* — {£1}* there exists

data distribution D such that if m < then with probability at least 1/8 over
S ~ D™ we have that

____da
20482 log,(2/72)e?’

errp(A(S)) > figfferrp(f) +e.

To prove Theorem E.1 we need the following lemma giving the construction of a hard instance.
Lemma E.2. Let n, s > 0 be integers, and €y, 6y € (0, 1]. If n is a power of 2, then there exists a

universe X = [n - s}, a base class B C {+1}* with |B| = (2n)®, a reference class F = {+1}*
(all possible mappings X — {£1}), and a (ﬁ, 00, €0, Mo, F, B) agnostic weak learner for any

g > [sm(z\gwo)]

€0

We postpone the proof of Lemma E.2 to the end of this section, and now show how to combine it
with the following classic results to obtain the claimed bounds.

Lemma E.3 (Devroye et al. [1996, Theorem 14.5]). Let X be a universe and F C X — {£1} be
a function class with VC(F) = d > 2. Then, for any L € (0,1/2), and any learning algorithm
Az (X x {£1})* — {£1}* there exists data distribution D such that inf e 7{errp(f)} = L and

form > %=L max{9, ﬁ} we have that

(d—1)-infrer emrp(f)678
24m '

Egpmlerrp(A(S))] > inf errp(f) + \/

fer

Modifying the proof of Devroye et al. [1996] minimally we get that the above lower bound holds
with constant probability, a result provided in the next lemma. For completeness, we provide its proof
in the end of this appendix.

Lemma E4. Let X be a universe and F C X — {£1} be a function class with VC(F) = d > 2.
Then, for any L € (0,1/2), and any learning algorithm A: (X x {£1})* — {£1}* there exists data
distribution D such that inf yc 7{errp(f)} = L and for m > W{L)z it holds with probability at
least 1/50 over S ~ D™ that

) 2 /d-infsecrerrp(f)
> — .
errp(A(8)) = Inf errp(f) + 50\/ 16m

We furthermore need the following lower bound on the sample complexity of agnostic learning.

Lemma E.5 (Shalev-Shwartz and Ben-David [2014, Section 28.2, pgs. 393-398]). Let X be a
universe and F C {+1}* be a function class with VC(F) = d > 2. Then, for any € € (0,1//2],
§ € (0,1), and any learning algorithm A: (X x {£1})* — {£1}* there exists a data distribution
D such that if m < In(1/(45))/(2€?), then with probability at least § over S ~ D™ we have that

errp(A(S)) > }Ielg__errp(f) +e.
Furthermore, for any ¢ € (0,1/(8v/2)] and any learning algorithm A: (X x {£1})* — {£1}¥

there exists data distribution D such that if m < then with probability at least 1/8 over
S ~ D™ we have that

512¢2

errp(A(S)) > }gg__errp(f) +e.

With the above lemmas in place we now give the proof of Theorem E.1.
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Proof of Theorem E.1. We start by applying Lemma E.2 with parameters €, dg, n = 2" forr € Z>g
such that
n=2"< 1/72 < ortl (44)
and s = |d/log,(2n)]. Notice that s is a positive integer since n < 1/42, and, by hypothesis,
d > log,(2/7%).
d d
> (by Eq. (44))
logy(2n) ~ logy(2/7?)
> 1. (as, by hypothesis, d > log,(2/92))
The base class B ensured by Lemma E.2 satisfies |B| = (2n)®, so
VC(B) < log,(|B])
= slog,(2n)

d
= {710& (2n)J log,(2n) (by the choice of s)
<d,
as desired.

Moreover, Lemma E.2 guarantees the existence of a (ﬁ, 00, €0, Mo, F, B) agnostic weak learner,

denoted W, for the reference class 7 = {£1}* for any mo > [81In(2|B|/dy)/e?|. For later use, we
choose mo = [8d1n(4/(807*))/e&]. which is a valid choice since

81In(2|B|/do) |  [8In(2(2n)*/do) |
& &
[8s1n(2(2n)/do) |
£
8dIn(4/(607%)
log,(2n)e3
8din(4/(607%)
el '

< (ass>1)

< (as s = |d/log,(2n)| and, by choice, n < 1/?)

< (asn >1)

We claim that W is also a (v, dg, €9, ™o, F, B) agnostic weak learner. Indeed, given any D’ € A(X x
{#£1}), as F consists of all possible mappings from X' to {£1}, we have that sup s¢  E(x,y)~p/[y -

f(x)] = 0. Thus, it holds that —= sup e 7 Eiy)npr [y - f(X)] = vsupser Egey)nor [y - f(X)],
since 1/4/n > =, by Eq. (44).
Finally, since F is the set of all possible mappings from X = [n - s] to {£1}, we have that

VC(F)=mn-s
d
=2". {b&(MJ (by the choice of n and s)
4]
r+1
d
<= (by Eq. (44))
v
On the other hand,
d
VC(F)=2" | ————
=2 |t
1 d
> o | T (by Eq. (44))
29? Logz(Q/VQ)J
8 .
> 27 (as, by hypothesis, d/log,(2/7%) > 8)
> 2, (as, by hypothesis, v < 1)
allowing us to apply Lemma E.4 and Lemma E.5, respectively, to obtain the thesis. O
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With the proof of Theorem E.1 done, we now prove Lemma E.2.

Proof of Lemma E.2. We start by considering [n] as our universe for n a power of 2. Let oM ™)
be a set of n pairwise orthogonal vectors in {£1}", which can be chosen as the rows of a Hadamard
matrix of size n x n.’

Let now D be a probability distribution over [n], which can be seen as a vector in [0, 1]" with
>, D; = 1. Scaling v ..., v(™ by 1/4/n we obtain a orthonormal basis, whereby

D:X_;<D\l/)ﬁ> ;ﬁ (45)

Moreover, we have that

L _ (S, D)

3|

< ZD? (by Cauchy-Schwarz)
=|Dl3
NONECIT:
= HZ< =) (by Eq. (45))
nll2
1
= - Z<D>U( )> 5
"=

where the last equality follows from (v QY )> being 0 for ¢ # j and n for i = j. By averaging, the
above implies that for any D € A([n]) there exists i € [n] such that (D, v(")2 > 1/n, so that either
(D,vD) > 1/\/nor —(D,v®) > 1/\/n. Similarly, denoting by ® the entry-wise product, we have
that for any y € {£1}", the vectors y © v(Y) /\/n, ...,y ® v(™ /\/n form an orthonormal basis of
R™. Thus, an analogous implies that for any D € A([n]) and y € {£1}" there exists ¢ € [n] such
that either (D,y @ v¥) > 1/\/n or (D,y ® (—v®)) > 1/y/n. Overall, we can conclude that for

any D € A([n]) and any labeling y € {£1}" there exists v € {v(M) ... o™ M) M)}
such that
Ejoply; - ZDJvaJ
= <D, yo)
1
> —. 46
=7 (46)
Consider the base class B: [n - s] — {£1} consisting of the possible concatenations of s vec-
tors in V = {oM ... 0™ —o@M oM Thatis, B = {(w®,... w®) € {+1}> :

w®, ..., w®) € V}. We claim that for any D € A([n - s]) and y € {il}"""' there exists h € B
such that Ejp ly;h;] > 1/y/n. To see thls consider A = (w™,... w(®)) such that each w(

satisfies 37" (i—1)m+1 Djyw ; )(Z on = f Zz = (i—1)m41 Dj- There must exist such w(®) as this

is trivially the case when Z J=(i—1)- D; = 0 and, otherwise, we have that

n+1
in ( ) B in in (7,) D.
Z D]y] —(i—-1)n — Z Dj ’ Z —(i—1)- nz : Dy, ’
j=(G—-1)n+1 j=(—1)n+1 j:(ifl)-nJrl k=(i—1)n+1

with (D;/ (S ke (i—1)n+1 Dk ));':(i_l)‘n ., being a probability distribution, so the existence of the
desired w' follows from Eq. (46).

"We assume n to be a power of 2 as this suffices to ensure the existence of such an n x n Hadamard matrix.
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So far, for any n integer power of 2 and s € N we have constructed a universe X = [n - s] and a base
class B € {£1}* such that for any D € A(X) and f: X — {=£1} there exists h € B such that

Eoph(z)f(2)] > —=. “7)

vn

To conclude, we show the existence of a (ﬁ, 0, €0, Mo, F, B) agnostic weak learner, for the
reference class F = {41}, the set of all functions from & to {4-1}, as long as mq > f%] .
0

Concretely, we shall prove that there exists a mapping W: (X x {£1})* — {£1}* (from training
sequences to classifiers), such that for all D' € A(X x {£1}), when W is provided a sample
S ~ D'™o we have that W(S) = h € B and with probability at least 1 — dy over S it holds that

1
E(x,y)~Dr [h(x)y] > ﬁ ;UE’TE(x y)~D’ [f(x)y] — eo-

To this end, it suffices to show that for any D’
1
arg max {Ex y)p/ [R(X)y]} > —= - sup Ex y)up [f(X)y (48)
heB{(y)D[(H}\/ﬁfef(,y)p[()]

and to let W(S) = argmax j,cg{Ex,y)~s[h(x)y]}. To see why this is a (ﬁ, d0,€0, Mo, F, B)
agnostic weak learner for any mg > [W]
0

h € B it holds by the choice of m, that

Ps [[Egeyyr (1(x)y] = Egeyeslh(x)3]] < 20/2] > 1—2cxp(—m°€°)

, notice that, by Hoeffding’s inequality, for any

8
>1-260/|B|.
So, by the union bound, it holds with probability at least 1 — dy over S ~ D'™0 that for all h € B
[Eexy)np [1(X)y] = Epey)ns[h(x)¥]] < €0/2, (49)
and, thus,
E(x )~ W (S)(X)y] = Exy)~sW(S)(X)y] — €0/2 (by Eq. (49))

= sup Ex y)~s[h(X)y] — €0/2
heB

> sup Eqx yyupr [R(X)y] — €0 (by Eq. (49))
heB
1
> —= sup E(x yyupr [f(X)y] — 0,
n fer

where last inequality follows as long as for any distribution D’ € A(X x {£1}) there exists h € B
satisfying Eq. (48).

To see why Eq. (49) holds let now D’ be a probability distribution over X x {+1}. We then have
that for any h: X — {£1} that

Exynp hx)yl= > )y D(zy)
(z,y)eX x{£1}
=Y h(@)(D'(z,1) - D'(x,-1)). (50)
reX

If D'(z,1) — D'(x,—1) = 0 forall z € X, then E(x y)p[f(x)y] = 0 forany f € {£1}%¥, so the
claim holds for any h € B. If D’ (x,1) — D’ (:Jc7 —1) # 0 for some = € X, we further write that

E(x.y)pr |2 = > h(x)sign(D'(z,1) — D'(x,-1)) - |D'(2,1) — D' (z, —1)]
zeX
_ : / ’ D' (2,1) = D' (2, —1)]
= (I;( h(‘T) Slgn(D (1'7 1) -D (1177 *1)) erﬂpl(% 1) _ D/(I, _1))
D D' (2,1) = D2, -1)], (51)
TEX
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where we recall that we define sign(0) = 1. We now notice that sign(D’(z,1) — D'(z,—1)) is
indeed a mapping from X' to {£1}, and that [D'(z,1) — D'(z, —1)|/ >, c »|D'(x,1) — D' (2, —1)|
defines a probability distribution over X'. Thus, by Eq. (47), there exists h € B such that
. |D'(z,1) — D' (x,—1)| 1
h(zx)sign(D'(x,1) — D' (x, —1)) > —.
g( Zwexm’(%l) 7D,(5L'7*1)| \/R

Also, by Eq. (50), we have that sign(D’(x, 1) — D'(x, —1)) is a maximizer of Ey y)~p/[f(X)y]
over f € F and is such that

E (xy)~pr [sign(D' (2, 1) = D' (2, 1)) (x)y] = Y [D'(2,1) = D'(x, ~1)|

= sSup E(x,y)ND’ [f(X)Y]
ferx
Combining these two observations we conclude from Eq. (51) that there exists h € 3 such that
1
Ex vy~ [h(X)y] > — sup E(x vy [f(X)Y].
()~ [2(X)Y] 7 S Eey) o [f(¥)y]

as claimed, which combined with the case where D’(z,1) — D’(z,—1) = 0 for all z € X concludes
the proof. O

With the proof of Lemma E.2 done we now give the proof of Lemma E.3, for completeness. To this
end we need the following two technical lemmas.

Lemma E.6 (Shalev-Shwartz and Ben-David [2014], page 422, Lemma B.1). Let Z be a random
variable that takes values in [0, 1]. Assume that E[Z] = p. Then, for any a € (0, 1),

P[Z>1fa]2@.

This also implies that for every a € (0, 1),
P[Z > a] Zu > pu—a.
1—a

Lemma E.7 (Shalev-Shwartz and Ben-David [2014], page 428, Lemma B.11). Let X be a (m, p)
binomial variable, i.e., X = " | Z;, where Z; € {0,1} are i.i.d. with E[Z;] = p, and assume that

p=(1—¢)/2. Then,

Proof of Lemma E.4. Consider a sequence 1, ..., x4 which is shattered by the function class F, we
will in the following, for convenience consider, the enumeration of these points as the universe [d],
i.e., i € [d] is x;. Furthermore, let b € {£1}<, and for each such b consider a distribution D;, on
[d] x {£1}, where p in the following is strictly less than 1/(d — 1),

(1/2+c)pify=b,z € [d—1]
Dy(x,y) = (1/2—c)pify = —bj,x € [d— 1]
1—(d-1)pify=1,z=d

that is any point ¢ in [d — 1] is chosen with probability p and with probability 1/2 + ¢ it gets the same
label as b; or with probability 1/2 — ¢ it gets the label —b;. We can see drawing a sample from the
above distribution as follows: We first draw a random point X from [d], where X is equal to « for
2 € [d — 1] with probability p and X is equal to d with probability 1 — (d — 1)p, (for later convince
let this distribution over [d] be denoted by D). Furthermore, we draw a uniform random variable U,
in [0, 1] and let

P[X > m/2] >

N | =

We now give the proof of Lemma E.4.

d—1
Y=cd{X=d}+) 2€d{X=j}(cd{U<1/2+cb;} —1/2)

= (,(X,U).
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We notice the loss of any f is given by

d

Lo,(f)=Y_ > Doli,y) € d{f(i) # v}

i=1 ye{1}

d—1
=p (2:(1/2 +o)- € d{f(i) #bi} + (1/2 =) € d{f(2) # —b¢}>

i=1

+ (1= (d=1)p) €d{f(d) #1}. (52)

Thus, we see that a hypothesis in F that evaluates to b on [d — 1] and 1 on d will have the smallest
possible loss (notice that such a hypothesis in F exists since the hypothesis class shatters z1, . .., zq),
being equal to p(d — 1)(1/2 — ¢), thus let f;, be such a hypothesis in F, for a given b € {41},
minimizing the loss function Lp,. We will set p = WM, such that the loss of f3 is equal

to L. We notice that this implies that we have to set ¢ small enough such that p < 1/(d — 1),

that is we have to have that 0 < L/(1/2 — ¢) < 1. To this end, we will set ¢ = \/64%, which

satisfies the condition ¢ < 1/2 since m > d/(L(1/2 — L)?), implying that L/(1/2 —¢) < 1

is equivalent to L < 1/2 — ¢ = 1/2 — /%=, since m > d/(L(1/2 — L)?) we have that

1/2— /g% >1/2—(1/2— L)/ 35 > L, thus for these values of ¢, pand m > d/(L(1/2— L)?)

we have that p < 1/(d — 1). Now using the expression of Eq. (52) we get that the excess risk of any
f to fp is lower bounded as follows,

d—1

Lp,(f) = Lp,(fs) = 2pc Y € d{f(i) # fli)}.

i=1

this also implies that given a sample S = (X1,Y1),..., (X, Y;,) drawn from D;, we have for any
learning algorithm A that

d—1
Lp,(A(S)) = Lp,(f) > 2pc > € d{A(S)(i) # fo(i)}. (53)
i=1
‘We will now show that
= 2pcd
Epoqt1ye |Esvpp [2962 € d{A(S)(i) # fb(i)}H > 7295 . (54)
i=1

We notice that since 2pc Z?:_ll € d{A(S)(i) # fub(i)} < 2pcd, and is non negative, we have that
for a < 2pcd an application of Lemma E.6 gives us that

-1
Epofz1)e l]P’swvgl lQPCZ € d{A(S)(i) # fo(i)} = aH

i=1

d-1 . ,
= Epfa1) []P’swpgl l2pczi_1 € d{A(S)(i) # fo(d)} S H

2ped ~ 2pcd
d—1 a
> Epyz1ya | Esupp [QPCZ € d{A(S)(i) # fb(i)}] ] /(2ped) — Sped
i=1
1 a
> PY EYNEE
— 25 2pcd
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where we in the last inequality have used the lower bound of Eq. (54), thus setting a = 2ped /50 we
get that

Ep~(t1}e [Ps~op [£D, (A(S)) — Lo, (fo) > 2ped/50]]

d—1
> Epfi1ya [IPSNDQ [mz € d{A(S)(i) # fo(i)} > 2pcd/50H
=1
1 1

>
— 25 50
_ 1
50’
implying that there exists b € {4-1}% such that
1
Ps~op [Cp,(A(S)) — L, (fs) 2 2ped/50] = .

_ d
- 64mL

cd = L d d
PC=1a-1na2—¢ VeéamL
[ dL
> P
— ¥V 16n
where the first inequality follows fromd > 2so1/(d —1) > 1/dand 1/(1/2 — ¢) > 2. Thus, we
conclude that there exists b € {41} such that

Now using that p = m, c we get that

1
273

Lo, (AS)) = L, (fs) = =50/ 16, | 2 50

Pg..pm
S~Dy 50 V 16n

2 dL]

as claimed.

Thus, we now show Eq. (54) that is

2ped
25

-1
Ep~fx1}a [IESND{;z [21702 € d{A(S)(i) # fb(i)}H >

i=1
We now use that S ~ D;" has the same distribution as
S=((X1,Y1),....,Xm,Ym))
PR (X, 0,(X1, U)o (K €Kiy Una))) = (X, 6(X, U)),

where X ~ D™ and U ~ [0, 1]™, and we use the above entrywise notation for (X, ¢;,(X, U)). Using
the above and Eq. (53) we have that
Es~pp [Lp, (A(S)) — Lo, (fb)]
d—1

>2pey Exopn [Eunpo [€ d{AIX, 6(X,U))(0) # fi(i)}]]

i=1
and taking expectation over b ~ {£1}? we get that

Eb~s1}e [Es~pp [Lp, (A(S)) — Loy, (fb)]] (55)
d—1

> QPCZ]EXND’" [Eb~itr1ye [Eunpoym [€ d{A((X, (X, U))) (i) # fu(i)}]]]
d—1

= 2pCZ]EX~D"L [Ebﬂ_N{il}dfl [Ebiw{il} [EUN[O,l]m [G d{.A((X,fb(X,U)))(Z) 7& bl}]“] s

=1
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where we use b; to denote the i" entry of b and b_; the remaining d — 1 entries. We now bound
each term in this sum.

To that end we now consider any realization of X = x and b_; = b_;. Furthermore let
Ji = (ji,...,ji), such that ji < ... < ji and Tjiyeons Tji = 1, the indexes where z is equal to :.
We recall that (z, £y (, U)) ((xl,ﬁ(bh.._,bi ,,,,, bd)(x17U1)) ooy @y Loy by pa) (T Ui)))s
and let (z,4,(z,U))y;, = ((z X ji 7€(b1, b bd)( Uy{))? (x"“g(bh---7bm~--7bd)(xj,i’Uji)))

the entries of (z, U)) that are has z; equal to ¢ and (x, ¢p(x, U))_, are the remaining en-
tries of (z, Zb(ac ) that are not equal to 4. By the definition of £,

Uy (33, U i) = 2(€ d{U‘- <1/2+cb»}—l/2) = 0(U, b-)fort:l,...,kso
only a functlon of U and b;. Furthermore by the definition of £, ... b, 5,)(z, U) -y, = £ (U_,)

is only a function of U J; (the coordinates of U not with 1ndex in J ) and b_;. Using these observa-
tion we get that

)

and (z, 0y (x, U)) J, be the remaining entries of (:v lp(z, U)) In words, (x,lp(z,U)),, are
f (z, by (z,
u)

bg) We have that

..........

Eu~ioajm [€ d{A((@, L, ... b,....00) (7, U))) (i) # bi}]
= Y Puepun (b, ba) (2, U)) =y - € d{A((x,9)) (i) # bi}

ye{£1}m

Z PU~[0,1]"’” [(Uy,,bi) = y.] ']P)U~[O,1]’"*“’i‘ [6 d{%/_i(U—Ji)} = y—Jl}
ye{x1}m™

- € d{A((z,y)) (i) # bi}
= Z Pyjo,1pm-14:1 [%’,i(U—J,-) = y—JZ}

yijie{il}d*uil

Y Py [0(Us,b) = yu]- € d{A((@,9))(0) # bi}. (56)

y‘]ie{il}“’i‘

We notice that the first sum in the above expression is independent of b; thus we focus on the sum
over ¥ ,. To this end consider any y_ ;, we then have when taking expectation of b; over the second
sum in the above that

Bp, g1y > Puepouyt [€(Us,bi) =y € d{A((z,y))(i) # bi}
yJiE{il}‘Jil

- % Y Pucpu (U, 1) = ys]- € d{A((@,)(0) # 1}

yJie{il}\Jil

1
+ § Z PUN[O,I]‘JU [6/(UJi7 1) = yJi} € d{A(($7y))(2) # 1}
y‘,ie{iu\m

We have by independence of UJ’i’ ey UJ’?;' that

k
Pyajol (€U, 1) =y, HIE”U ~[01] { (Ui, 1) = yji }

k
H 1/2 +e Gd{y]’tizl} . (1/2 _ c)ed{yii:_l}
t=1

L k R
— (1/2 + C)Zt:led{yjz—l} . (1/2 _ C)Zt:led{yj%— 1}

)
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and similarly we have that

k
PUN[QJ]\JH [£/<UJ1-> _1) = yJi] = HPUJ%N[OJ] [EI(UJ';:’ _1) =Yji
1

o~
Il

(1/2 — o)W =1 L (12 4 ) S Musi="1

Il
E?s-

o~
Il

1
= (1/2 - T CM T (19 4 Bt =1)

implying that if Zle € d{y;; =1} > Zle € d{y;; = —1} or equivalently sign(Zf:1 y;) =1
(we take sign(0) = 1) then
]PU~[0,1]WH [EI(UJw ) =ys]l > IEDU~[0,1]IJH [E/(U=Ii7 -1) =yl
and if Zle ed{y;; =1} < Zle € d{y;; = —1} or equivalently sign(E:f:1 y;i:) = —1then
]PU~[0,1]\JH [EI(UJ” 1) =ys] < IEDU~[0,1]Im [Z’(UJ” 1) =yy,]

whereby we conclude that

Bp; g1y > Puspant (U, bi) = ys] € d{A((2,9))(0) # bi}
yjie{il}lm

=2 Y Puee [P(U 1) = ) € A 1)) # 1)

yu, €{£1}17il

b Y Pusu (U5, 1) = s € dA 1)) # ~1)

y‘,ie{jﬂ}\‘]i\

k
S By g [EUs 1) =l € d{ (z ) . }
t=1

y‘]ie{:tl}\h'\

k
1 .
T3 Z Pyajol €U, —1) = ys]- € d{mgn (Z yj;‘) # —1}
=1

yjie{iu\m

k
= EbiN{il} Z IP>UN[0,1]“’i‘ [£/<U1wbi) = yJi] "€ d{Sign (Z yﬂ) 7 bi} 7
t=1

yjie{il}m\

Y
DN | =

which furthermore by Eq. (56) implies that

Eb, ey Eunpo,1m [€ d{ A, by, s, by (2, U))) (i) # by }]

k
> Ep,~qa1y Y Py (U, b)) =yy]-€d {sign <Z yj;?) # bi}
t=1

|y, e{£1}17il

t=1

r k
= Ep,~{£1} [Eyngo,1)vsl le d{sign (Z el(UjZabi)> # bz}” ;

where the sum over y_ ;, becomes one since € d{sign (Zle ij’) # b, }, does not depend on y_ j,
and thus we can take it out of the sum over y_j, .
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Now in the case that |J;] = 0 we have that sign (Zle (U, bz)> = sign(0) = 1 and thus we
have the above is 1/2. Now in the case that |J;| > 0 we have that

k
Eyjo,11v:1 [E d{sign(Z g'(sz-,,bi)> # bl}H
=1
1 k t k
95 (PUN[O,I]Ji lSign(Z £/<Uj;fa 1)) #1 + Pyjo,1)17 [sign(z E’(sz, —1)) #+ —1] )
t=1

t=1
By the definition of ¢/(Uji,b;) == 2(€ d{U;; < 1/2 + cb;} — 1/2) we have that the event
sign <Ef:1 (Ui, —1)) # —1 happens when k/2 < [{t : £'(Uj;, —1) = 1}|, where the less than
or equal to is due to us taking sign(0) = 1. We notice that |{t : ¢'(U;;, —1) = 1}| has a binomial
distribution with k trials and success probability 1/2 — c¢. Thus, we have by Lemma E.6

Ep,~{+1}

k
Py~joayi [Sign(z (U, —1)> # —1] 2 Pyjo,1)17i {{t (U, —1) =1} > k/2}
t=1

> 5 (1= VT=ewp (IR0 - @)
> 2 (1- VTP - @),

where the last inequality follows from exp(x) > 1+ « for all z € R. Which furthermore implies that

k
Ep; {13 lEUN[O)”M le d{sign(Z fl(Uj;’abi)) # bz}H
= (1~ VITIEPIT— 20P),

which also holds for | J;| = 0 since Py, (g 1711 [sign(3F_, ¢'(Uj;,—1)) # —1] = 1/2 in this case.

Thus, by the above we showed that for any realization b_; of b_; and x of X we have that

Ep, {1} [Eu~jom [€ d {A((X, (X, U))) (i) # bi}]]
> Ep, (211 Bu~jo g [€ d{A((@, €y, b, 00)(#,0)))(i) # b; }]

> i(l = VIJil(20)2/(1 = (2¢)?)).

Now using this and plugging into Eq. (55) we get the following lower bounded

Epfz1ye [Es~pp [Lp, (A(S)) — Lo, (fb)]] (57)
d—1
> 23 Exp |31 VT - @)

where we recall that J; is the indexes of X that are equal to . Now using that 1/~ is a concave
function and Jensen’s inequality we have that

Expm [i“ VIR - <2c>2>>} > (1 - \/ (f(;)) Exopn nJiu)

1 - (2¢)2-m-p
4 (1—(202) )"

where the last inequality follows from that |J;| = -7, € d{X; =i} and p = Px,p [X; = 1]

fori € [d — 1], and j € [m]. Recalling that we had p = m, and ¢ = y/ 5%, which by
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m > W implies ¢ < /1/64, we make the following calculations on the right hand side of
the above to get that

2

d L
e mov=(2f55r) » iy

1 d

where the last inequality follows from d > 2sod/(d — 1) < 2 and ¢ < /1/64, furthermore since
we have that 1/(1 — (2¢)?) < 2% implying that

1—4/64

i2. .

(2¢)* - m p<1. 1 . 1 <2’
1-(2¢)2 8 1/2—,/1/64 1—-4/64 — 3

so that

Ex-om |31~ VTP - 2| =

implying by Eq. (57) that we have shown that

(1-v273) = 1/25,

A~ =

2ped
25
which was the claim of Eq. (54), concluding the proof of Lemma E.4. O

Epiz1}e [Es~pp [Lp, (A(S)) = Loy, (fo)]] >
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The merits of the paper is stated in the abstract and introduction.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We make it clear that we solve up to log factor the statistical problem of
agnostic boosting, but that we do not solve the computational problem.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
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Justification: The results are stated with the assumptions and the proofs are provided in the
appendix.
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» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.
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perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification:
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* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
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whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification:
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification:
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification:
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» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
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* It should be clear whether the error bar is the standard deviation or the standard error
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of Normality of errors is not verified.
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* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
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than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not see any ethical issues with the research conducted in this paper.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We do not see any direct societal impact of the work performed in this paper.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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