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Abstract
Pedestrian crossing intention prediction is a crucial component for ensuring safety
and responsible navigation in urban autonomous driving systems. Traditional meth-
ods, which have relied on vision-based models, struggle to generalize to unseen
driving scenarios due to their dependence on training data. Multimodal Large
Language Models (MLLMs) offer a novel approach to these challenges through
their advanced reasoning capabilities. In this paper, we introduce OmniPredict,
the first study to evaluate GPT-4o(mni), a cutting-edge MLLM, for predicting
pedestrian crossing intentions. Using the JAAD dataset, our model achieved 67%
prediction accuracy in a zero-shot setting, outperforming the performance of ex-
isting state-of-the-art MLLM methods by 17.5% without the need for additional
data or retraining. By integrating diverse contextual modalities and finely tuned
prompts, our approach enhances prediction reliability and reduces uncertainty. This
demonstrates that our method contributes to improving prediction performance,
thereby advancing safer driving environments.

1 Introduction
As autonomous driving technology advances, extensive research[1, 2, 3, 4] has focused on ensuring
pedestrian safety, as they are key participants in urban traffic. Accurate prediction of pedestrian
crossing intentions is essential for avoiding accidents and maintaining reliable autonomous driving
systems. However, traditional vision-based approaches depend on limited datasets and supervised
learning. The mainstream pipeline extracts features from past image frames such as pedestrian
trajectories[5], 2D keypoints[1, 6], vehicle speed[1, 3], and semantic maps[7]. Earlier models used
Long Short-Term Memory (LSTM)[8] or Recurrent Neural Networks (RNNs)[9] for sequential inputs,
while later models applied CNNs[10, 11, 12, 3] and Graph Convolutional Networks (GCNs)[13, 14]

∗Corresponding Author

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



“In	30	frames,	the	pedestrian	
will	be	[crossing/not-crossing].”

<Answer>

<Sequential Observation>
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<Task Instruction>

f"""You are an autonomous vehicle with a front-view 
dashboard camera. The camera captures the scene in 
front of the ego-vehicle, including pedestrians and 
other vehicles. The video is recorded at 30 frames per 
second (fps).\
Your task is to predict a pedestrian's behavior 30 
frames into the future based on the provided images, 
bounding box coordinates, and ego-vehicle speed 
information.\
The definitions of pedestrian behavior are as follows:\
*Crossing*: 

**crossing**: The pedestrian is actively crossing 
the road or crosswalk within the ego-vehicle's path.\

**not-crossing**: The pedestrian is not crossing 
the road or crosswalk.  """

After	30	frames,	will	the	
pedestrian	cross	the	road?

<Question>

Figure 1: A diagram of the OmniPredict based on the GPT-4o model utilizing multiple modalities.
The process involves providing multi-input features (Scene Context Image, Local Context Image,
Bounding Box Coordinates, Ego-Vehicle Speed), task instructions, and questions to obtain GPT-4o’s
predictions on pedestrian crossing intention.

with attention mechanisms. More recently, transformer-based models[7, 1, 5] have been proposed to
further enhance prediction accuracy.

Nevertheless, vision-based methods face challenges in detecting road environments or recognizing
and predicting objects not included in the training data, leading to limitations in complex environ-
ments. The emergence of Multimodal Large Language Models (MLLMs) like GPT-4V(ision)[15],
LLAMA[16], and LLAVA[17] offers promising solutions. These models have demonstrated strong
zero-shot recognition abilities and efficiently handle complex multimodal tasks. In particular, MLLMs
excel in interpreting visual data for decision-making in driving scenarios.

In this paper, we present OmniPredict, the first approach to use GPT-4o[18] (where "o" stands for
"omni"), a cutting-edge MLLM, for pedestrian crossing intention prediction. Our method integrates
meticulously tuned instruction prompts and diverse contextual modalities such as scene context
images, local context images, bounding box coordinates, and ego-vehicle speeds for GPT-4o. We used
the widely recognized Joint Attention in Autonomous Driving (JAAD)[19] datasets for evaluation.
OmniPredict achieved a 67% accuracy in a zero-shot setting, representing a 17.5% improvement
over the performance of GPT4V-PBP[4], the current state-of-the-art MLLM method. Our approach
significantly improved performance without the need for additional training or data collection. We
compared with domain-specific benchmark models to validate the effectiveness of our method in
accurately predicting pedestrian behavior. Qualitative results also revealed that GPT-4o outperforms
GPT-4V by providing a deeper understanding of the road environment and interactions between road
users, leading to fewer prediction errors and enhancing safety in complex driving conditions.

In conclusion, OmniPredict represents a major step forward by moving beyond traditional vision-
based models. Its multi-modal framework enables zero-shot predictions of pedestrian crossing
intention in unfamiliar environments, enhancing both the safety and reliability of driving systems.

2 Methodology
GPT-4o represents a significant advancement over previous models like GPT-4V, enabling much
more natural human-computer interaction. It excels in visual understanding and functions as a fully
comprehensive multimodal model. In our experiments, we used the OpenAI Python API to perform
tasks on the JAAD dataset through the GPT-4o API. Specifically, we focused on the JAADbeh dataset,
which includes detailed annotations of pedestrian behaviors.
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Our tasks used sequences of past frames as inputs to predict pedestrian behavior at a specified
future time. In contrast to GPT4V-PBP [4], our method integrates additional contextual data from
previous frames, including local context images, bounding box coordinates, and ego-vehicle speed,
as illustrated in Fig.1. By combining these elements, we input them into GPT-4o, allowing it to
predict pedestrian behavior with richer contextual awareness. The initial prompt informs the model
that it functions as an autonomous vehicle, with the visuals coming from a front-facing camera. We
designed the model to process information from 16 past frames and make predictions 30 frames
into the future, utilizing the same setup that other vision-based benchmark models have used for
performance evaluation.

1 f""" You are an autonomous vehicle with a front -view dashboard camera. The camera captures
the scene in front of the ego -vehicle , including pedestrians and other vehicles.

The video is recorded at 30 frames per second (fps).\
2 Your task is to predict a pedestrian 's behavior 30 frames into the future based on the

provided images , bounding box coordinates , and ego -vehicle speed information ."

Next, we defined pedestrian crossing behavior, as detailed in the following prompt. For crossing,
the main criterion was whether the pedestrian’s movement was directed towards the ego-vehicle,
although it was also important to consider if they were crossing the road or crosswalk.

1 f""" The definitions of pedestrian behavior are as follows :\
2 *Crossing *:
3 ** crossing **: The pedestrian is actively crossing the road or crosswalk within the ego -

vehicle 's path.\
4 **not -crossing **: The pedestrian is not crossing the road or crosswalk .\ """

We define the following four features to be used as input.

First, the Scene Context Image feature is defined as follows: SCi = {sct−15

i , sc
t−14

i , sc
t−13

i , ..., sct0i },
where sci refers to the full image (1920×1080 pixels) capturing all agents in the road environment,
such as pedestrians, crosswalks, and vehicles. The pedestrian bounding box is marked with a red box,
and GPT4V-PBP [4] uses only this full image for predictions.

The Local Context Image feature is defined as: LCi = {lct−15

i , lc
t−14

i , lc
t−13

i , ..., lct0i }, where lci is
cropped to an area 1.5 times the size of the pedestrian’s bounding box. This cropped image is then
resized to 224×224 pixels to maintain size uniformity across all pedestrians. Similar to the scene
context image, the pedestrian’s bounding box is highlighted with a red box. GPT-4o utilizes this red
box to focus on the pedestrian’s movement and body direction when making its predictions.

The Bounding Box Coordinates feature is defined as: Bi = {bt−15

i , b
t−14

i , b
t−13

i , ..., bt0i }, where
bi = [xtl, ytl, xbr, ybr] ∈ R4 represents a 2D bounding box, defined by the coordinates of the top-left
(xtl, ytl) and bottom-right (xbr, ybr) corners of each pedestrian.

The Ego-Vehicle Speed feature is defined as: ESi = {est−15

i , es
t−14

i , es
t−13

i , ..., est0i }, where esi ∈
{moving slow, decelerating, stopped, accelerating,moving fast} categorizes the ego-vehicle
speed into five levels for each frame. GPT-4o uses this to infer pedestrian behavior, such as the
likelihood of crossing based on the speed of ego-vehicle.

Based on these multi-input features, GPT-4o provides the following prediction results for pedestrian
behavior 30 frames ahead: "In 30 frames, the pedestrian will be [crossing/not-crossing]."

3 Experimental Results
3.1 Dataset
Joint Attention in Autonomous Driving (JAAD) dataset: The JAAD dataset was collected using
front-facing cameras mounted on vehicles, capturing from various locations. Video clips were divided
into 188 for training, 32 for validation, and 126 for testing. The JAADall includes all pedestrians,
regardless of whether they are involved in crossing. In contrast, the JAADbeh focuses on pedestrians
who are either crossing or showing an intention to cross, featuring labeled behavioral information.

3.2 Quantitative Results
In Table 1, the performance of traditional domain-specific models and GPT-based approaches is
evaluated across five key metrics. The models range from MultiRNN [20] (2018) to the latest
OmniPredict (2024), all tasked with predicting pedestrian crossing intent 30 frames in advance. The
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Table 1: Performance comparison with state-of-the-art methods summarized using Accuracy (ACC),
Area Under the Curve (AUC), F1 Score (F1), Precision (P), and Recall (R). The best results are
indicated in bold, while the second-best results are underlined.

Models Year Model Variants Use Frames JAAD-beh

ACC↑ AUC↑ F1 ↑ P ↑ R ↑
MultiRNN [20] 2018 GRU 16 0.61 0.50 0.74 0.64 0.86

SFRNN [9] 2020 GRU 16 0.51 0.45 0.63 0.61 0.64
SingleRNN [21] 2020 GRU 16 0.58 0.54 0.67 0.67 0.68

PCPA [22] 2021 RNN+Attention 16 0.58 0.50 0.71 \ \
IntFormer [23] 2021 Transformer 16 0.59 0.54 0.69 \ \

ST CrossingPose [24] 2022 Graph CNN 16 0.63 0.56 0.74 0.66 0.83
FFSTP [25] 2022 GRU+Attention 16 0.62 0.54 0.74 0.65 0.85

PIT-Block(a) [1] 2022 Transformer 16 0.70 0.65 0.81 0.71 0.93
GPT4V-PBP [4] 2023 MLLM 10 0.57 0.61 0.65 0.82 0.54

GPT4V-PBP Skip [4] 2023 MLLM 10 0.55 0.59 0.64 0.81 0.53

OmniPredict 2024 MLLM 16 0.67 0.65 0.65 0.66 0.65

table compares models based on their year of release and the number of preceding frames they use.
While the PIT-Block(a) [1] model leads in Accuracy of 0.70, AUC of 0.65, F1 of 0.81, and Recall
of 0.93, this can be attributed to its inclusion of pedestrian 2D keypoints, a feature not used in our
approach. Even without additional training, GPT-based MLLM models, including OmniPredict, show
competitive results. Notably, OmniPredict achieves the highest AUC of 0.65 and ranks second in
Accuracy of 0.67. It significantly outperforms GPT4V-PBP in both Accuracy of 0.67 compared to
0.57 and a recall of 0.65 compared to 0.54, indicating stronger performance in identifying relevant
instances. OmniPredict offers a balanced trade-off between Precision and Recall, making it a more
robust model for general classification purposes.

3.3 Qualitative Results

To understand the reasons behind GPT-4o’s enhanced performance compared to GPT-4V using the
same input features, we conducted a qualitative analysis. In this evaluation, we observed that GPT-4o
better interprets complex traffic scenarios and pedestrian interactions, demonstrating a higher ability
to generate accurate and reliable predictions. In the following example, we compare the conversations
of GPT-4V and GPT-4o regarding a particular traffic situation. The key phrases are emphasized in
blue text, while the comparison of performance between GPT-4V and GPT-4o is highlighted in red.
In the "Pedestrian Crossing Intention Prediction" scenario, when asked whether a pedestrian standing
near the curb is likely to cross the road, GPT-4o delivers a more definitive response, predicting that
the pedestrian will cross. In contrast, GPT-4V provides a less conclusive answer, considering both
possibilities: that the pedestrian might cross or remain in place.

Pedestrian Crossing Intention Prediction

After 30 framesCurrent frame

Do you think the man in the red box will cross the crosswalk in 30 frames, or will he not?

GPT-4V: From the image, it appears that the pedestrian in the red box is looking towards the ego-vehicle, which
suggests that he might be assessing the traffic before crossing. His body posture and direction of gaze indicate that
he might be intending to cross the road. However, it’s also possible that he is simply waiting at the corner or deciding
his next move based on traffic conditions.

4



GPT-4o: It appears that the pedestrian in the red box is trying to cross the road that the ego-vehicle is on. The
pedestrian is positioned at the edge of the crosswalk, facing the road, and seems to be looking in the direction of
oncoming traffic, which typically indicates an intention to cross.

4 Conclusion
This paper introduced OmniPredict, employing GPT-4o with multi-contextual inputs to improve
pedestrian crossing intention prediction in urban driving. By integrating multiple modalities and
finely tuned instruction text prompts, we increased pedestrian crossing intent prediction accuracy
on the JAAD dataset by 17.5%. Our zero-shot approach eliminates the need for further training,
making it efficient and sustainable. We compared its performance against traditional domain-specific
models. Qualitative comparisons showed that GPT-4o demonstrates superior adaptability to unfamiliar
environments compared to GPT-4V. Our results demonstrate the potential of zero-shot predictions to
improve road safety and become integral to future traffic management systems.
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