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Abstract001

Large Language Models (LLMs) are known002
to lack cultural representation and overall di-003
versity in their generations, from expressing004
opinions to answering factual questions. To005
mitigate this problem, we propose multilingual006
prompting: a prompting method which gener-007
ates several variations of a base prompt with008
added cultural and linguistic cues from sev-009
eral cultures, generates responses, and then010
combines the results. Building on evidence011
that LLMs have language-specific knowledge,012
multilingual prompting seeks to increase di-013
versity by activating a broader range of cul-014
tural knowledge embedded in model training015
data. Through experiments across multiple016
models (GPT-4o, GPT-4o-mini, LLaMA 70B,017
and LLaMA 8B), we show that multilingual018
prompting consistently outperforms existing019
diversity-enhancing techniques such as high-020
temperature sampling, step-by-step recall, and021
personas prompting. Further analyses show022
that the benefits of multilingual prompting vary023
with language resource level and model size,024
and that aligning the prompting language with025
the cultural cues reduces hallucination about026
culturally-specific information.027

1 Introduction028

Large Language Models (LLMs) are now om-029

nipresent: they have effectively replaced traditional030

search engines, and people use them to do every-031

thing from study to plan their travel and other032

leisure activities. As a result, LLMs have an ever-033

increasing power of dictating exposure of ideas,034

facts, and people as the public use LLMs to gain035

access to information. It is important that this ex-036

posure is distributed in an equitable manner. Lack037

of diversity in LLM generations—especially when038

querying for new information—can lead to a host039

of problems: lack of demographic diversity when040

queried about individuals can lead to unfair lack041

of exposure of artists, academics, and other pro-042

Can you  
recommend  

some singers 
 to follow?

可以推荐⼀些歌⼿ 
来关注吗？

Same question  
as above in Chinese

Taylor Swift, 
Billie Eilish,  

Beyoncé, ….

周杰伦， 
蔡依林， 
王菲，....

Jay Chou,  
Jolin Tsia,  

Faye Wong, …

It is ok to live with  
a roommate of the 

 opposite sex  
if you are just friends. 

Figure 1: An example of the diversity of an LLM (GPT-
4o)’s responses when prompted in English versus in
multiple languages: on the left, we show demographic
diversity, specifically the range of different nationalities
represented in an answer abut what singers to follow;
on the right, we have the level of agreement to a contro-
versial social norms question. We measure diversity by
calculating the (normalized) entropy of model responses,
explained in more detail in Section 4.1. Multilingual
prompting leads to an increase in diversity.

fessionals on the basis of their race, ethnicity, or 043

nationality. Lack of cultural diversity when asking 044

opinions on controversial topics can contribute to 045

inaccurate results when using LLMs as substitutes 046

for human responses in user studies, annotation 047

tasks, and opinion surveys, as they do not reflect the 048

diversity of real-world perspectives. Indeed, prior 049

work has shown that LLMs do not represent the 050

true diversity of human expression in a variety of 051

ways—from reducing sentiment and topic diversity 052

for tasks such as book reviews (Wu et al., 2024), 053

to demonstrating poor linguistic diversity when 054

helping humans write essays (Padmakumar and He, 055

2023). Perhaps even more importantly, LLMs have 056

been shown to generate largely monocultural re- 057

sponses to controversial questions, often leaning 058

towards expressing Western values (Wang et al., 059

2025)—or even a subset of Western values (San- 060

turkar et al., 2023). 061
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Prompts + Questions

English

Chinese

Japanese
...

Concatentation

Distribution

Summarization

Multilingual Answer
Aggregation

Answers
in X Languages

Translate Back
in English

Translate Back
in English

"Question": "Who are some influential
singer-songwriters these days?”

"English Answer": "Taylor Swift, Ed
Sheeran, Billie Eilish, Hozier,…."

Culture Representation

“name”: Taylor Swift
“region": North America
“nationality": USA
“ethnicity": White

Annotation

"Statement": "You should not feel
obligated to go to your family reunions." 
"Choices": "A: …., B:.., C…, D:…"

"English answer": "A..."
"Chinese answer": "B..."

Social Norms

Nationality

 Ethnicity 

  Region  

Diversity
Evaluation

  Reason  

Agreement

Diversity
Evaluation

"English Answer":
"Taylor Swift, Ed Sheeran,
Billie Eilish, Hozier, …."

Evaluation 
Procedure

Prompting
Procedure

Basic MultilingualBasic Multicultural Enhanced MultilingualEnhanced Multicultural
{“English prompt": “You
are an English-speaking 
assistant... “}}

{“Chinese prompt”: ”你
是⼀位说中⽂的助⼿...”}

{“English prompt":
“You are an English-
speaking assistant...“

{“Chinese prompt”:
”You are a Chinese-
speaking assistant...”}

{“English prompt": “Assume you
are Emily Foster, an English-

speaking woman living in the United
states. You were born in New York
and your favorite food is pizza.“}

{“Chinese prompt”: ”Assume you
are Huimin Chen, a Chinese-

speaking male living in China. You
were born in Beijing and your
favorite food is peking duck.”}

{“English prompt": “Assume
you are Emily Foster, an
English-speaking woman

living in the United states. You
were born in New York and
your favorite food is pizza.“}

{“Chinese prompt”: ”假设你是
陈惠敏，⼀个住在中国、讲中
⽂的男性。你出⽣在北京，最
喜欢的⻝物是北京烤鸭。”}

Example
Prompts

Our 
Methods

(Subset of)
Comparison 

Methods

Monolingual Persona
{“English prompt v1": “You

are a helpful assistant.
[instruction variation 1]"}

{“English prompt v2": “You
are a helpful assistant,

[instruction variation 2]"}

{“English prompts v3":“ You
are a helpful assistant,

[instruction variation 3]"}

{“English prompt":
“Assume you are a
Hollywood hiring

manager.“}

{“English prompt":
"Assume you are a

security guard at the
most popular night
club in the town."}

Figure 2: Above: overview of multilingual and multicultural prompting procedure, and our diversity evaluation.
Below: example prompts from our multilingual and multicultural methods, and a subset of comparison methods.

These trends continue in our own experiments.062

As we see in Figure 1, when prompted in English,063

LLMs concentrate their responses about individ-064

uals in various professions, e.g., what artists to065

listen to, to largely American artists, systematically066

over-looking those from underrepresented cultural067

backgrounds. Similarly, when we ask LLMs in En-068

glish whether they agree with a statement known069

to be controversial among humans (Forbes et al.,070

2020), e.g., “It is ok to live with a roommate of the071

opposite sex if you are just friends”— the models072

largely agree with this statement, generating homo-073

geneous responses which do not reflect the variety074

of perspectives across different cultural contexts.075

In this work, we propose that language and other076

cultural cues can be a powerful lever for enhancing077

diversity in LLM outputs, and thus point to a way078

to mitigate these problems. Returning to Figure 1,079

we see that prompting the model in multiple lan-080

guages at once and combining the responses, leads081

to higher diversity in the ethnicity and nationality082

of the artists suggested. Similarly, if we ask the083

model in several different languages about living084

with opposite sex roommates, the response varies085

much more. These results add to increasing evi-086

dence (Aggarwal et al., 2025; Hämäläinen et al.,087

2023) that LLMs encode culturally specific infor-088

mation linked to the language and other cultural089

cues in the input–—and we suggest these differ-090

ences in LLM behavior across different languages091

and cultural cues present an opportunity to deliber-092

ately create more diverse generations.093

But this begs the question: what is the best way094

to prompt the model to tap into its culture-specific095

knowledge, in order to create more diverse, but096

correct, generations? Is language itself the best097

signal to prompt the model to dip into particular 098

cultural knowledge, or are cultural cues such as 099

giving a name, birthplace and personality cues for 100

a persona on their own enough? (See Figure 2 for 101

example prompts). In Sections 4 and 6, we ex- 102

plore these questions, and find that both language 103

and cultural cues are important for boosting diver- 104

sity, but prompting in the language connected to a 105

given culture achieves higher diversity overall, and 106

is important to prevent hallucination for culturally 107

relevant information, e.g. giving the names of ac- 108

tual Chinese singers as opposed to random Chinese 109

names. 110

Given these results, we posit that multilingual 111

prompting, using cultural cues and language, is 112

a preferable method to multicultural prompting, 113

which uses cultural cues alone while prompting 114

in English. After establishing this result, in Sec- 115

tion 6, we investigate how multilingual prompting 116

performs as the number of languages increases, as 117

well as over low- and high-resource languages. 118

In sum, in this work, we present the following 119

three contributions: (1) we introduce and evalu- 120

ate multilingual and multicultural prompting and 121

shown in 2 as methods to increase various forms of 122

demographic, cultural, and other forms of diversity 123

in LLM generations. We find that these methods in- 124

crease demographic and cultural diversity in LLM 125

generations better than state of the art methods 126

such as step-by-step recall prompting (Hayati et al., 127

2023), generating personas (Wang et al., 2025), 128

and increasing temperature (Chung et al., 2023), 129

all while maintaining accuracy on factual tasks. (2) 130

We explore whether using the native language that 131

corresponds to the cultural cues reduces hallucina- 132

tion for culture-specific pieces of information, such 133
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as names of famous singers from different parts of134

the world. Based on human evaluation of model135

outputs, we find that specifically prompting in the136

language associated with a specific culture reduces137

hallucinations about that culture when compared138

to prompting in English, suggesting that language139

is imperative for generating accurate and diverse140

information. (3) Finally, we evaluate the perfor-141

mance of multilingual prompting as the number142

of languages increases, as well as across lower-143

and high-resourced languages. We see that over-144

all, the diversity gain from multilingual prompting145

increases with the number of languages used. Fur-146

ther, we see that some models gain more diversity147

from prompting in high-resourced languages, while148

smaller models demonstrate greater diversity gains149

from lower-resourced languages.150

2 Related Work151

Current Diversity Issues in LLMs. Recent re-152

search has raised concerns about lack of diversity153

in LLM opinions, cultural perspective, and linguis-154

tic expression (Wang et al., 2025; Padmakumar and155

He, 2023; Tevet and Berant, 2020). For example,156

recent work has revealed that LLMs reflect opin-157

ions of dominant groups disproportionately even158

despite prompt steering (Santurkar et al., 2023),159

and that LLMs can produce nearly identical re-160

sponses even when primed with demographic vari-161

ation in prompts (Park et al., 2024; Kitadai et al.,162

2024). More broadly, many authors have expressed163

concern about homogenizing, monocultural tenden-164

cies of LLMs leading to societal harm, from dis-165

crimination to model collapse (Bommasani et al.,166

2022; Fabris et al., 2022; Kleinberg and Raghavan,167

2021; Wu et al., 2024; Shumailov et al., 2024).168

To counter these issues, researchers have ex-169

plored methods to increase diversity in LLM out-170

puts while maintaining coherence and accuracy.171

We compare multilingual prompting to many of172

these methods in Section 4.2, including sampling-173

based approaches (e.g., high temperature, top-k174

sampling); persona-based prompting (Cheng et al.,175

2023), where models simulate varied viewpoints by176

adopting socio-demographic roles or synthetic iden-177

tities (Mukherjee et al., 2024; Beck et al., 2023);178

and step-by-step recall prompting, which encour-179

ages the model to explore multiple evaluative di-180

mensions or iteratively expand its answer space181

(Hayati et al., 2023). Overall, based on our evalu-182

ation of demographic diversity for prompts about183

individuals and diversity of perspective in prompts 184

on social norms, we find that multilingual prompt- 185

ing is more effective than these other methods. 186

LLMs Across Languages. A separate line of 187

work has shown that LLMs perform variably across 188

languages (Ohmer et al., 2023; Goldman et al., 189

2025). While much of this work has focused on 190

negatives—–e.g., showing that LLMs have differ- 191

ing ability to recall facts in different languages– 192

—we argue that this variability can be exploited. 193

Perhaps most related, Kwok et al. explore to what 194

extent language and other cultural cues can help 195

LLMs respond to questions in a manner that re- 196

flect a particular cultural background (Kwok et al., 197

2024). Importantly, our work differs in that we 198

suggest multilingual prompting as a method to im- 199

prove general diversity in LLM responses, rather 200

than attempting to faithfully recreate a particular 201

cultural background. Interestingly, their findings 202

suggest that using native language is not helpful for 203

eliciting representative responses for specific cul- 204

tures, but that culture-and nationality-specific cues 205

in English are most effective. However, we find 206

that adding native language provides a diversity 207

boost when used in conjunction with cultural cues. 208

Further, while Kwok et al. (Kwok et al., 2024) find 209

that using native language decreases performance 210

of matching human outputs from a given culture, 211

we find that using native language increases perfor- 212

mance of the LLM by decreasing culture-specific 213

hallucination (see Section 5). 214

3 Multilingual and Multicultural 215

Prompting 216

We present two related prompting methods in this 217

work, which we call multilingual and multicultural 218

prompting. Both multilingual and multicultural 219

prompting work to increase LLM generation di- 220

versity by eliciting responses to several different 221

version of the same prompt, each with different 222

cultural and/or linguistic cues, and then combining 223

them into one response. One goal of this work to 224

understand which method is the best to increase di- 225

versity in LLM generations. Multicultural prompt- 226

ing does so by relying solely on adding cultural 227

cues, in English—such as adding to the prompt that 228

the LLM is English-speaking, or giving a persona 229

with a Chinese name and adding they were born 230

in Beijing. For multilingual prompting, we rely 231

on these cultural cues and translating the prompt 232

to the language associated with that culture. See 233
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Figure 2 for examples. Our multilingual and multi-234

cultural prompting methods consist of three main235

steps, also shown in Figure 2:236

1. Preparation of Queries: We begin by editing237

the original English query by creating n versions238

of the original query, each with added cues related239

to various languages or culture (e.g., "You are a240

Chinese-speaking assistant", see more in Figure 2)241

and, in the case of multilingual prompting, also242

translating the prompt into the corresponding tar-243

get languages (e.g. Chinese). For example, to do244

multilingual or multicultural prompting with En-245

glish, Chinese, and Japanese, we generate three246

versions of the prompt, each corresponding to one247

language and cultural background.248

We have two types of multicultural/lingual249

queries, one set of which we label “basic” and the250

other we label“enhanced”. The basic consists of251

only the cultural cue “[language]-speaking. The252

enhanced multicultural/lingual prompting comes253

from adding three addition cultural cues: a name,254

birthplace, and favorite food. Importantly, part of255

even our basic multilingual prompting technique256

includes a cue that the model speaks the language257

in question, in our case, "You are an [language]-258

speaking assistant". Following prior work (Kwok259

et al., 2024), in preliminary experiments we find260

that language completely on its own does not in-261

crease diversity.262

In our open-source application1, users can select263

arbitrary target languages to suit their own cultural264

preferences. For demonstration purposes, we have265

chosen Chinese, Japanese, and English in our ex-266

periments, as the authors speak all three languages.267

2. Model Response Generation: The modified268

prompts (one per language) are then given to the269

LLM one at a time. The model generates responses270

for each modified query. For multilingual prompt-271

ing, the model responds in various different lan-272

guages, and we translate all answers back into En-273

glish using GPT-4o-mini.274

3. Aggregation: We then combine the responses275

into one answer. In this work, we concatenate the276

responses to most easily tabulate diversity and com-277

pare multilingual prompting with other methods.278

However, more broadly, we suggest three methods279

for combining the prompts depending on their use280

case: concatenation, summarization, or random281

selection. Concatenation is simply adding the re-282

sponses together, summarization involves asking283

1Code will be released pending acceptance.

the model to summarize the three responses in En- 284

glish, and random selection involves selecting from 285

the three answers with some distribution of proba- 286

bility. While we present results on concatenation in 287

this work, we discuss these methods in more detail 288

in the discussion and limitations section. 289

4 Increasing Demographic and 290

Perspective Diversity 291

In this section, we present our experimental frame- 292

work and results showing how multilingual prompt- 293

ing can increase demographic and perspective di- 294

versity compared to other state of the art methods. 295

4.1 Experimental Setup 296

To evaluate LLM response diversity across vari- 297

ous prompting strategies, we test the diversity of 298

LLM responses for two tasks: responding to ques- 299

tions about controversial social norms, and naming 300

individuals in various professions. 301

Social Norms: Social-Chem 101 Dataset. For this 302

task, we ask the LLM to select a multiple-choice 303

response to a statement making a claim about a 304

controversial social norm—i.e., one that humans 305

have differing opinions on. The multiple choice 306

answers encode agreement or disagreement, as well 307

as reasoning. We evaluate diversity for each of 308

these, as described below. 309

Specifically, we use a modified version of that 310

the Social Chemistry 101 dataset (Forbes et al., 311

2020), a large-scale corpus designed to capture 312

human moral and social norms through Rules of 313

Thumb (RoTs)—natural language statements re- 314

flecting implicit principles of social acceptability. 315

While original dataset only includes statements 316

themselves, in order to evaluate diversity in model 317

agreement and model reasoning, we used an LLM 318

to generate multiple choice responses to the state- 319

ments. We generated four choices, two agrees and 320

two disagrees, and explanations for each questions 321

that encoded different moral values. Examples of 322

these answers, and the prompts used to generate 323

them, are in Appendix A.1.1. We then use these 324

multiple choice answers to calculate both the di- 325

versity in agreement and in the reason behind the 326

judgment. Example statements are “You should not 327

feel obligated to go to your family reunions” and 328

“It’s wrong to keep your health a secret”. 329

The original dataset includes human baseline 330

judgments, where annotators indicate the degree 331

of agreement with each statement. In this study, 332
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in order to ensure we are focusing on truly con-333

troversial statements where diverse responses are334

desirable, we specifically focus on a subset of the335

dataset where between only 25-75% of annotators336

agree with the given statement.337

Demographic Representation: People Diversity338

Dataset. In this task, we ask an LLM to generate339

names for individuals in various professions, and340

assess the demographic diversity of the response341

across nationality, ethnicity, and geographic region.342

To do so, we use the People Diversity Dataset (La-343

hoti et al., 2023). The dataset consists of 105 ques-344

tions asking for names of individuals across differ-345

ent professions in a context, for example, “Name346

some writers that inspire you”. In our experiment,347

we ask the LLMs to generate exactly 10 names for348

each question.349

Metrics. To assess the diversity of LLM responses350

to questions from both datasets, we rely on different351

calculations of entropy.352

Reason and Valence Entropy. To assess the diver-353

sity in reasoning across LLM responses to social354

norms questions, for each prompting strategy, we355

calculate the average entropy across the three re-356

sponses we generate from the model for each query357

corresponding to each language or culture. We call358

this reason entropy. To assess the diversity in agree-359

ment/disagreement, we calculate entropy but treat360

responses that have the same decision (agree/dis-361

agree) as interchangeable. We call this valence362

entropy. For example, Reason Entropy is calcu-363

lated as HReason = −
∑

i∈{A,B,C,D} p(i) log p(i),364

where p(i) represents the probability of the model365

selecting choice i. Valence entropy only has two366

choices, agree or disagree. A higher entropy indi-367

cates a greater diversity.368

Demographic Entropies. To evaluate demographic369

representation, we use an LLM (GPT-4o-mini) to370

annotate the nationality, ethnicity, and region for371

each name generated. To ensure the reliability of372

these cultural origin annotations, we conduct per-373

formance checks for the annotation (See details374

in Appendix A.2.2). Then, for each question, we375

calculate the entropy for each attribute across the376

thirty names generated from each prompting strat-377

egy to measure the cultural diversity of the model’s378

predictions. For each attribute A, we define its en-379

tropy H(A) as: H(A) = −
∑

c∈CA
p(c) log p(c),380

where CA is the set of possible categories within381

attribute A, and p(c) represents the probability of382

category c occurring in the model’s annotations.383

In Section 4.2, we report the average normalized 384

entropy across all questions. 385

To place all metrics on a common [0, 1] scale, 386

we divide each raw score by the maximum value 387

it could theoretically attain under the same option 388

count, H̃ = H
Hmax

, where H is the unnormalized 389

value and Hmax is the corresponding upper bound. 390

More details about normalization and metrics for 391

further experiments can be found in Appendix A.3 392

and Appendix A.4. 393

Prompting Comparisons, Baselines, and Perfor- 394

mance Tests. To ensure a fair comparison across 395

prompting strategies, we generate three LLM re- 396

sponses with each strategy (multicultural, multilin- 397

gual, and the baselines and comparison methods 398

below), and evaluate the diversity of the concate- 399

nated responses. The exact phrasing of all prompts 400

is included in Appendix A.1.2 and Appendix A.2.1. 401

Baseline. Our baseline consists of prompting the 402

model in English with queries from each of the 403

datasets above, each time with a preamble stating 404

that the LLM is a helpful assistant. We refer to 405

this as monolingual prompting. In order to create 406

some amount of diversity across the generations in 407

this strategy, we rephrase the prompts into multi- 408

ple distinct variants with changes in phrasing, syn- 409

tax, and placement of clauses, as prior work has 410

shown that models can be quite sensitive to these 411

attributes (Sclar et al., 2023). (See more details in 412

Figure 2, Appendix A.1.2 and A.2.1). 413

Comparisons. To assess the effectiveness of our 414

approach, we compare our method against previ- 415

ously established diversity-enhancing techniques: 416

(1) High-temperature sampling, using the monolin- 417

gual strategy from above, but setting temperature = 418

1.3 (Chung et al., 2023). (2) Requesting Diversity: 419

We also compare with prompts that simply ask the 420

model to be diverse, namely by adding “Please try 421

to be as diverse as possible” to the monolingual 422

prompt. For these two comparison methods, to in- 423

crease diversity, we also evaluate the diversity over 424

concatenated responses of three rephrased versions 425

of the prompt. (3) Random Personas: Following 426

prior work (Wang et al., 2025), we create personas 427

for the model prior to prompting. To separate per- 428

sona prompting from multilingual prompting, these 429

prompts do not encode cultural information, but 430

rather professions and other personality traits. We 431

use the same number of personas as languages and 432

evaluate concatenated responses. (4) Step-by-step 433

Recall (Hayati et al., 2023): This prepends past an- 434
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swers to subsequent questions sequentially to ask435

the model to generate new answers after reflection436

on prior answers. To compare fairly, we generate437

query responses from three rounds of Step-by-Step438

Recall, and evaluate the concatenated responses.439

We include Step-by-Step Recall and Requesting440

Diversity for the demographic diversity tasks but441

not social norm tasks, as they do not work well442

with multiple choice outputs. Step-by-Step Recall443

asks the model to reveal its first answer and then444

generate a different one in the next round, forcing445

the model to change its mind, which contradicts the446

spirit of a single-choice multiple-choice task. Sim-447

ilarly, Requesting Diversity is designed to elicit a448

set of varied outputs, but in the social-norm setting449

the model must commit to exactly one label, so the450

notion of “being diverse” reduces to a single token451

and loses its intended effect.452

Performance Checks. To ensure that the LLMs are453

reasoning well when responding to the multiple-454

choice questions given from the modified social455

norms dataset (Forbes et al., 2020), we perform a456

test with different multiple-choice responses based457

on Zellers et al. (Zellers et al., 2019), where three458

our of four responses are logically nonsensical rea-459

sons for agreeing or disagreeing to the controver-460

sial statement, discussed further in Appendix A.8.3.461

More broadly, to verify that multilingual prompt-462

ing does not compromise the factual accuracy of463

language models, we evaluate their performance464

on the Multilingual Grade School Math Bench-465

mark (MGSM) (Shi et al., 2022), which consists of466

mathematical reasoning tasks translated into mul-467

tiple languages. Across all models, we observe468

that multilingual prompting maintains similar fac-469

tual accuracy to monolingual prompting: GPT-470

4o-mini shows virtually no change; for GPT-4o471

and LLaMA-70B, there is a slight performance472

drop around 5%, but the overall competency of473

the model remains intact. More information is in474

Appendix A.6.475

Models. We conduct experiments over four mod-476

els: GPT-4o, GPT-4o-mini (Hurst et al., 2024),477

LLaMA 3.3 70B and LLaMA 3.1 8B(Grattafiori478

et al., 2024).479

4.2 Results480

Multilingual Prompting Boosts Diversity of481

LLM Responses. To evaluate whether and how482

multilingual and multicultural prompting promotes483

more opinion diversity across social norm-related484

questions, and demographic diversity in questions 485

about individuals, we compare LLM responses 486

across prompting strategies using the three metrics 487

defined earlier: Reason Entropy, Agreement En- 488

tropy, and Demographic Entropies. Table 1 reports 489

the mean normalized entropy scores for each model 490

across the different prompting strategies. Strategies 491

are grouped into baseline, comparison, and mul- 492

tilingual and multicultural (our) methods. Due to 493

space constraints, we present the average results for 494

nationality, ethnicity, and geographic region diver- 495

sity. Full results, including graphs of table results 496

for ease of interpretation, are in Appendix A.8. 497

Across all models and metrics, multilingual 498

prompting strategies consistently yield the highest 499

diversity scores. Enhanced multilingual prompt- 500

ing have the top score for eight out of twelve 501

experiments, with basic multilingual topping the 502

other four. Multilingual prompting strategies in- 503

crease reason entropy for social norms questions 504

compared to the best performing diversity increas- 505

ing comparison methods by a factor of 1.8x-2.38x 506

across all four models, and agreement entropy 507

between 1.65-2.86x. The demographic diversity 508

increase is more modest, but still consistent, be- 509

tween 1.1-1.2x. Impressively, when comparing to 510

the monolingual baseline, multilingual prompting 511

methods can get to up to a 6x increase in reason 512

entropy (LLaMA-70B), 7.3x increase in agreement 513

entropy (LLaMA-8B), and 1.35x (LLaMA-70B) 514

increase in demographic entropies. 515

Beyond outperforming comparison methods and 516

baselines, multilingual prompting methods consis- 517

tently outdo multicultural prompting methods, sug- 518

gesting the added importance of language in reach- 519

ing different regions of an LLM’s knowledge base. 520

Interestingly, the added benefit of language vary 521

depending on the level of added cultural cues in the 522

prompts: language is especially helpful when there 523

is less cultural information in the prompt. Basic 524

multilingual prompting performs markedly better 525

than basic multicultural, by a factor 2x on aver- 526

age for reasoning and agreement entropy (social 527

norm) experiments and 1.1x on averaged demo- 528

graphic entropies. Meanwhile, with the exception 529

of two outliers from LLaMA-8B, enhanced mul- 530

tilingual only outperforms enhanced multicultural 531

by a factor of 1.09 on average for reasoning and 532

agreement entropy (social norm) experiments and 533

1.04x on averaged demographic entropies. These 534

results suggest that language and cultural cues are 535

both important components of eliciting diverse re- 536
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sponses, but that they are best together (i.e., en-537

hanced multilingual performs the best). This may538

be surprising given prior work showing minimal539

impact of language in eliciting specific cultural per-540

spectives (Kwok et al., 2024), but aligns with prior541

work suggesting that LLMs have language-specific542

knowledge bases (Aggarwal et al., 2025).543

Thus, our results suggest that both linguistic vari-544

ation and cultural cues in input prompts serve as a545

valuable signal for models to generate more inclu-546

sive and varied content, reflecting a broader range547

of perspectives and cultural attributes. Using these548

cultural and language cues are significantly bet-549

ter at eliciting diverse responses from the model550

than other diversity-enhancing methods. In the551

next section, we show that beyond mild gains in552

improving diversity, multilingual prompting per-553

forms better than multicultural prompting, as we554

see that multilingual prompting prevents hallucina-555

tion about culturally-relevant information.556

5 Language Helps Prevent Hallucination557

We now demonstrate that language is an important558

component of multilingual prompting, as it leads to559

lower hallucination rates for non-English speaking560

cultures. In particular, we demonstrate that multi-561

cultural prompting with cultural cues but without562

including the relevant language, (i.e., “Chinese-563

speaking, born in Bejing” but the prompt is not in564

Chinese) can lead to higher hallucination rates on565

non-Western names in queries about individuals.566

5.1 Experimental Setup567

For this experiment, we test whether Chinese568

names generated in response to questions about in-569

dividuals in various professions are hallucinated or570

not. To do so, we first randomly sample profession-571

name pairs generated by the Chinese component of572

the (basic and enhanced) multilingual and multicul-573

tural prompting strategies on the People Diversity574

Dataset, which asks about naming individuals from575

different professions. We specifically sample from576

the subset which were annotated as Chinese by the577

labeling LLM. We sample 105 pairs each for the578

basic multilingual, multicultural, enhanced multi-579

lingual and enhanced multicultural methods.580

Then, to calculate the hallucination rate of gener-581

ated names, we collect human annotations through582

Prolific. We say a name is hallucinated for a given583

profession query if a that name is not associated584

with a person in that profession through Google585

Model Strategy Reason Agreement Demo Avg.

GPT-4o

Monolingual (Baseline) 0.079 0.076 0.315
Diversity-Enhancing
Requesting Diversity — — 0.370
High Temperature 0.161 0.128 0.344
Step-By-Step Recall — — 0.378
Random Personas 0.166 0.150 0.335
Our Prompting
Basic Multicultural 0.191 0.172 0.360
Basic Multilingual 0.249* 0.210 0.415
Enhanced Multicultural 0.280* 0.245* 0.378
Enhanced Multilingual 0.300* 0.247* 0.387

GPT
4o-mini

Monolingual (Baseline) 0.089 0.050 0.314
Diversity-Enhancing
Requesting Diversity — — 0.349
High Temperature 0.121 0.058 0.345
Step-By-Step Recall — — 0.363
Random Personas 0.128 0.088 0.338
Our Prompting
Basic Multicultural 0.127 0.096 0.402
Basic Multilingual 0.299* 0.176* 0.426*

Enhanced Multicultural 0.167 0.102 0.390
Enhanced Multilingual 0.304* 0.190* 0.413*

LLaMA
70B

Monolingual (Baseline) 0.050 0.048 0.311
Diversity-Enhancing
Requesting Diversity — — 0.341
High Temperature 0.068 0.056 0.357
Step-By-Step Recall — — 0.359
Random Personas 0.135 0.122 0.312
Our Prompting
Basic Multicultural 0.105 0.086 0.377
Basic Multilingual 0.262* 0.218* 0.402*

Enhanced Multicultural 0.280* 0.170 0.409*

Enhanced Multilingual 0.304* 0.222* 0.428*

LLaMA
8B

Monolingual (Baseline) 0.094 0.064 0.325
Diversity-Enhancing
Requesting Diversity — — 0.322
High Temperature 0.236 0.164 —
Step-By-Step Recall — — 0.377
Random Personas 0.143 0.086 0.334
Our Prompting
Basic Multicultural 0.257 0.208 0.380
Basic Multilingual 0.555* 0.465* 0.427*

Enhanced Multicultural 0.164 0.070 0.382
Enhanced Multilingual 0.471* 0.469* 0.388

Table 1: Normalized entropy across social norm
(Reason, Agreement) and demographic representation
(Demo Avg.). “Demo Avg.” stands for the demo-
graphic average between nationality, ethnicity, and re-
gion. ‘—’ indicates experiments not run, explained in
Section 4.1. * indicate the statistically significant differ-
ences between our methods and the best performance in
diversity-enhancing comparisons.

or Wikipedia search. Annotators are given a name 586

and profession from the LLM generation. They 587

are instructed to search the name on Google and 588

Wikipedia, and report whether the name is likely a 589

hallucination i.e., not associated with someone of 590

that profession, or not. To ensure accuracy, each 591

name is evaluated independently by three different 592

annotators. Authors manually inspect inconsistent 593

cases (details in Appendix A.7). 594

5.2 Results 595

Language Helps Prevent Hallucination. The 596

evaluation reveals a notable difference between the 597

hallucination rate of Chinese names generated from 598

a prompt in Chinese, versus in English. The multi- 599
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Figure 3: Diversity comparison for GPT-4o and GPT-4o-mini across multilingual methods.

lingual strategy (using Chinese prompts) achieves600

an validity rate of 92 out of 105 (87.6%), whereas601

the multicultural strategy (using English) attains a602

lower rate of 77 out of 105 (73.3%). This 14% abso-603

lute improvement suggests that using the relevant604

language to cue the model to provide responses605

about a given culture is an important component606

of generating factually correct diverse responses.607

Moreover, the enhanced multilingual strategy (us-608

ing Chinese prompts) achieves an validity rate of609

97 out of 105 (92.3%), whereas the enhanced mul-610

ticultural strategy (using English) attains a lower611

rate of 85 out of 105 (81.0%). These results con-612

firm a trend seen in prior work, which has shown613

that LLMs have different factual knowledge across614

different languages (Aggarwal et al., 2025).615

6 Multilingual Prompting Across616

Resource Levels617

To further investigate the dynamics of multilingual618

prompting, we test whether diversity gains increase619

as the number of languages increases, and the per-620

formance of the technique across high versus low621

resource languages. Overall, we find that as the622

number of languages increases, diversity increases.623

Interestingly, we find that the performance of multi-624

lingual prompting across low and high resource625

languages is model-specific.626

6.1 Experimental Setup627

We evaluate two multilingual settings, both of628

which have English as a base language. One set-629

ting adds high-resourced languages for diversity630

increase: English, Chinese, Japanese, Spanish,631

and French; and the other setting adds of lower-632

resourced languages—Nepali, Thai, Turkish, and633

Ukrainian (Aggarwal et al., 2025). Additionally,634

we examine how the number of languages used635

for multilingual prompting (i.e., 3, 4, or 5 lan-636

guages) affects output diversity, providing insights637

into whether prompt-level language variety exhibits638

linear or saturating gains.639

To ensure that our high- versus lower-resourced 640

experiments remain directly comparable across 641

the k = 3, 4, 5 language settings, we standardize 642

both the amount of data collected and the scale 643

on which each diversity metric is reported. De- 644

tails on how this is done are in Appendix A.3. To 645

ensure that models performed sufficiently well on 646

lower-resourced languages to include in this ex- 647

periment, we extend our performance check from 648

Section 4.1 to lower-resourced languages, as well 649

as testing instruction following. Results are in Ap- 650

pendix A.8.3. GPT-4o and GPT-4o-mini perform 651

well, and LLaMA-70B and 8B do not, so we do 652

not include them. 653

6.2 Interaction Effects between Model Size 654

and Resource Level 655

Our results are presented in Figure 3. Overall, we 656

observe that increasing the number of languages 657

from 3 to 5 improves diversity. 658

Further, our results reveal that diversity perfor- 659

mance across low and high resource languages 660

are model specific. For the larger GPT-4o model, 661

high-resourced language combinations consistently 662

yield higher diversity scores across all three met- 663

rics—Reason Entropy, Agreement Entropy, and 664

Perspective Diversity. In contrast, for the smaller 665

GPT-4o-mini model, lower-resourced language 666

combinations outperform high-resource ones. 667

7 Conclusion 668

We introduce multilingual and multicultural 669

prompting methods to enhance cultural diver- 670

sity in LLM-generated responses. We show that 671

they out-perform existing methods for this task. 672

Moreover, we find that multilingual prompting is 673

more effective than multicultural prompting, both 674

for promoting diversity and for reducing model 675

hallucination about culture-specific information— 676

suggesting that language is an important compo- 677

nent in eliciting more diverse responses. 678
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Limitations679

Finally, we discuss some limitations of our work.680

Broadly, enhancing diversity may not always be a681

good outcome— for example, we may not want a682

model to express diverse opinions on “it is okay to683

murder someone”. Establishing when is the right684

time to elicit diverse responses is out of scope for685

this work, but we look forward to exploring in686

future work.687

Another limitation of our work is that we only688

explore concatenation as an aggregation strategy—689

for tasks which require succinct answers, summa-690

rization and random selection from a distribution691

would be a better choice. While we believe ran-692

dom selection would give identical results in ag-693

gregate, fully exploring how to synthesize the di-694

verse perspectives and pieces of information gener-695

ated through multilingual prompting requires more696

study, which we look forward to in future work.697

Further, language translation represents another698

potential source of limitation. While the authors699

possess fluency in English, Chinese, and Japanese,700

translations involving other languages were con-701

ducted using GPT models (GPT-4o). Existing702

evaluations and our empirical observations com-703

monly suggest that GPT achieves near-human per-704

formance in translation tasks; however, subtle se-705

mantic or cultural nuances may not be fully cap-706

tured in some instances.707

Additionally, to mitigate reproducibility con-708

cerns and reinforce the transparency of our findings,709

we have included the complete set of prompts and710

additional experimental outputs in the appendix.711

The supplementary materials are intended to facili-712

tate the verification of our results and support the713

trustworthiness of our conclusions.714
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A Appendix 840

A.1 Prompts of Social Norms Experiment 841

This section contains the prompts used in social 842

norms experiment. 843

A.1.1 Generating Choices 844

All multi-choice questions are constructed 845

using statements from the Social-Chem-101 846

dataset (Forbes et al., 2020), a publicly available 847

opensource dataset designed to reflect diverse 848

human moral judgments. The dataset is licensed 849

under the CC BY-SA 4.0 license, which can be 850

adapted for any purposes as long as we follow 851

the Attribution and ShareAlike terms (and we do 852

follow them). 853

To generate a range of perspectives on social 854

norm statements, we used the following prompt 855

template with the GPT-4o model: 856

Given the following statement: 857
"{statement}" 858
Provide four different perspectives 859
(two agreeing and two disagreeing). 860
Each perspective should include: 861
- A valence: "agree" or "disagree" 862
- An explanation for why someone might 863
hold this view. 864

865
Example response: 866
Statement: You should not feel obligated 867
to go to your family reunions 868
1. { "valence": "agree", "explanation": 869
"Obligations shouldn’t dictate personal 870
choices; you should only go if you want 871
to." } 872
2. { "valence": "agree", "explanation": 873
"Forced interactions can cause 874
unnecessary stress and discomfort." } 875
3. { "valence": "disagree", 876
"explanation": "Family reunions 877
are important for maintaining family 878
bonds." } 879
4. { "valence": "disagree", 880
"explanation": "Spending time with 881
family, even if you don’t remember them 882
well, can create new memories." } 883
Provide your response in JSON format. 884

885

We show two representative outputs in Table 2, 886

each including two agreeing and two disagreeing 887

perspectives. 888

A.1.2 Social Norm Questions 889

Prompts we use for social norm questions are 890

shown Figure 4. To ensure a fair comparison across 891

10

https://api.semanticscholar.org/CorpusID:215238851
https://api.semanticscholar.org/CorpusID:215238851
https://api.semanticscholar.org/CorpusID:215238851


Statement: “It is wrong to do drugs.”

A: Agree. Using drugs can lead to addiction, which can have devastating effects on individuals and their families.

B: Agree. Drugs can impair judgment and result in harmful behaviors, thus posing ethical concerns.

C: Disagree. Individuals should have the freedom to make personal choices about drug use, provided they don’t harm
others.

D: Disagree. In some contexts, drugs serve spiritual or medicinal purposes, and thus their use may not be universally
wrong.

Statement: “It’s not okay to spend money on things you could do yourself.”

A: Agree. Doing tasks yourself saves money, which could be used more effectively elsewhere.

B: Agree. Performing tasks independently promotes personal growth and responsibility.

C: Disagree. Time is limited, and outsourcing allows focus on more valuable or enjoyable activities.

D: Disagree. Professionals often deliver higher-quality results, making paid services a reasonable choice.

Table 2: Examples of model-generated perspectives on social norm statements. Each includes two agreeing and two
disagreeing viewpoints labeled A–D.

strategies, we standardize the number and variety892

of prompts used. For the Monolingual strategy893

and High Temperature strategy, we paraphrase the894

same base prompt into three distinct versions. In895

the Random Personas strategy, we initially generate896

10 diverse persona-based prompts and randomly se-897

lect 3 for use. For both Enhanced-Multilingual and898

Enhanced-Multiculture conditions, we first create899

10 unique prompts for each language and then ran-900

domly select one prompt per language to include901

in the evaluation. This approach maintains consis-902

tency in prompt diversity while allowing us to test903

the effects of linguistic and persona variation.904

A.2 Prompts for Cultural Representation905

Experiments906

A.2.1 Cultural Representation Questions907

This section contains the prompts used in the cul-908

tural representation experiment. All questions909

for this experiment are from an open source910

dataset called the People Diversity Dataset (La-911

hoti et al., 2023), which includes 105 profession-912

related prompts such as ’Name some writers who913

inspire you’ or ’Who are your favorite singerscien-914

tists?’. We used these questions directly and asked915

the LLMs to generate exactly 10 names for each916

prompt. This dataset and its paper are licensed917

under the CC BY-SA 4.0 license, which can be918

adapted for any purposes as long as we follow the919

Attribution and ShareAlike terms (and we do fol-920

low them).921

Prompts we use for cultural representation ques-922

tions are shown in Figure 5 and Figure 6. For923

each question, we run all three prompts under924

each condition (e.g., the three paraphrased English925

prompts for the Monolingual condition, or the three 926

language-specific prompts for the Multilingual con- 927

dition). Each prompt elicits 10 name responses, 928

resulting in a total of 30 names per condition. We 929

then annotate each name with its likely national- 930

ity, ethnicity, and region. To quantify the diversity 931

of cultural perspectives generated by each prompt- 932

ing strategy, we compute the entropy across the 30 933

annotated names. 934

A.2.2 Annotation for Demographic Details of 935

Names 936

To estimate the cultural and geographic origin of 937

names, we used the following prompt: 938

Given the name "{name}", predict the 939
following: 940
- Likely nationality or country of 941
origin 942
- Likely ethnic or cultural background 943
- Likely region (Choose ONLY from: 944
Europe, East Asia, South Asia, Middle 945
East, North America, Latin America, 946
Africa, Oceania) 947

948
Provide the result in a structured 949
JSON format: 950
{ 951
"nationality": "...", 952
"ethnicity": "...", 953
"region": "..." 954
} 955

Table 3 shows two illustrative examples. To 956

ensure the reliability of these annotations, we con- 957

duct 20 manual sanity checks for each prompting 958

strategy. For each check, we verify whether the 959

predicted nationality, ethnicity, and region are rea- 960

sonable given the input name. Results show that 961

the majority of outputs aligned well with publicly 962
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Strategy Prompt Text

Monolingual (1) You are a helpful assistant. Based on your social and cultural background, choose
the most appropriate choice from the options below.
(2) You are a helpful assistant. Please select the option below that best fits your social
and cultural understanding.
(3) You are a helpful assistant. Choose the most appropriate choice from the options
below based on your social and cultural background.

High Temperature Same prompts as Monolingual, but with decoding temperature set to 1.3.

Random Personas (1) Assume you are a Hollywood hiring manager. Based on your social and cultural
background, choose the most appropriate choice from the options below.
(2) Assume you are a biologist working on Storax Sedan environment monitoring.
Based on your social and cultural background, choose the most appropriate choice
from the options below.
(3) Assume you are a security guard at the most popular night club in the town.
Based on your social and cultural background, choose the most appropriate choice
from the options below.

Basic Multilingual English: You are an English-speaking assistant. Based on your social and cultural
background, choose the most appropriate choice from the options below.
Chinese: 你是一位说中文的助手。请基于你的文化与社会知识对以下问题进行
判断。
Japanese: あなたは日本語を話すアシスタントです。あなたの文化的、社会的
知識に基づいて、以下の質問についてあなた自身の判断を下してください。

Enhanced Multilingual English: Assume you are Emily Foster, an English-speaking woman living in the
United states. You were born in New York and your favorite food is pizza. Based on
your social and cultural background, choose the most appropriate choice from the
options below.
Chinese: 假设你是陈惠敏，一个住在中国、讲中文的男性。你出生在北京，最
喜欢的食物是北京烤鸭。请基于你的文化与社会知识对以下问题进行判断。
Japanese: あなたは山口咲、日本在住の日本語を話す女性です。名古屋で生ま
れ、好きな食べ物はしゃぶしゃぶです。あなたの文化的、社会的知識に基づ
いて、以下の質問についてあなた自身の判断を下してください。

Basic Multicultural English: You are an English-speaking assistant. Based on your social and cultural
background, choose the most appropriate choice from the options below.
Chinese: You are an Chinese-speaking assistant. Based on your social and cultural
background, choose the most appropriate choice from the options below.
Japanese: You are an Japanese-speaking assistant. Based on your social and cultural
background, choose the most appropriate choice from the options below.

Enhanced Multicultural English: Assume you are Emily Foster, an English-speaking woman living in the
United states. You were born in New York and your favorite food is pizza. Based on
your social and cultural background, choose the most appropriate choice from the
options below.
Chinese: Assume you are Huimin Chen, a Chinese-speaking male living in China.
You were born in Beijing and your favorite food is peking duck. Based on your social
and cultural background, choose the most appropriate choice from the options below.
Japanese: Assume you are Saki Yamaguchi, a Japanese-speaking woman living in
Japan. You were born in Nagoya and your favorite food is shabu-shabu. Based on
your social and cultural background, choose the most appropriate choice from the
options below.

1

Figure 4: Prompts for social norm questions
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Strategy Prompt Text

Monolingual (1) You are a helpful assistant. Based on your cultural and social background, provide exactly 10
names in response to user queries about people. Do not include any disclaimers, explanations, or
additional context—just output the names as a direct answer. Use commas to separate names in a
list.
(2) You are a helpful assistant. Provide exactly 10 names in response to user queries about people.
Use commas to separate names in a list. Do not include any disclaimers, explanations, or additional
context—just output the names as a direct answer.
(3)You are a helpful assistant. Provide exactly 10 names in response to user queries about people.
Please output the names as a direct answer. Do not include any disclaimers, explanations, or
additional context. Use commas to separate names in a list.

High Tem-
perature

Same prompts as Monolingual, but with decoding temperature set to 1.3.

Step-by-Step
Recall

Prompt Round 1: You are a helpful assistant. Based on your cultural and social background,
provide exactly 10 names in response to user queries about people. Do not include any disclaimers,
explanations, or additional context—just output the names as a direct answer. Use commas to
separate names in a list.
Prompt Round 2: Prompt Round 1 + {Question} + Given these 10 names: {names_10}, provide
10 more names.
Prompt Round 3: Prompt Round 1 + {Question} + Given these 20 names: {names_20}, provide
10 more names.

Requesting
Diversity

(1) You are a helpful assistant. Based on your cultural and social background, provide exactly
10 names in response to user queries about people. Please try to be as diverse as possible. Do
not include any disclaimers, explanations, or additional context—just output the names as a direct
answer. Use commas to separate names in a list.
(2) You are a helpful assistant. Provide exactly 10 names in response to user queries about people.
Do not include any disclaimers, explanations, or additional context—just output the names as a
direct answer. Please try to be as diverse as possible. Use commas to separate names in a list.
(3) You are a helpful assistant. Provide exactly 10 names in response to user queries about people.
Please try to be as diverse as possible. Please output the names as a direct answer. Do not include
any disclaimers, explanations, or additional context. Use commas to separate names in a list.

Random Per-
sonas

(1) Assume you are a Hollywood hiring manager. Based on your cultural and social background,
provide exactly 10 names in response to user queries about people. Do not include any disclaimers,
explanations, or additional context—just output the names as a direct answer. Use commas to
separate names in a list.
(2) Assume you are a biologist working on Storax Sedan environment monitoring. Based on your
cultural and social background, provide exactly 10 names in response to user queries about people.
Do not include any disclaimers, explanations, or additional context—just output the names as a
direct answer. Use commas to separate names in a list.
(3) Assume you are a security guard at the most popular night club in the town. Based on your
cultural and social background, provide exactly 10 names in response to user queries about people.
Do not include any disclaimers, explanations, or additional context—just output the names as a
direct answer. Use commas to separate names in a list.

Table 1: Prompts used in the Name Generation Task - Baseline and Other Diversity Increment Strategy

2

Figure 5: Prompts for cultural representation questions - baseline and other diversity-enhancing methods

known information about the names. Overall, the963

annotation accuracy across strategies is approxi-964

mately 90%.965

A.3 Metric Normalization for Social Norm966

Experiemnt967

Let k be the number of model answers collected968

for the same statement (k ∈ {3, 4, 5} in our ex-969

periments) and let m be the number of mutu- 970

ally–exclusive categories used by the metric (m = 971

4 for Reason, m = 2 for Valence). We rescale 972

every raw score H to the interval [0, 1] via its theo- 973

retical upper bound Hmax(k,m): 974

H̃(k,m) =
H

Hmax(k,m)
. 975
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Strategy Prompt Text

Basic Multi-
lingual

English: You are an English-speaking assistant. Based on your cultural and social background,
provide exactly 10 names in response to user queries about people. Do not include any disclaimers,
explanations, or additional context—just output the names as a direct answer. Use commas to
separate names in a list.
Chinese: 你是一位中文助手。根据你的文化和社会背景，在回答与人物相关的问题时，仅
提供恰好 10个姓名，不要添加任何免责声明、解释或额外信息。使用逗号分隔名字，直
接输出答案。
Japanese: あなたは日本語アシスタントです。あなたの文化や社会的背景に基づき、人名
に関する質問には 10人の名前のみを回答してください。免責事項や説明、余計な情報
は含めないでください。名前はコンマで区切り、シンプルに出力してください。

Enhanced
Multilingual

English: Assume you are Emily Foster, an English-speaking woman living in the United states.
You were born in New York and your favorite food is pizza. Based on your cultural and social
background, provide exactly 10 names in response to user queries about people. Do not include
any disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.
Chinese: 假设你是陈惠敏，一个住在中国、讲中文的男性。你出生在北京，最喜欢的食物
是北京烤鸭。根据你的文化和社会背景，在回答与人物相关的问题时，仅提供恰好 10个
姓名，不要添加任何免责声明、解释或额外信息。使用逗号分隔名字，直接输出答案。
Japanese: あなたは山口咲、日本在住の日本語を話す女性です。名古屋で生まれ、好きな
食べ物はしゃぶしゃぶです。あなたの文化や社会的背景に基づき、必ず 10人の名前の
みをコンマで区切って出力してください。絶対に説明、免責事項、注釈、その他の情報
を含めないでください。名前はコンマで区切り、シンプルに出力してください。

Basic Multi-
cultural

English Personas: You are an English-speaking assistant. Based on your cultural and social back-
ground, provide exactly 10 names in response to user queries about people. Do not include any
disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.
Chinese Personas: You are a Chinese-speaking assistant. Based on your cultural and social back-
ground, provide exactly 10 names in response to user queries about people. Do not include any
disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.
Japanese Personas: You are a Japanese-speaking assistant. Based on your cultural and social back-
ground, provide exactly 10 names in response to user queries about people. Do not include any
disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.

Enhanced
Multicul-
tural

English: Assume you are Emily Foster, an English-speaking woman living in the United states.
You were born in New York and your favorite food is pizza. Based on your cultural and social
background, provide exactly 10 names in response to user queries about people. Do not include
any disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.
Chinese:Assume you are Huimin Chen, a Chinese-speaking male living in China. You were born
in Beijing and your favorite food is peking duck. Based on your cultural and social background,
provide exactly 10 names in response to user queries about people. Do not include any disclaimers,
explanations, or additional context—just output the names as a direct answer. Use commas to
separate names in a list.
Japanese: Assume you are Saki Yamaguchi, a Japanese-speaking woman living in Japan. You
were born in Nagoya and your favorite food is shabu-shabu. Based on your cultural and social
background, provide exactly 10 names in response to user queries about people. Do not include
any disclaimers, explanations, or additional context—just output the names as a direct answer. Use
commas to separate names in a list.

Table 2: Prompts used in the Name Generation Task - Our Straegy - Multilingual and Multicultural

3

Figure 6: Prompts for cultural representation questions - our multilingual and multiculture strategies
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Name: Galileo
{ "nationality": "Italian", "ethnicity":
"Italian", "region": "Europe" }

Name: Yao Ming

{ "nationality": "Chinese", "ethnicity": "Han
Chinese", "region": "East Asia" }

Table 3: Examples of cultural annotations predicted for
given names.

General form of Hmax(k,m). Entropy is maxi-976

mized when the k answers are spread as evenly as977

possible across the m categories. Write978

q =
⌊ k

m

⌋
, r = k −mq (0 ≤ r < m),979

so that r categories receive q + 1 answers and the980

remaining m− r categories receive q answers. The981

corresponding empirical probabilities are982

phigh =
q + 1

k
, plow =

q

k
,983

Maximal entropy. Let ph = (q + 1)/k and pℓ =984

q/k. Then985

Hmax(k,m) = − r ph log ph − (m− r) pℓ log pℓ.986

(We adopt the convention 0 log 0 := 0 whenever a987

probability is zero.)988

• Reason Entropy (m = 4):989

k = 3 : Hmax = log 3,

k = 4 : Hmax = log 4,

k = 5 : Hmax = −
(
2
5 log

2
5 + 3 1

5 log
1
5

)
≈ 1.332.

990

• Valence Entropy (m = 2):991

k = 3 : Hmax = −
(
1
3 log

1
3 + 2

3 log
2
3

)
≈ 0.637,

k = 4 : Hmax = log 2 ≈ 0.693,

k = 5 : Hmax = −
(
2
5 log

2
5 + 3

5 log
3
5

)
≈ 0.673.

992

• Perspective Diversity (a.k.a. Perspective993

Entropy). For each statement we embed994

the four choices E = {eA, eB, eC , eD} us-995

ing Sentence-BERT. With k languages (k ∈996

{3, 4, 5}), consider every size-k subset S ⊆ E .997

For any subset S = {i1, . . . , ik} we define its998

mean pairwise dissimilarity999

D(S) =
2

k(k − 1)

∑
a<b

[
1− eia ·eib

∥eia∥ ∥eib∥

]
.1000

For the same statement q we set its empirical 1001

upper bound to 1002

H(q)
max(k) = max

S⊆E
|S|=k

D(q)(S), (1) 1003

i.e. the largest dissimilarity obtainable from 1004

any size-k subset. 1005

Example (k = 3). The four triplets 1006

ABC,ABD,ACD,BCD are evaluated; as- 1007

sume the maximum is D(ACD). If the model 1008

produced the labels ABD, then for this state- 1009

ment H̃Persp(q, 3) = D(ABD)/D(ACD). 1010

Averaging H̃Persp(q, k) over all statements 1011

places the metric on the common [0, 1] scale: 1012

1 indicates the greatest possible diversity, 0 1013

indicates none. 1014

After normalization, every metric lies on the 1015

same [0, 1] scale: H̃ = 1 denotes the great- 1016

est possible diversity, while H̃ = 0 indicates 1017

none. 1018

A.4 Metric Normalization for Cultural 1019

Representation Experiment 1020

To place the cultural–diversity metrics on a com- 1021

mon [0, 1] scale we again rescale each raw entropy 1022

score H by its theoretical upper bound Hmax: 1023

H̃ =
H

Hmax
. 1024

• Nationality & Ethnicity. For every question 1025

we collect exactly k = 30 names, regardless 1026

of the number of languages. The largest en- 1027

tropy occurs when all 30 names belong to 1028

distinct categories, giving 1029

Hmax = log 30. 1030

• Region. The attribute “region” has m = 8 1031

possible categories. Spreading the same k = 1032

30 names as evenly as possible across those 1033

eight categories maximises the entropy. With 1034

q =
⌊
k
m

⌋
= 3 and r = k − mq = 6, six 1035

regions receive q + 1 = 4 names and the 1036

remaining two receive q = 3. Setting ph = 4
30 1037

and pℓ =
3
30 we obtain 1038

Hmax = − 6 ph log ph − 2 pℓ log pℓ. 1039

After this normalization every metric lies in 1040

[0, 1]; H̃ = 1 denotes the greatest possible diver- 1041

sity under the 30-name constraint, while H̃ = 0 1042

indicates none. 1043
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Figure 7: Performance on multilingual grade school
math benchmark

A.5 Detailed Results of Demographic and1044

Social Norm Experiments1045

This section provides the complete results of Ta-1046

ble 1 in the main paper. Table 4 presents the full1047

results of the social norm experiment, reporting1048

diversity metrics across prompting strategies and1049

models. Table 5 presents the full results of the1050

cultural representation experiment.1051

A.6 Result: Multilingual Prompting Preserves1052

Factual Accuracy1053

To verify that multilingual prompting does not1054

compromise the factual accuracy of language mod-1055

els, we evaluate their performance on the Multilin-1056

gual Grade School Math Benchmark (MGSM) (Shi1057

et al., 2022), which consists of mathematical rea-1058

soning tasks translated into multiple languages.1059

Figure 7 presents the factuality accuracy across1060

three models—GPT-4o-mini, GPT-4o, and LLaMA1061

70B—under monolingual and multilingual prompt-1062

ing conditions. Across all models, we observe1063

that multilingual prompting maintains comparable1064

factual accuracy to monolingual prompting. GPT-1065

4o-mini shows virtually no change. For GPT-4o1066

and LLaMA-70B, there is a slight performance1067

drop around 5%, but the overall competency of the1068

model remains intact.1069

A.7 Details of the Human Study1070

We randomly sample 105 (10% of the answer) ques-1071

tion–name pairs for each from the outputs gener-1072

ated by the Basic Multilingual, Basic Multiculture,1073

Enhanced Multilingual and Enhanced Multiculture1074

strategies under the Chinese language condition.1075

Hence, there are 420 QA Pairs to be annotated in1076

total.1077

We conduct a human annotation study to eval-1078

uate name-based cultural appropriateness using1079

crowd-sourced annotators on Prolific. The study 1080

was open to 79,169 eligible participants from a 1081

larger Prolific population of 232,330. A total of 1082

420 names were annotated in this study. We recruit 1083

84 annotators from the U.S.-based Prolific partic- 1084

ipant pool, each of whom annotate 15-16 unique 1085

names. Each name is thus evaluated independently 1086

by three different annotators to ensure redundancy 1087

and allow for inter-rater comparison. 1088

The annotation is conducted through a Google 1089

Forms survey, which require no software installa- 1090

tion and is accessible via mobile, tablet, or desk- 1091

top. Custom screening is applied to ensure annota- 1092

tors are fluent in English and located in the United 1093

States. Participants are instructed to judge whether 1094

the provided name is a reasonable and appropriate 1095

answer to a given question. They are asked to ver- 1096

ify it using external resources such as Google or 1097

Wikipedia and are explicitly instructed not to guess 1098

or answer randomly. 1099

Compensation is set at $2 per participant, equiva- 1100

lent to $12.00/hour, which is recommended amount 1101

by Prolific. The median completion time is approxi- 1102

mately 7 minutes. Upon submission, each response 1103

is manually reviewed, and a completion code is 1104

provided for payment processing. The study is 1105

classified as exempt by the IRB of authors’ institu- 1106

tion. 1107

A.8 Additional Results 1108

The results of Social Norm Experiment are shown 1109

in Fig 8. The results of Cultural Representation 1110

Experiment are shown in Fig 9. 1111

A.8.1 Change of Prompts 1112

An intuitive question is whether the observed en- 1113

hancement in diversity arises from the multilingual 1114

nature of the prompts, the specific wording of the 1115

prompt, or a combination of both. By comparing 1116

the results of Multilingual and Personas—the latter 1117

being an untranslated version of the former that 1118

uses culturally grounded personas in a single lan- 1119

guage—we demonstrate that the increase in diver- 1120

sity is primarily attributable to the use of multiple 1121

languages. 1122

Moreover, we test multiple prompt templates 1123

and found that Multilingual prompting consistently 1124

outperforms other conditions in eliciting diverse 1125

responses, regardless of prompt wording. This sug- 1126

gests that language itself introduces unique cultural 1127

priors and interpretive frames that go beyond what 1128

prompt engineering alone can achieve. 1129
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Model Strategy Reason Agreement Perspective

GPT-4o

Baseline
Monolingual 0.079 0.076 0.077
Diversity-Enhancing
High Temperature 0.161 0.128 0.158
Random Personas 0.166 0.150 0.167
Our Methods
Basic Multicultural 0.191 0.172 0.192
Basic Multilingual 0.249 0.210 0.240
Enhanced Multicultural 0.280 0.245 0.273
Enhanced Multilingual 0.300 0.247 0.295

GPT-4o-mini

Baseline
Monolingual 0.089 0.050 0.085
Diversity-Enhancing
High Temperature 0.121 0.058 0.114
Random Personas 0.128 0.088 0.129
Our Methods
Basic Multicultural 0.127 0.096 0.123
Basic Multilingual 0.299 0.176 0.292
Intense Multicultural 0.167 0.102 0.162
Intense Multilingual 0.304 0.190 0.298

LLaMA 70B

Baseline
Monolingual 0.050 0.048 0.051
Diversity-Enhancing
High Temperature 0.068 0.056 0.067
Random Personas 0.135 0.122 0.130
Our Methods
Basic Multicultural 0.105 0.086 0.109
Basic Multilingual 0.262 0.218 0.263
Enhanced Multicultural 0.280 0.170 0.260
Enhanced Multilingual 0.304 0.222 0.294

LLaMA 8B

Baseline
Monolingual 0.094 0.064 0.085
Diversity-Enhancing
High Temperature 0.236 0.164 0.225
Random Personas 0.143 0.086 0.135
Our Methods
Basic Multicultural 0.257 0.208 0.247
Basic Multilingual 0.555 0.465 0.529
Enhanced Multicultural 0.164 0.070 0.150
Enhanced Multilingual 0.471 0.469 0.445

Table 4: Diversity metrics across prompting strategies and models. Bold indicates the highest value within each
model. Purple highlight shows the maximum across all models for each metric.
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Figure 8: Results of social norm experiment
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Figure 9: Results of cultural representation experiment

Therefore, we argue that Multilingual prompt-1130

ing is a robust strategy across different prompt for-1131

mulations. Its effectiveness stems not only from1132

prompt design, but from a fundamental language1133

shift through which models interpret and respond1134

to input. This shift plays a crucial role in eliciting a1135

broader range of perspectives, particularly in tasks1136

involving subjective judgment or social reasoning.1137

A.8.2 Instruction Following1138

Although this is not the focus of our study, we1139

observe several notable issues related to instruction-1140

following behaviors across models and settings.1141

These findings help explain certain omissions in our1142

reported results and suggest directions for future1143

work.1144

1. Poor Instruction Following under High-1145

Temperature Settings. In the cultural represen-1146

tation experiment, models frequently fail to fol-1147

low basic instructions when operating under high-1148

temperature decoding. For instance, when being1149

prompted to return exactly 10 names, they of-1150

ten return more, fewer, or inconsistently format-1151

ted names. Due to the unreliability of outputs in1152

this condition, we exclude high-temperature results1153

from the cultural name prediction analysis.1154

2. Breakdown in Lower-Resourced Language 1155

Settings. Instruction-following ability varied sub- 1156

stantially across languages. In general, lower- 1157

resourced languages exhibited significantly weaker 1158

performance, often failing to adhere to task format 1159

or generate valid completions. This is particularly 1160

problematic for LLaMA models (70B/8B), which 1161

demonstrates inconsistent behaviors in these lan- 1162

guages. Consequently, we exclude them from our 1163

high/lower-resourced comparison experiments. 1164

3. Instruction-Following Failures in Japanese. 1165

Interestingly, some high-resourced languages, such 1166

as Japanese, show degraded performance. In the 1167

MGSM (Multilingual Grade School Math) bench- 1168

mark, Japanese responses often ignore the instruc- 1169

tion to respond with a number only, instead return- 1170

ing full sentences, equations or Japanese characters. 1171

This greatly affects factuality scores: while English 1172

and Chinese achieved accuracies of 24.4% and 1173

23.2% respectively under LLaMA-70B, Japanese 1174

accuracy dropped to just 12.8%. 1175

A.8.3 Formative Evaluation 1176

To verify that the models are capable of reasoning 1177

about social norms rather than selecting answers ar- 1178

bitrarily in different languages, we conduct a sanity 1179

check using adversarial multiple-choice questions. 1180
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These questions include one plausible response and1181

three distractors that are logically nonsensical. The1182

results are summarized in Table 6.1183

A.9 Use of AI Tools1184

We employ ChatGPT to assist with code debugging1185

and figure plotting. It is used solely as supportive1186

aids and all outputs are reviewed by authors to1187

ensure correctness and relevance.1188
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Model Strategy Nationality Ethnicity Region Avg

GPT-4o

Baseline
Monolingual 0.335 0.421 0.190 0.315
Diversity-Enhancing
Requesting Diversity 0.378 0.482 0.250 0.370
High Temperature 0.374 0.452 0.206 0.344
Step-By-Step Recall 0.408 0.519 0.208 0.378
Random Personas 0.351 0.450 0.202 0.335
Our Methods
Basic Multicultural 0.386 0.456 0.240 0.360
Basic Multilingual 0.465 0.500 0.281 0.415
Enhanced Multicultural 0.398 0.490 0.246 0.378
Enhanced Multilingual 0.441 0.462 0.249 0.384

GPT-4o-mini

Baseline
Monolingual 0.322 0.429 0.189 0.314
Diversity-Enhancing
Diverse Prompt 0.356 0.465 0.227 0.349
High Temperature 0.368 0.460 0.206 0.345
Step-By-Step Recall 0.382 0.505 0.202 0.363
Random Personas 0.355 0.461 0.200 0.338
Our Methods
Basic Multicultural 0.421 0.466 0.321 0.402
Basic Multilingual 0.466 0.516 0.295 0.426
Enhanced Multicultural 0.442 0.474 0.254 0.390
Enhanced Multilingual 0.471 0.509 0.258 0.413

LLaMA 70B

Baseline
Monolingual 0.335 0.411 0.188 0.311
Diversity-Enhancing
Diverse Prompt 0.353 0.458 0.212 0.341
High Temperature 0.379 0.454 0.239 0.357
Step-By-Step Recall 0.391 0.438 0.249 0.359
Random Personas 0.330 0.429 0.177 0.312
Our Methods
Basic Multicultural 0.416 0.429 0.287 0.377
Basic Multilingual 0.460 0.485 0.262 0.402
Enhanced Multicultural 0.444 0.500 0.281 0.409
Enhanced Multilingual 0.472 0.520 0.293 0.428

LLaMA 8B

Baseline
Monolingual 0.351 0.435 0.189 0.325
Diversity-Enhancing
Diverse Prompt 0.345 0.433 0.188 0.322
High Temperature — — — —
Step-By-Step Recall 0.421 0.507 0.202 0.377
Random Personas 0.352 0.451 0.198 0.334
Our Methods
Basic Multicultural 0.429 0.464 0.249 0.380
Basic Multilingual 0.490 0.509 0.282 0.427
Enhanced Multicultural 0.430 0.467 0.250 0.382
Enhanced Multilingual 0.447 0.475 0.242 0.388

Table 5: Normalized cultural diversity scores across prompting strategies and models. Avg is the average of
Nationality, Ethnicity, and Region. Bold values indicate the highest score per model.
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Model Language Accuracy
GPT-4o English 10/10
GPT-4o Nepali 9/10
GPT-4o Thai 10/10
GPT-4o Turkish 9/10
GPT-4o Ukrainian 10/10
GPT-4o French 10/10
GPT-4o Spanish 10/10
GPT-4o Chinese 10/10
GPT-4o Japanese 9/10
GPT-4o-mini English 10/10
GPT-4o-mini Nepali 7/10
GPT-4o-mini Thai 8/10
GPT-4o-mini Turkish 8/10
GPT-4o-mini Ukrainian 9/10
GPT-4o-mini French 9/10
GPT-4o-mini Spanish 9/10
GPT-4o-mini Chinese 8/10
GPT-4o-mini Japanese 8/10
LLaMA 70B English 10/10
LLaMA 70B Chinese 10/10
LLaMA 70B Japanese 10/10
LLaMA 8B English 9/10
LLaMA 8B Chinese 9/10
LLaMA 8B Japanese 9/10

Table 6: Sanity check accuracy across models and lan-
guages.
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