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Abstract

Multi-agent systems (MAS) built on large language models (LLMs) offer a promis-
ing path toward solving complex, real-world tasks that single-agent systems often
struggle to manage. While recent advancements in test-time scaling (TTS) have sig-
nificantly improved single-agent performance on challenging reasoning tasks, how
to effectively scale collaboration and reasoning in MAS remains an open question.
In this work, we introduce an adaptive multi-agent framework designed to enhance
collaborative reasoning through both model-level training and system-level coor-
dination. We construct M500, a high-quality dataset containing 500 multi-agent
collaborative reasoning traces, and fine-tune Qwen2.5-32B-Instruct on this dataset
to produce M1-32B, a model optimized for multi-agent collaboration. To further
enable adaptive reasoning, we propose a novel CEO agent that dynamically man-
ages the discussion process, guiding agent collaboration and adjusting reasoning
depth for more effective problem-solving. Evaluated in an open-source MAS
across a range of tasks-including general understanding, mathematical reasoning,
and coding-our system significantly outperforms strong baselines. For instance,
M1-32B achieves 12% improvement on GPQA-Diamond, 41% on AIME2024,
and 10% on MBPP-Sanitized, matching the performance of state-of-the-art models
like DeepSeek-R1 on some tasks. These results highlight the importance of both
learned collaboration and adaptive coordination in scaling multi-agent reasoning.
Code is available at https://github.com/jincan333/MAS-TTS.

1 Introduction

The pursuit of creating intelligent and autonomous agents that can seamlessly operate in real-world
settings and complete complex tasks has been a foundational goal in artificial intelligence [6, 39, 57].
The advancement of LLMs [1, 25, 28, 34, 63] has opened new avenues in this domain. Despite their
impressive capabilities, single-agent LLMs often struggle to manage the inherent complexity in many
sophisticated tasks, necessitating the use of MAS [12, 32]. By leveraging collaborative interactions
among multiple LLM agents, MAS can effectively tackle diverse tasks, such as mathematical
reasoning [8], software development [45], and scientific discovery [36, 50], moving us closer to
realizing artificial general intelligence capable of generalizing across various domains [9, 15].
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Recently, TTS has emerged as an effective approach to enhance LLM performance, particularly for
complex mathematical reasoning tasks [17, 35, 41, 52, 60]. Techniques such as Monte Carlo Tree
Search [14, 68, 71], large-scale reinforcement learning [17, 43, 67], and supervised fine-tuning (SFT)
on detailed reasoning chains [41, 65], have been extensively utilized to facilitate TTS and improve
chain-of-thought (CoT) reasoning. However, TTS for collaborative reasoning within multi-agent
systems, where multiple agents with diverse expertise collaborate on complex problems, remains
an important open problem. Thus, this work investigates how to effectively scale multi-agent
collaboration and reasoning to enhance performance across a wide array of complicated tasks.

We demonstrate that the collaborative reasoning capabilities of LLMs can be effectively enhanced
through SFT on a rich dataset comprising hundreds of multi-agent collaborative reasoning traces.
Leveraging the fine-tuned LLMs within MAS allows adaptive scaling of agent collaboration, sig-
nificantly improving performance in complex tasks, including general understanding, mathematical
reasoning, and coding. Specifically, @ we first construct a high-quality multi-agent collaborative
reasoning dataset by solving diverse and challenging problems using an open-source MAS. To ensure
dataset quality and support long CoT, we filter low-quality examples and utilize DeepSeek-R1 [17]
to generate robust reasoning traces. Subsequently, we SFT an LLM on our curated dataset M500,
which contains 500 detailed multi-agent collaborative reasoning traces. The resulting model, termed
M1-32B, is designed to proficiently collaborate and scale reasoning from a multi-expert perspective.
@ To further optimize adaptive scaling in the MAS, we introduce a "CEQ" agent powered by M 1-
32B, inspired by the observation that leaderless groups in human societies often lack effectiveness
and coherent direction [10, 18]. This agent dynamically guides discussions, effectively managing
collaborative efforts and reasoning depth to enhance the overall performance of the system.

We conduct extensive experiments to validate our approach by fine-tuning Qwen2.5-32B-Instruct
[24] on our dataset M500, obtaining the model M1-32B, and integrating it within the AgentVerse [8]
multi-agent framework. Testing across various task categories—including general understanding,
mathematical reasoning, and coding—demonstrates that our M1-32B significantly outperforms
the baseline Qwen2.5-32B-Instruct within the MAS. For example, our method achieves a 12%
improvement on GPQA-Diamond [48], 41% improvement on AIME2024 [37], and 10% improvement
on MBPP-Sanitized [3], achieving a comparable performance to DeepSeek-R1 on MATH-500 and
MBPP-Sanitized.

In summary, our contributions are: @ We develop a comprehensive multi-agent collaborative rea-
soning dataset using an automatic generation pipeline to improve LLM collaboration and reasoning
in MAS; ® We train the M1-32B model, which exhibits strong collaborative reasoning abilities;
® We propose an adaptive scaling strategy that incorporates a CEO agent powered by M1-32B to
dynamically guide multi-agent collaboration and reasoning; and @ We demonstrate through extensive
experiments that our method significantly outperforms baseline models and achieves performance
comparable to DeepSeek-R1 on certain tasks.

2 Related Works

2.1 LLM Agents

Recent work has extended the capabilities of LLMs beyond standalone reasoning and understanding,
enabling them to operate as multi-agents that can interact with environments, tools, and other agents
to perform complex tasks [8, 29, 30, 32, 40, 45, 58]. These multi-agent systems (MAS) integrate
various techniques, including CoT prompting [56], iterative refinement [51], self-improvement
[22], and external tool usage [19, 46, 49], to support multi-step decision-making and long-horizon
planning. They have been applied successfully in domains such as mathematical reasoning [8],
software engineering [27, 45, 55, 64], and scientific discovery [36, 50]. Agent frameworks typically
structure the interaction with LLMs using techniques such as few-shot prompting [5] and guided
reasoning [51, 56], relying on the model’s in-context learning capabilities [42].

2.2 Test-time Scaling

A wide range of methods have been developed to improve reasoning in LLMs by leveraging test-time
scaling (TTS). Recent work explores techniques including hierarchical hypothesis search, which
enables inductive reasoning through structured exploration [54], and tool augmentation during



inference, which enhances downstream performance by allowing models to interact with external
environments [13, 46]. Other approaches focus on internal mechanisms, such as learning thought
tokens in an unsupervised manner [16, 66], allowing models to better utilize extended reasoning
sequences. Among the most studied scaling paradigms are parallel and sequential TTS approaches.
Parallel methods generate multiple solution candidates independently and select the best one using a
scoring criterion, such as majority voting or outcome-based reward models [4, 26, 52]. In contrast,
sequential methods condition each new attempt on the previous ones, allowing iterative refinement
based on prior outputs [21, 31, 41, 52]. Bridging these strategies, tree-based techniques such as
Monte Carlo Tree Search (MCTS) [59, 69, 70, 74] and guided beam search [61] enable structured
exploration through branching and evaluation. Central to many of these methods are reward models,
which provide feedback signals for generation. These can be categorized as outcome reward models,
which evaluate entire solutions [2, 62], or process reward models, which assess intermediate reasoning
steps [33, 53, 59], guiding the model toward more effective reasoning paths.

3 Methodology

We first describe the automatic generation of high-quality multi-agent collaborative reasoning data.
Next, we improve the collaborative reasoning capabilities of LLMs in MAS by performing SFT on
the generated data. Finally, we introduce a CEO agent into the MAS framework to further enable
adaptive scaling by directing collaboration and adjusting resource allocation.

3.1 Automatic Generation of Multi-Agent Collaborative Reasoning Data

Question Sampling Based on Difficulty, Diversity, and Interdisciplinarity. When selecting ques-
tions for our multi-agent collaborative reasoning dataset, we consider three main aspects: @ Difficulty,
® Diversity, and ® Interdisciplinarity. We begin with the complete dataset from Simple-Scaling
[41], which includes diverse questions sourced from historical AIME problems, OlympicArena [23],
and AGIEval [73], among others. These questions cover various domains such as Physics, Geome-
try, Number Theory, Biology, and Astronomy. To ensure difficulty and interdisciplinarity, we use
DeepSeek-R1 [17] to determine whether solving each question requires interdisciplinary knowledge,
excluding those that DeepSeek-R1 answers using fewer than 1024 tokens. Questions selected through
this process are generally challenging and demand knowledge integration from multiple disciplines.
For example, solving a complex mathematics problem might benefit from collaboration between
algebra and geometry experts, whereas addressing an advanced astronomy question could require
input from astronomers, physicists, and mathematicians.

Generating Multi-Agent Collaborative Reasoning Traces. To generate collaborative reasoning
traces, we employ open-source MAS frameworks and reasoning models, specifically AgentVerse
[8] and DeepSeek-R1 [17], to process previously selected questions. This MAS framework involves
multiple roles: Expert Recruiter (e.g., Human Resources), Problem Solver (e.g., Scientists and
Engineers), Executor (e.g., Quality Assurance Engineers), and Evaluator (e.g., Product Manager).
The agents collaborate in the following manner: the Expert Recruiter identifies and assigns suitable
experts for the task, with the total agent number fixed and independent of question complexity or
available information. These recruited experts function as Problem Solvers, proposing and iteratively
refining solutions through multi-turn discussions with a predetermined critic iteration number.
Once a consensus is reached—or if the maximum number of critic iterations is exhausted—the
resulting solution is passed to the Executor, who runs the necessary code or invokes external tools
if required. The Evaluator then reviews both the solution and the results produced by the Executor,
providing feedback for potential refinement. This iterative process continues until either the solution
is evaluated as correct or the predefined total iteration number is reached. Each MAS role produces
distinct inputs and outputs, generating reasoning traces from its expert viewpoint. We collect all
input-output pairs from each agent and compile the entire collaborative reasoning history into a
comprehensive trace for the respective question.

Data Filtering. To ensure high-quality collaborative reasoning traces, we filter data based on three
criteria: @ Consensus Reached: Traces where Problem Solvers fail to reach consensus within
the maximum allowed critic iterations are discarded. This criterion ensures effective discussion
convergence and minimizes unresolved reasoning. @ Format Compliance: Samples that deviate



Multi-agent Collaborative Reasoning Trace

Expert Recruiter
2

x
Prompt: You are leading a group of experts to solve: ... Find the greatest integer that does not exceed 100" Recruit two experts with
different specialties to best solve the problem...
Response: <think> ... I need to identify experts best suited for this geometry task... </think>1. A geometric analysis expert. 2. An
algebraic modeling expert.

Problem Solver 1 (Geometric Expert)

Prompt: ... Solve the following accurately: One base of a trapezoid is 100 units longer than the other... Find the greatest integer that
does not exceed 2 /100...

Response: <think> ... Let’s understand the structure: the segment splits the area in a 2:3 ratio. We need the length « such that both
halves have equal area... </think>...Using RMS to find z, we get:

2
T 18125
— = = 181.25 = | 181
100 100 -

Prompt: ... Given the prior solution, critique its correctness. Do not solve again. If you agree with the final answer, append [Agree]...
Response: <think> ... Reviewing the solution: the answer is correct. However, explanation for using RMS could be clearer... </think>...
The reasoning is sound and the steps are accurate. [Agree]

Evaluator

Prompt: You are an experienced science teacher. Evaluate the final solution from both solvers for correctness...

Response: <think> ... Let me verify each step. Yes, the use of RMS and the calculation are both appropriate... </think>... Correctness:
l..

Figure 1: An illustration of a multi-agent collaborative reasoning data sample from M500.

from the required format are excluded. Specifically, each agent’s reasoning must be enclosed within
<think> and </think> tags, and the final answers must be encapsulated within boxed{}. This
maintains output consistency and facilitates automated parsing and answer extraction. ® Correctness:
We extract the final answer from each collaborative trace and compare it against the ground-truth
solution, discarding any traces with incorrect answers.

Through this method, we iteratively sample 500 questions along with their corresponding multi-agent
collaborative reasoning traces, forming the M500 dataset. This dataset contains 500 challenging
and diverse questions requiring interdisciplinary collaboration, accompanied by comprehensive and
high-quality reasoning traces that document the full multi-agent problem-solving process. The
pseudocode detailing this sampling procedure is provided in Algorithm 1 in the Appendix.

Figure 1 shows an illustrative example from M500, with the complete data sample presented in
Figure 7 in the Appendix. The collaborative reasoning trace for this example includes input-output
interactions among four agents: Expert Recruiter, Geometry Expert, Algebra Expert, and Evaluator.
The example question is sufficiently challenging (requiring 5695 tokens), achieves consensus among
agents, complies with the required format, and produces a correct solution. Additionally, the
distribution of question categories in the M500 dataset, predicted expert counts, and solution token
usage are illustrated in Figure 2. We observe significant diversity in the dataset across fields such as
economics, physics, biology, and mathematics. Most questions are predicted to be optimally solved
by two experts and require fewer than 8192 tokens for solutions.

3.2 Enhancing LLM Collaborative Reasoning through Supervised Fine-Tuning

Inspired by Simple-Scaling [41], which shows that long CoT reasoning capabilities in LLMs can be
developed through SFT on detailed reasoning traces, we apply SFT to an LLM f using the M500
dataset. The goal is to enable f to produce long CoT that contributes to the collaboration in a MAS.
Specifically, the SFT objective is to minimize:
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Figure 2: Distributions of key statistics in M500: question category (filtered with count > 10),
predicted number of experts required for solving each problem, and solution token usage.

where Ps(y; | X, y<:) denotes the probability the model f assigns to token y; given input x and
previous tokens y ;.

For each question ¢ in the M500 dataset, we have a series of input-output pairs {(x;,y:)}"
corresponding to the reasoning traces from all participating agents. During training, we ensure all
reasoning traces for ¢, {(x;,y;)} . are grouped within the same batch and ordered according to
the original generation sequence in the MAS. This approach helps the model learn collaborative
reasoning in a coherent and temporally logical manner.

3.3 Adaptive Test-time Scaling

Recently, TTS has emerged as an effective method for enhancing the performance of LLMs. Models
such as OpenAlI’s o-series and DeepSeek-R1 have shown considerable improvements by employing
scaled reasoning during inference. However, the application of TTS within MAS remains relatively
unexplored. Previous studies in single-agent scenarios indicate that the optimal TTS strategy depends
on question difficulty [35, 60]. In MAS, choosing an appropriate TTS strategy is even more critical
due to the significantly higher computational and time costs involved in collaboration compared to
single-agent.

To address this issue, we propose an adaptive TTS strategy for MAS by introducing a dedicated
"CEOQO" agent, which dynamically manages collaboration and resource allocation based on the ongoing
progress of a given task. As shown in Figure 3, the CEO agent evaluates the question, current solution
state, evaluation feedback, and available resources to determine whether a proposed solution should
be accepted or needs further refinement. Additionally, this agent directs subsequent discussions,
decides how many agents to involve, and sets appropriate reasoning depth, i.e., the token budget for
each agent’s response.

Unlike static MAS configurations, which have fixed numbers of agents, iteration limits, and reasoning
depths, our adaptive approach allows the MAS to dynamically adjust its settings. This capability
enables more effective scaling of collaborative reasoning by modifying agent participation, termina-
tion conditions, and reasoning depth according to the evolving complexity and requirements of the
problem.

4 Experiments

To validate that our system—comprising the fine-tuned model and its integrated CEO—can effectively
enhance collaboration and reasoning in MAS, we conduct experiments using both state-of-the-art
(SOTA) open-source and closed-source LLMs on AgentVerse across tasks in general understanding,
mathematical reasoning, and coding. Additional investigations are conducted to investigate the
emerging behavior and scaling performance of our method.

4.1 Experimental Details

LLMs. We evaluate both reasoning-oriented and non-reasoning LL.Ms to fully understand the
effect of collaboration and reasoning in MAS. The primary baselines include Qwen2.5-32B-Instruct



Decision: Continue/Stop

Recruit: Cutoff/Hire, Recruit M experts

Direction: Focus on addressing ...

Maximum Tokens: Increase/Decrease, Use K tokens
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Current Multi-Agent System (MAS)
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Figure 3: Overview of integrating the CEO agent into an existing MAS, using AgentVerse [8] as an
example. The CEO agent adaptively scales collaboration and reasoning by adjusting the number of
agents, termination conditions, and reasoning depth.

(abbreviated as Qwen2.5) [24] and s1.1-32B [41]. Both M1-32B and s1.1-32B are fine-tuned from
Qwen?2.5; s1.1-32B additionally utilizes questions from Simple-Scaling [41] using DeepSeek-R1
reasoning traces in a single-agent setting. We also include DeepSeek-V3 [34] and DeepSeek-R1
[17] as strong open-source baselines. For closed-source models, we use 03-mini (medium) [44] and
GPT-40 (GPT-40-2024-08-06) [25].

Tasks. To conduct a comprehensive evaluation, we focus on three critical domains: @ General
Understanding: We use GPQA-Diamond (abbreviated as GPQA) [48] to evaluate the general
knowledge and Commongen-Challenge (abbreviated as Commongen) [38] to evaluate sentence
writing and response readability. GPQA-Diamond contains 198 PhD-level science questions from
Biology, Chemistry, and Physics. We report the percentage of questions answered correctly (zero-
shot). In Commongen-Challenge, the agent is required to generate a coherent and grammatically
correct paragraph using as many of the 20 given concepts as possible. The benchmark consists of 200
concept lists, and we report the average percentage of covered concepts. @ Mathematical Reasoning:
We evaluate on two widely used challenging math benchmarks: AIME2024 [37] and MATH-500 [20].
AIME?2024 includes 30 problems from the 2024 American Invitational Mathematics Examination
(AIME), while MATH-500 is a curated benchmark of competition-level math problems with varying
difficulty. The zero-shot accuracy, i.e., the percentage of correctly solved problems, is reported. &
Coding: We evaluate code generation ability using HumanEval [7] and MBPP-Sanitized (abbreviated
as MBPP-S) [3]. HumanEval consists of 164 Python programming problems designed to test the
ability to generate functionally correct code from natural language specifications. MBPP-Sanitized
contains 257 introductory Python programming problems that cover a broad range of algorithmic and
functional challenges. For both benchmarks, we report the zero-shot Pass@1 accuracy.

Training and Evaluation. We perform SFT on Qwen2.5 using the M500 dataset for 5 epochs with
a learning rate of le-5, resulting in our model M1-32B. Training is conducted on 8 NVIDIA A100
GPUs using FlashAttention [11] and DeepSpeed [47] within the LLaMA-Factory framework [72].
Evaluation is carried out using the open-source MAS AgentVerse with a default total agent number
of 5, critic iteration number of 3, and total iteration number of 2. The final response generated by
the MAS is used for evaluation. All main results are averaged over three runs. The prompts used for
all agents in the mathematical reasoning tasks are detailed in Appendix B for reproducibility, with



Table 1: Performance comparison on general understanding, mathematical reasoning, and coding
tasks using strong reasoning and non-reasoning models within the AgentVerse framework. Our
method achieves substantial improvements over Qwen2.5 and s1.1-32B on all tasks, and attains
performance comparable to 03-mini and DeepSeek-R1 on MATH-500 and MBPP-S, demonstrating
its effectiveness in enhancing collaborative reasoning in MAS.

Model General Understanding Mathematical Reasoning Coding
GPQA Commongen AIME2024 MATH-500 HumanEval MBPP-S
Non-Reasoning Models
Qwen2.5 50.2 96.7 21.1 84.4 89.0 80.2
DeepSeek-V3 58.6 98.6 33.3 88.6 89.6 83.9
GPT-40 49.2 97.8 7.8 81.3 90.9 85.4
Reasoning Models

s1.1-32B 583 94.1 533 90.6 82.3 774
DeepSeek-R1 75.5 97.2 78.9 96.2 98.2 91.7
03-mini 71.3 99.1 844 95.3 97.0 93.6
M1-32B (Ours) 61.1 96.9 60.0 95.1 92.8 89.1
M1-32B w. CEO (Ours)  62.1 97.4 62.2 95.8 93.9 90.5

prompts for other tasks available in the accompanying code. The M500 dataset and code are provided
in the supplementary materials.

4.2 Main Results

The experimental results comparing our method and baseline models across general understanding,
mathematical reasoning, and coding tasks are presented in Table 1. Several key findings emerge from
these results:

* QOur proposed method achieves substantial performance improvements across all evaluated
tasks relative to Qwen2.5, demonstrating that the integration of M1-32B and the CEO agent
effectively enhances general question answering, writing, mathematical reasoning, and
coding capabilities within MAS. Specifically, M1-32B w. CEO improves performance by
12%, 41%, 11%, and 10% on GPQA, AIME2024, MATH-500, and MBPP-S, respectively,
compared to Qwen2.5. Moreover, our method achieves comparable performance with SOTA
open-source and closed-source models, such as DeepSeek-R1 and 03-mini, on MATH-500,
Commongen, and MBPP-S, underscoring the effectiveness of our approach.

* Our approach significantly enhances collaborative reasoning in MAS compared to the
Simple-Scaling [41]. For instance, M1-32B with CEO outperforms s1.1-32B by 4% and 9%
on GPQA and AIME2024, respectively. Additionally, s1.1-32B experiences performance
degradation in coding tasks compared to Qwen2.5, likely due to the limited coding examples
in the Simple-Scaling dataset. In contrast, our method notably enhances coding performance,
highlighting its advantage over Simple-Scaling. Both M1-32B and s1.1-32B are trained on
samples derived from the Simple-Scaling dataset; thus, the observed improvements indicate
that multi-agent collaborative reasoning traces are more effective than single-agent reasoning
traces in enhancing LLM capabilities within MAS.

* The introduction of the CEO agent consistently improves the performance of M1-32B across
all tasks, highlighting that collaborative reasoning in MAS is effectively scaled when guided
by an M1-32B-based CEO agent.

4.3 Aha Moment in MAS

In MAS, we observe that when using M1-32B, agents sometimes exhibit emergent behaviors that
actively contribute to validating and refining collaborative processes, even when it is not explicitly
required. For example, as illustrated in Figure 4, the Problem Solver initially fails to recognize an
error in its solution. After reviewing this solution, the CEO agent actively checks its validity and
identifies the Problem Solver’s error, noting that it results in a negative length for a line segment. The



Aha Moment in MAS

Question
Let ABC be a triangle inscribed in circle w. The tangents to w at B and C intersect at point D, and A D intersects w again at P. If
AB =5, BC = 9,and AC = 10, AP can be written as 7 in lowest terms. Find m + n.

Problem Solver .
... Place B = (0, 0), C' = (9, 0), compute power of D: D B> 22512 Use the power of a point: DA - DP = D B2, solve for

DP, then compute AP = DP — DA. Finalresult: AP = 22 = m +n = ~

<think>...Wait, let’s see what the solution did. They said DA = %, DB? = %) 2 Then:

225/22)? 2025 325  —1100
DPzi( / ), AP=DP-DA="1 """ =
325/22 286 22 143

But length can’t be negative, which indicates a mistake in the sign. This suggests that the assumption about the position of P is wrong.

; s . _ 1100 _ 100
Maybe P is between D and A. So AP = S8 = 55 =~ 7.6923

The solution says AP = 22. That’s impossible. The correct value is AP = %, hence m + n = </think>
### Decision: Continue

### Recruit Number: 2

### Direction: 1) Verifying the power of point application 2) Re-examining the geometric configuration ...

### Maximum Tokens: 8192

Problem Solver
... Power of point D calculation: DA - DP = DB?
Where: DA = 325 (distance from D to A), DB = 222 (tangent length from D to circle). Solving for D P:

bp_ DB _ (%) _ 2025
DA 325 286

325 2025 _ 100

S — See 100

Critical geometric relationship: Point P lies between D and A, so: AP = DA — DP =

Final result: AP = lliso = m+n=

(0]
13

)
)
0]
=N

|

Figure 4: An “aha" moment in MAS where the CEO agent proactively verifies and corrects the
solution provided by the Problem Solver. After identifying an error, the CEO suggests a corrected
approach, which the Problem Solver then incorporates into its revised solution.

CEO agent then proposes an alternative and correct solution, prompting the Problem Solver to revise
its original response accordingly. This collaborative interaction, where one agent assists others by
verifying solutions, exploring alternative approaches, and suggesting corrections, occurs even when
other agents are unaware of their own mistakes. A plausible reason for this emergent behavior is
that the CEO agent, having been trained on multi-agent collaborative reasoning traces and observing
other agents’ discussions, actively validates and corrects solutions based on learned collaborative
patterns and insights gained from the reasoning of other agents.

4.4 Additional Investigation

Scaling Collaboration and Reasoning in MAS. We investigate how scaling collaboration and
reasoning affects the performance of M1-32B in MAS by systematically adjusting the total iterations,
critic iterations, total agent numbers, and maximum token limits. The results are presented in Figures
5 and 6. Our observations are as follows: @ Enhancing collaboration by increasing the interactions
among Problem Solvers significantly improves performance. This can be achieved either by raising
the critic iteration limit to allow more extensive discussion toward consensus or by increasing the total
number of Problem Solvers. However, involving too many Problem Solvers may reduce performance
due to divergent discussions among agents. Additionally, merely increasing the total iterations does
not improve MAS performance. ® Enhancing reasoning capabilities by increasing the maximum
allowed tokens per agent effectively improves MAS performance. Furthermore, optimal token limits
vary by task; for example, 16384 tokens yield optimal results for AIME2024, whereas 8192 tokens
are sufficient for GPQA. This finding supports our motivation for using the CEO agent to dynamically
manage token allocation based on specific task requirements.
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Figure 5: The effect of scale collaboration in AgentVerse using M1-32B by increasing the total
iteration, critic iteration, and total agents involved in the MAS.

AIME2024 GPQA i
Table 2: Comparison of Qwen2.5 and M1-32B
5 60 ° 60 ¢ used as a single agent (SA), within AgentVerse
g 50 (MAS), and within the MAS w. CEO.
£ 40 . 40 ? Setting AIME2024 GPQA
o °
< 20 30 ° Qwen2.5 + SA 26.7 49.0
210 i1 12 i3 14 9 10 i1 12 i3 Qwen2.5 + MAS 21.1 50.2
Maximum Tokens Maximum Tokens Qwen2.5 + MAS w. CEO 23.3 50.5
Figure 6: Effect of scaling reasoning on Agent- MI-32B + SA 46.7 58.1
Verse using M1-32B by controlling the maxi- M1-32B + MAS 60.0 61.1
M1-32B + MAS w. CEO 62.2 62.1

mum token usage.

Performance of M1-32B as a Single Agent. We further investigate the performance improvement
achieved by using M1-32B within MAS compared to its performance as a single agent. The results
are summarized in Table 2. We observe that employing M1-32B in MAS significantly improves
performance compared to its single-agent usage. In contrast, using Qwen2.5 within MAS results in
smaller improvements over the single-agent setting, further demonstrating the effectiveness of our
proposed method in enhancing MAS performance.

5 Conclusion

In this paper, we introduce an adaptive TTS method to enhance multi-agent collaborative reasoning
capabilities. We construct the M500 dataset through an automatic generation process specifically
for multi-agent collaborative reasoning tasks and fine-tune the Qwen2.5-32B-Instruct model on this
dataset, resulting in the M1-32B model tailored for MAS collaborative reasoning. Additionally, we
propose a CEO agent designed to adaptively manage collaboration and reasoning resources, further
improving the performance of M1-32B within MAS. Extensive experimental results demonstrated
that our method significantly surpasses the performance of Qwen2.5-32B-Instruct and s1.1-32B
models in MAS.

6 Reproducibility Statement

The authors have made an extensive effort to ensure the reproducibility of the results presented in
this paper. First, the experimental settings, including training configurations, evaluation protocols,
and model setup, are clearly described and detailed in Section 4.1. Second, the prompts for the
mathematical reasoning task are detailed in Appendix B for clarity and reproducibility. Third, the
MS500 dataset, all agent prompts on all tasks, other configurations, and the complete codebase are
included in the supplementary materials to facilitate full reproducibility and future research.
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A Data Generation

Algorithm 1 outlines the automatic pipeline for generating high-quality multi-agent collaborative
reasoning data used in M500. Starting from a raw pool of questions, the procedure filters for
interdisciplinary and sufficiently complex problems using an LLM. For each qualified question, the
MAS generates a reasoning trace. The resulting trace is included in the dataset only if it satisfies
predefined quality criteria, including consensus, correct formatting, and correctness. This process
continues until the target dataset size is reached.

Algorithm 1 MAS Collaborative Data Generation

1: Input: Question pool Qrw, LLM f, Multi-Agent System MAS, Target size N
2: Output: High-quality dataset D
3: procedure GENERATEDATA
4. D+

5: for all ¢ € Q. do
6.

7

8

if not ISINTERDISCIPLINARY(f, q) or TOKENUSAGE(f(q)) < 1024 then

continue

: end if
9: t < MASREASONINGTRACE(MAS, f, q)
10: if ISVALIDTRACE(t) then
11: D+ DU{(g,t)}
12: end if
13: if |D| = N then
14: break
15: end if
16: end for

17: return D

18: end procedure

19:

20: function ISINTERDISCIPLINARY(f, q)

21: return f predicts g requires multiple experts to accomplish
22: end function

23:

24: function TOKENUSAGE(f(q))

25: return Number of tokens used in f’s answer to ¢

26: end function

27:

28: function ISVALIDTRACE(%)

29: return ¢ satisfies consensus, format compliance, and correctness
30: end function

B Prompts

To support clarity, we provide the full set of prompts used by each agent in the AgentVerse framework
on mathematical reasoning tasks. Each agent role—CEO, Expert Recruiter, Problem Solver 1,
Problem Solver 2, and Evaluator—is governed by a system prompt and a user prompt that define
its responsibilities, behavior, and expected outputs. The prompts are carefully designed to simulate
realistic collaboration and maintain strict adherence to role-specific constraints.

CEO Prompts

System Prompt

You are the CEO of a collaborative problem-solving system. Your responsibilities include:
1. Monitoring solution progress and resource allocation

2. Making strategic decisions about continuation/termination

3. Managing expert recruitment and retention

4. Directing discussion focus areas when the solution is not correct
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5. Adjusting reasoning depth through token budgets

Previous system state:

- Task: ${task_description}

- Latest solution: ${current_solution}

- Evaluation feedback: ${evaluation_feedback}
- Current resources: ${current_resources }

User Prompt

Now, you need to decide the system state for this round. Carefully consider the following:

- Choose <Stop> only if solution is correct

- Recruit experts based on skill gaps identified in evaluation and do not recruit more than 4
experts, typically only 2-3 agents are needed for ordinary tasks and 4 agents are needed for
complex tasks

- Direct discussion to address weakest solution aspects

- Set token budget proportional to the task complexity, token usages should choose from [0,
2048, 4096, 8192, 16384, 32000], typically 2048 tokens for simple tasks, 8192 tokens for
tasks require medium reasoning, and 16384 or more tokens for complex reasoning tasks

Your response must strictly follow this structure:

#i## Decision: <Continue> or <Stop>

### Recruit Number: Number of experts to recruit in this round, should be an integer
between 1 and 4

### Direction: Discussion direction based on the task description, latest solution, critic
opinions, and evaluation feedback

### Maximum Tokens: Maximum tokens for each agent in this round, should be an integer
between 2048 and 32000

Expert Recruiter Prompts

System Prompt

# Role Description

You are the leader of a group of experts, now you are facing a math problem:
${task_description}

# Primary Objective

Your sole responsibility is to recruit ${cnt_critic_agents} experts in different specialized
fields to solve the math problem.

- DO NOT attempt to solve the problem yourself

- DO NOT propose any solutions or calculations

# Recruitment Focus

Your selection should be based on:

1. Identifying which expertise domains are relevant to this math problem type
2. Considering complementary skill sets that could collaborate effectively

3. Ensuring coverage of all potential aspects needed for solution

Here are some suggestions:
${advice}

# Prohibited Actions
- Any mathematical reasoning or problem-solving attempts
- Speculation about potential solutions

User Prompt
You can recruit ${cnt_critic_agents} expert in different fields. What experts will you recruit
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to better generate an accurate solution?

# Strict Instructions

You must ONLY recruit ${cnt_critic_agents} experts in distinct fields relevant to the math
problem type.

- DO NOT suggest solution approaches

- DO NOT compare potential methodologies

# Response Requirements

1. List ${cnt_critic_agents} expert roles with their specialization
2. Each entry must specify:

- Professional discipline (e.g., computer scientist, mathematician)
- Primary specialization field

- Specific technical expertise within that field

3. Ensure complementary but non-overlapping domains

# Response Format Guidance

Your response must follow this exact structure:

1. A [discipline] specialized in [primary field], with expertise in [specific technical area]

2. A [different discipline] with expertise in [related field], particularly in [technical
specialization]

Only provide the numbered list of expert descriptions and nothing more. Begin now:

Problem Solver 1 Prompts

System Prompt
Solve the following math problem accurately:
${task_description}

You have all the necessary information to solve this math problem. Do not request additional
details.

User Prompt

You are ${role_description}. Based on the chat history and your knowledge, provide a
precise and well-explained solution to the math problem.

Here is some thinking direction: ${advice}

# Response Format Guidance:

- Your final answer must directly address the math problem.

- Format your final answer as

boxedanswer at the end of your response for easy evaluation.

Problem Solver 2 Prompts

System Prompt

You are ${role_description}. You are in a discussion group, aiming to collaborative solve the
following math problem:

${task_description}

Based on your knowledge, give your critics to a solution of the math problem.

User Prompt

Now compare your solution with the last solution given in the chat history and give your
critics. The final answer is highlighted in the form

boxedanswer.




Here is some thinking direction: ${advice}

When responding, you should follow the following rules:

1. This math problem can be answered without any extra information. You should not ask for
any extra information.

2. Compare your solution with the given last solution, give your critics. You should only give
your critics, don’t give your answer.

3. If the final answer of your solution is the same as the final answer in the provided last
solution, end your response with a special token "[Agree]", otherwise end your response with
a special token "[Disagree]".

Evaluator Prompts

System Prompt

Experts: ${all_role_description}
Problem: ${task_description}
Solution:

${solution}

User Prompt

You are an experienced math teacher. As a good teacher, you carefully check the correctness
of the given last solution on a complex math problem. When the last solution is wrong, you
should output a correctness of 0 and give your advice to the students on how to correct the
solution. When it is correct, output a correctness of 1 and why it is correct. Also check that
the final answer is in the form

boxedanswer at the end of the solution. You should also give your confidence score for the
correctness of the solution.

You should respond in the following format:

### Correctness: (0 or 1, 0 is wrong, and 1 is correct)

### Confidence: (confidence score for the correctness of the solution)
### Advice: (advice to correct the answer or why it is correct)

C Data Sample

We present the complete version of the data sample illustrated in Figure 1 from the M500 dataset in
Figure 7. Agent roles are indicated using color: Expert Recruiter, Problem Solver 1,
, and Evaluator.

Multiagent Collaborative Reasoning Trace Data Sample

Agent: Expert Recruiter (System Prompt)
Role Description

You are the leader of a group of experts, now you are facing a problem:
One base of a trapezoid is 100 units longer than the other base. The segment that joins the
midpoints of the legs divides the trapezoid into two regions whose areas are in the ratio 2 : 3.
Let z be the length of the segment joining the legs of the trapezoid that is parallel to the bases
and that divides the trapezoid into two regions of equal area. Find the greatest integer that
2

does not exceed L.

100

Primary Objective

Your sole responsibility is to recruit 2 experts in different specialized fields to solve the
problem.
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- DO NOT attempt to solve the problem yourself
- DO NOT propose any solutions or calculations

Recruitment Focus

Your selection should be based on:
1. Identifying which expertise domains are relevant to this problem type
2. Considering complementary skill sets that could collaborate effectively
3. Ensuring coverage of all potential aspects needed for solution

Here are some suggestions:
No advice yet.

Prohibited Actions

- Any mathematical reasoning or problem-solving attempts

- Speculation about potential solutions

Agent: Expert Recruiter (User Prompt)

You can recruit 2 experts in different fields. What experts will you recruit to better generate
an accurate solution?

Strict Instructions

You must ONLY recruit 2 experts in distinct fields relevant to the problem type.
- DO NOT suggest solution approaches
- DO NOT compare potential methodologies

Response Requirements

1. List 2 expert roles with their specialization
2. Each entry must specify:
* Professional discipline (e.g., computer scientist, mathematician)
* Primary specialization field
* Specific technical expertise within that field
3. Ensure complementary but non-overlapping domains
Response Format Guidance
Your response must follow this exact structure:
1. A [discipline] specialized in [primary field], with expertise in [specific technical
area]
2. A [different discipline] with expertise in [related field], particularly in [technical
specialization]

Only provide the numbered list of expert descriptions and nothing more. Begin now:
Agent: Expert Recruiter (Assistant Response)
<think>

Okay, let’s tackle this problem. Hmm, the user wants me to recruit two experts to solve this
trapezoid problem. Let me first understand what the problem is about.

So, the trapezoid has two bases where one is 100 units longer than the other. There’s a
segment connecting the midpoints of the legs, which divides the trapezoid into two regions
with area ratio 2:3. We need to find z, the length of the segment that divides the trapezoid
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into two equal areas, and then compute the greatest integer not exceeding 2 /100.

Wait, the problem involves trapezoid properties, midsegments, area ratios, and something
about a segment that ensures equal areas. The key here seems to be understanding the
properties of trapezoids, especially related to midsegments and how different segments
parallel to the bases affect the area division.

First, I need to identify which fields are relevant here. Geometry, definitely. Maybe algebra
for setting up equations. The problem involves ratios and areas, so perhaps coordinate
geometry or using formulas related to trapezoid areas and midsegments.

The first expert should be a mathematician with expertise in geometry, specifically trapezoid
properties and area calculations. They would know the formula for the midsegment (which is
the average of the two bases) and how segments parallel to the bases divide the area. They
can set up the equations based on the given ratios.

The second expert might need to handle the algebraic manipulation and solving equations.
Since the problem involves finding = such that it divides the area equally, which relates to the
concept of mean proportional or integrating areas. Alternatively, someone with expertise in
algebraic problem-solving, especially in setting up and solving quadratic equations derived
from the geometric constraints.

Wait, but maybe another angle: the problem mentions the segment that joins midpoints of the
legs, which divides the trapezoid into two parts with ratio 2:3. The midsegment is usually
the average of the two bases, but here it’s the segment joining midpoints of the legs. Wait,
in a trapezoid, the midsegment (or median) is the segment connecting the midpoints of
the legs, and its length is indeed the average of the two bases. But the problem says that
this midsegment divides the area into 2:3 ratio. But normally, the midsegment divides the
trapezoid into two smaller trapezoids, each with half the height. Wait, but the area would
depend on the average of the bases times the height. So if the height is split equally, the area
ratio would be based on the sum of the bases for each smaller trapezoid. Hmm, maybe the
ratio isn’t 1:1, which is why this is a key part of the problem.

So the first expert, a geometer, can model the trapezoid, set up the relations between the
bases, the midsegment, and the areas. Then, the second expert, perhaps an algebraist or
someone skilled in solving equations, can take those relations and solve for the necessary
variables, eventually finding = and computing -2 /100.

Alternatively, maybe the second expert could be in mathematical analysis, dealing with
optimization or proportions. But I think algebra is more direct here. The problem requires
setting up equations from the given ratios and solving them step by step.

So the two experts needed are:

1. A mathematician specialized in geometry, with expertise in trapezoid properties and area
ratios. They can handle the geometric relationships, midsegments, and how segments affect
area division.

2. A mathematician with expertise in algebraic problem-solving, particularly in setting up
and solving quadratic or linear equations derived from geometric constraints. They can
manipulate the equations to find the required x value and perform the necessary calculations.
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These two roles are complementary: the first handles the geometric interpretation, the second
the algebraic solution. Together, they can cover all aspects needed to solve the problem.
</think>

1. A mathematician specialized in geometric analysis, with expertise in trapezoid
properties and area partitioning under parallel segments

2. A mathematician with expertise in algebraic modeling, particularly in solving ratio-
based systems of equations and quadratic optimization

Agent: Problem Solver 1 (System Prompt)
Solve the following problem accurately:

One base of a trapezoid is 100 units longer than the other base. The segment that joins the
midpoints of the legs divides the trapezoid into two regions whose areas are in the ratio 2 : 3.
Let x be the length of the segment joining the legs of the trapezoid that is parallel to the bases
and that divides the trapezoid into two regions of equal area. Find the greatest integer that
2

X
does not exceed —.

100

You have all the necessary information to solve this problem. Do not request additional
details.

Agent: Problem Solver 1 (User Prompt)

You are a mathematician specialized in geometric analysis, with expertise in trapezoid
properties and area partitioning under parallel segments. Based on the chat history and your
knowledge, provide a precise and well-explained solution to the problem.

Response Guidance:

- Your final answer must directly address the problem.

- If the problem requires a numerical answer, format it as at the end of your response.
Agent: Problem Solver 1 (Assistant Response)

<think>

Okay, let’s tackle this trapezoid problem. First, let me make sure I understand all the given
information and what needs to be found.

We have a trapezoid where one base is 100 units longer than the other. Let’s call the shorter
base b, so the longer base would be b 4 100. The trapezoid has two legs (the non-parallel
sides), and there’s a segment joining the midpoints of these legs. This midpoint segment
divides the trapezoid into two regions with areas in the ratio 2:3. We need to find the length =
of another segment that’s parallel to the bases and divides the trapezoid into two regions of

equal area. Then, we have to compute the greatest integer not exceeding %.

First, let me recall some properties of trapezoids. The midline (or mid-segment) of a trapezoid,
which connects the midpoints of the legs, has a length equal to the average of the two bases.
So, if the bases are b and b + 100, then the midline length m is m = w = b+ 50.
Now, the problem states that this midline divides the trapezoid into two regions with area ratio
2:3. Wait, the midline of a trapezoid usually splits it into two smaller trapezoids. But I need
to confirm how the areas are related here. Let’s denote the height of the original trapezoid as
h. Then the area of the entire trapezoid is m;loo)) X h = M x h = (b+ 50)h.
Since the midline is b + 50, the height of each of the two smaller trapezoids formed by the
midline would be % Wait, but if the midline is exactly halfway between the two bases, then

the height above and below the midline would each be % But the problem says the areas
are in ratio 2:3, which suggests that the division isn’t equal. Hmm, this seems contradictory.
Wait, maybe I made a wrong assumption here.

Wait, the midline is the segment connecting the midpoints of the legs, so maybe the height
isn’t split evenly? Wait, no, in a trapezoid, the midline is parallel to the bases and its length is
the average of the two bases, and the distance between each base and the midline is half the

height of the trapezoid. Therefore, each of the two trapezoids formed by the midline should
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have equal heights (each h/2), but their areas would depend on the lengths of their respective

bases.

Wait, let’s compute the areas The area of the upper trapezoid (between the top base and the
>< —=

midline) would be (b+m) 2 , and the area of the lower trapezoid (between the midline and

the bottom base) Would be w X % Since m = b + 50, substituting:

b+(b450 2b+50

PRI SR ok e

((b+ )-2(4— ))X2 ('*-2 ) % —(b—|—75)

Therefore, the upper area is (b + 25)%, and the lower areais (b+ 75) 5. The ratio of upper to
lower area would then be gﬁg According to the problem, this ratio is 2:3. So:

b25 _ 2

b+75 3

Cross-multiplying:

3(b+25) =2(b+ 75)

3b+ 75 =2b+ 150

Subtract 2b 4 75 from both sides:

b="75

So the shorter base b = 75, and the longer base is 75 + 100 = 175. The midline is
75 + 50 = 125.

Wait, but let me check. If the original trapezoid has bases 75 and 175, then the midline is 125.
The upper trapezoid (between 75 and 125) has area (75 + 125)/2 x h/2 = 100 x h/2 = 50h.
The lower trapezoid (between 125 and 175) has area (125+175)/2xh/2 = 150x h/2 = 75h.
Then the ratio of upper to lower area is 50h : 75h = 2:3, which matches the problem statement.
Great, so that’s correct.

Now, moving on to the second part: find the length x of the segment that is parallel to the
bases and divides the trapezoid into two regions of equal area. Then compute the greatest
integer not exceeding 22 /100.

To find x, we need to determine where to draw a line parallel to the bases such that the area
above and below this line are equal. Let’s denote the original trapezoid with bases a = 75
(shorter) and ¢ = 175 (longer), height h. We need to find the length = of a line segment
parallel to the bases at some height & from the base a, such that the area above z is equal to
the area below .

Let me recall that for a trapezoid, if you have a line parallel to the bases that divides the
trapezoid into two regions of equal area, then the length of that line can be found using the
formula involving the square roots of the areas. Wait, more precisely, since the area of a
trapezoid is proportional to the average of the bases times the height, if we divide the height
in such a way that the areas are equal, the position of z isn’t simply halfway up the height.
Instead, the ratio of the heights will relate to the square roots of the areas. Wait, maybe we
can model this using similar triangles or some proportion.

But since a trapezoid isn’t a triangle, the approach might be different. Let me think. Let’s
denote the height from the shorter base a = 75 to the line z as k, and the remaining height
from x to the longer base ¢ = 175 as h — k.

The area of the lower trapezoid (between a and x) is (aﬂ') x k.

Upper area:
Lower area:

The area of the upper trapezoid (between x and c) is (I+C) x (h—k).

Since the total area of the original trapezoid is (‘H'C)

areas) to each tie ha(lf ff) that. So:
T.X k - b X o X h
Simplifying:

(a + x)k = latah

Similarly, for the upper area:

@1 s (h—k) = x & 5

Which simplifies to

(z+¢)(h — k) = Letoh

Now, we have two equatlons:

L (a+2)k =0 (2 4 c)(h — k) = L

X h, and we want the lower and upper
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Since both right-hand sides are equal, we can set the left-hand sides equal to each other:
(a+2)k=(x+c)(h—k)

Let me rearrange this equation:

(a+2)k=(x+c)h—(z+ )k

Bring all terms to one side:

(a+z)k+(x+c)k—(r+c)h=0

Factor out k from the first two terms:
kla+z+z+c)—(z+c)h=0

Simplify inside the parentheses:

k(a+2zx+c¢)—(x+c)h=0

Hmm, this seems a bit complicated. Maybe there’s another approach

Alternatively, since the total area is a+c h, each part must be a+c h. So:
For the lower trapezoid:
(G'HC) k= (a+0) h
Mu1t1p1y both sides by 2:
( )k_ — (a;»c) h
Similarly, for the upper trapezoid:
(w'*‘c) (h—k) = (GIC) h
Mu1t1p1y both sides by 2:
(z+c)(h— k) = “F9p
Now, notice that both equations equal @h, SO:
(a+z)k=(x+c)(h—k)
Let me express this as:
k x+c

h—k — a+tz

This is a Sroportion between the segments of the height and the segments of the bases. But
how do we relate k£ and x?

Alternatively, perhaps using similar triangles. Wait, in a trapezoid, if we draw a line parallel
to the bases, the length of that line can be found by linear interpolation between the two bases,
depending on the distance from the base. However, because the area depends on both the
length of the base and the height, the relationship isn’t linear but quadratic.

Wait, here’s a formula I recall: If a line parallel to the bases divides the trapezoid into two
regions of equal area, then the length x of that line is the geometric mean of the two bases.
Wait, but the geometric mean is v/ac. Let me check if that’s correct.

Alternatively, maybe it’s the root mean square. Let me think. Suppose the area ratio is 1:1.
Let’s denote that the line divides the height such that the area above is equal to the area below.
Let’s suppose the original trapezoid has height h, and the line is at height £ from the bottom.

Then the area below is (a—;m) k, and the area above is w(h — k). Setting them equal:
(a+w) k= (z-i—c) (h k)

Mu1t1p1y both sides by 2:

(a+2)k = (¢ +)(h— k)

Let’s expand both sides:

ak + xk = xzh — xk + ch — ck

Bring all terms to the left:

ak +xk —xh+xk —ch+ck=0

Combine like terms:

(ak + ck) + (xk + zk) —xh —ch =0

Factor:

k(a+c¢) + 2xk —xh —ch =0

Let’s factor out A from the last two terms:

k(a+c¢)+x(2k—h)—ch=0

Hmm, this doesn’t seem to be simplifying nicely. Maybe there’s another way.
Alternatively, since the entire area is @h, each part must be %Lc)h.

So, for the lower trapezoid:

(a+z) k= a+c) h

And for the upper
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(r;—r) (h _ k‘) _ (ai—c) h

From the first equation:

(a+ )k = —(“JQFC) h

From the second equation:

(z+c)(h— k) = “F9p

Notice that these two equations are equal to the same value, so:
(a+2)k=(x+c)(h—k)

Let’s solve for k from the first equation:

L — (ato)h
2(a+x)
Similarly, from the second equation:
h— k = latoh
2(z+c)
Therefore, k = h — atalb

2(z+c)
Set these two expressions for k equal:
(atc)h _ h— (a+c)h

2(a+x) 2(z+c)

Divide both sides by h:
(atc) _ 1 (ato)
2(a+x) 2(xz+c)

Multiply both sides by 2 to eliminate denominators:
(atc) _ o _ (ato)

(ata) (z+c) L .

Lgt’s denote Ss = a + cto simplify notation. Then:

a+x x+c
Bring all terms to one side:
S 4 S _ )
a-+x x+c
Factor out S:
1 1)
S (@ + m) =2
Combine the fractions:
S . (z+c)+(atm) _ 2
(a+)(z+c)
Simplify the numerator:
(r+c+a+x)=(2z+a+c)
So:
. 2x+a+tc _
S aroetg =2
Since S = a + ¢, substitute back:
. 2x+a+tc _
(a + C) (a+:6)(.m+c) =2
Multiply both sides by (a + z)(x + ¢):
(a+c)2zx+a+c)=2(a+z)(x+c)
Expand both sides:
Left side: (a + ¢)(22) + (a + ¢)? = 2z(a + ¢) + (a + ¢)?
Right side: 2(ax + ac + 22 + z¢) = 2ax + 2ac + 22° + 2zc
Subtract left side from right side:
2az + 2ac + 22% + 2xc — 2x(a +¢) + (a +¢)?] =0
Expand 2z(a + ¢): 2az + 2cx
Expand (a + ¢)?: a® + 2ac + c?
So:
2ax + 2ac + 2% + 2cx — 2ax — 2cx — a® — 2ac — 2 =0
Simplify term by term:
-2ax — 2ax = 0 - 2cx — 2cx = 0 - 2ac — 2ac = 0 - Remaining terms: 222 — a? — ¢?
Thus:

222 —a?—c?2 =0

So:

222 = a? + 2
Therefore:
7= a?+4c?

24




Ah! So the length x is the root mean square (RMS) of the two bases. That’s interesting. So
regardless of the height, the line that divides the area equally has length equal to the RMS of
the two bases.

Wait, but let me verify this conclusion. Because when I derived it, I arrived at 222 = a2 + 2,

sox = “2—'2“2 That seems correct based on the algebra.
But let’s check with the values we found earlier. We have a = 75, ¢ = 175.

_ [75241752
Sox =4/==5"=.

Compute that:

75 squared is 5625, 175 squared is 30625. Sum is 5625 + 30625 = 36250. Divided by 2:
18125. So z = v/18125.

Calculate v/18125:

Well, 18125 divided by 25 is 725. So v/25 - 725 = 54/725.

Now, /725. Let’s see, 25 - 29 = 725. So /725 = 5v/29. Therefore,

V18125 = 5-5 - /29 = 25v/29.
Wait, /725 = v/25 - 29 = 51/29. So indeed, v/18125 = 5 - /725 = 5 - (51/29) = 25+/29.

But let me compute the numerical value:
V29 ~ 5.385164807

S0 25 - 5.385164807 ~ 25 - 5.385 ~ 134.629
Therefore, x =~ 134.629

Then,

z? 18125
= "% —181.25.
100 100

The greatest integer not exceeding 181.25 is 181. So the answer would be 181, boxed as
181

Wait, but let me confirm that the formula x = is indeed correct. Because I derived it

a2+c?
2

under the assumption that such a line exists, but maybe there’s a mistake in the algebra.
Let me recap the steps:
Starting with the two equations for equal area, we ended up with 222 = a? 4 ¢2. So unless
there was an error in expanding the terms, this should hold. Let me check the expansion
again:
Left side after expansion: (a + ¢)(2z +a + ¢) = 2x(a + ¢) + (a + ¢)?
Right side after expansion:
2(a+ x)(x + ¢) = 2[ax + ac + 2 + xc] = 2az + 2ac + 22* + 2zc

Subtracting left side from right side:

2ax + 2ac + 22? + 2xc — 2z(a + ¢) — (a + ¢)?
Compute 2x(a + ¢) = 2ax + 2cz, so:

= 2ax + 2ac + 22% + 2cx — 2ax — 2cx — (a® + 2ac + ¢?)

Simplify term by term:
-2ar —2ax =0-2cx — 2cx =0 -2ac — 2ac =0
Leaving:

2% —a? = &2

Set equal to zero:

202 —a? -2 =0
Hence, 222 = a2 + 2
Therefore, xr = #
Yes, that seems correct. Therefore, the formula is valid.
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Given that, then with ¢ = 75 and ¢ = 175, we compute z2 as

75% +175% 5625 + 30625 36250

= 18125.
2 2
Then 5
T 18125
— = —— = 181.25.
100 100

The greatest integer not exceeding this is 181.

Therefore, the final answer is .

But just to be thorough, let’s verify the formula with a simple example. Suppose a = c,
then x should be equal to a (since the trapezoid is a rectangle, and the line dividing the area
equally would be the midline, which is the same as the bases). Plugging into the formula:

2 2 202
x:”a+a /2 Ve =a
2 2
Correct.

Another example: suppose a = 0, ¢ = 2h (wait, no, a and c are bases, not related to height).
If one base is 0, the trapezoid becomes a triangle. Wait, but trapezoid with one base 0 is a
triangle. Let me see. If a = 0, ¢ = ¢, then x would be the line that divides the triangle into
two regions of equal area. For a triangle, the line that divides the area equally is at a height of

% from the base, and the length of that line is ¢ - \/g . But according to the formula,

0+c2 c
Tr = —_— = —,
2 V2
which matches. So that checks out.

Therefore, the formula holds in edge cases as well. Therefore, our solution is correct.
</think>

Given a trapezoid with bases b and b + 100, where the segment joining the midpoints of the
legs divides the trapezoid into regions with a 2:3 area ratio, we need to find the length x of
the segment that divides the trapezoid into two equal areas and compute the greatest integer

. 2
not exceeding {75-
1. Determine the bases:

* The midline (segment joining midpoints of the legs) has length b + 50.

* The areas of the two regions formed by the midline are in the ratio 2:3. Setting
up the ratio:
b+25 2
b+75 3
* Solving gives b = 75. Thus, the bases are 75 and 175.
2. Find the length = of the equal-area segment:

2 4 1752 2 2
I:¢75 +175 :\/56 5+3065:m

2 2
r? = 18125
3. Compute the greatest integer not exceeding %:
z? 18125
— = ——— =181.25
100 100
181
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You are a mathematician with expertise in algebraic modeling, particularly in solving ratio-
based systems of equations and quadratic optimization. You are in a discussion group, aiming
to collaboratively solve the following problem:

One base of a trapezoid is 100 units longer than the other base. The segment that joins the
midpoints of the legs divides the trapezoid into two regions whose areas are in the ratio 2 : 3.
Let x be the length of the segment joining the legs of the trapezoid that is parallel to the bases
and that divides the trapezoid into two regions of equal area. Find the greatest integer that
does not exceed x2/100.

Based on your knowledge, give your correct solution to the problem.

Here is the chat history: <history>

[A mathematician specialized in geometric analysis, with expertise in trapezoid prop-
erties and area partitioning under parallel segments]: Given a trapezoid with bases b
and b + 100, where the segment joining the midpoints of the legs divides the trapezoid into
regions with a 2:3 area ratio, we need to find the length x of the segment that divides the

. . . . 2
trapezoid into two equal areas and compute the greatest integer not exceeding {55
1. Determine the bases:

* The midline (segment joining midpoints of the legs) has length b 4 50.
* The areas of the two regions formed by the midline are in the ratio 2:3. Setting

up the ratio:
b+25 2
b+75 3
* Solving gives b = 75. Thus, the bases are 75 and 175.
2. Find the length x of the equal-area segment:

* The length z is the root mean square (RMS) of the bases:

2 1 1752 2 2
JC:\/% +2 75 :\/56 5—;3065: R

e Calculating z2:
z? = 18125
3. Compute the greatest integer not exceeding %:

22 18125
100 100
* The greatest integer not exceeding 181.25 is 181.

= 181.25

181

</history>

Now compare your solution with the last solution given in the chat history and give your
response. The final numerical answer is highlighted in the form if the problem asks
for a numerical answer. When responding, you should follow the following rules:

1. This problem can be answered without any extra information. You should not ask
for any extra information.

2. Compare your solution with the given last solution, give your critique. You should
only give your critique, don’t give your answer.

3. If the final answer in your solution is the same as the final answer in the above
provided solution, end your response with a special token [Agree].

<think>
Okay, let’s take a look at the user’s solution. They started by setting the bases as 75 and 175,
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which makes sense because the midline length is the average of the two bases. However,
when they set up the ratio for the areas, they used lgﬁg = % Wait, why are those the
terms? The midline divides the trapezoid into two smaller trapezoids. The area ratio depends
on the heights of these smaller trapezoids. Since the midline is halfway up the height,
[b+(b2—&-50)}

each smaller trapezoid has height i /2. The areas would be - % for the top and

[W} - 2 for the bottom.
Simplifying, the top area is 22559 - & — (p + 25)2, and the bottom area is 228150 . & —
(b+75)%. The ratio {22 = 2 leads to b = 75. So that part checks out.

Next, for finding z, the equal-area segment, the user used the RMS of the bases. Wait, where
did that come from? The formula for the segment that divides the area equally in a trapezoid
is actually the root mean square of the two bases. Let me verify. The area of a trapezoid is
atb .1 If we want a line parallel to the bases that splits the area equally, the new segment

2
must satisfy

a+x z+b
chy =
2 ! 2

where h; + ho = h. But since the areas are equal, each part must be half the total area.

Solving this leads to
. [a? + b2
= TR

which is the RMS. So the user correctly applied this formula. The calculation gives 22 =

18125, so % = 181.25, leading to 181. The final answer is correct. However, the user didn’t

explain why the equal-area segment is the RMS, which might be a gap in the explanation.

But since the answer is correct, I agree.

</think>

The solution assumes the length of the midline is b 4+ 50, which is correct, but the derivation

of the area ratio equation Zi?g = % lacks justification. Specifically, it does not clarify why

the areas depend linearly on b + 25 and b + 75, omitting the role of the trapezoid’s height in

the area calculation. Additionally, the use of the root mean square (RMS) for x is asserted

a?+b2
2

steps require deeper geometric reasoning to validate. However, the final answer aligns with

the correct result. [Agree]

Agent: Evaluator (System Prompt)

Experts: A mathematician specialized in geometric analysis, with expertise in trapezoid

properties and area partitioning under parallel segments.

A mathematician with expertise in algebraic modeling, particularly in solving ratio-based

systems of equations and quadratic optimization.

Problem: One base of a trapezoid is 100 units longer than the other base. The segment that

joins the midpoints of the legs divides the trapezoid into two regions whose areas are in the

ratio 2 : 3. Let x be the length of the segment joining the legs of the trapezoid that is parallel

to the bases and that divides the trapezoid into two regions of equal area. Find the greatest

integer that does not exceed x2/100.

Solution:

: h27

without proof, leaving a gap in explaining why z = guarantees equal areas. These

1. Determine the bases:

¢ Let the shorter base be b, so the longer base is b + 100.
* The midline (segment joining the midpoints of the legs) has length b 4 50.
e The area above the midline is:

(b+b+50) h _ h
5 5 = (b+ 25) 5
¢ The area below the midline is:
(b+50+b+100) h h
2= (b Lz
5 5 (b+75) 5
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¢ So, the ratio becomes:
b+25 2
b+75 3
* Solving this gives b = 75, so the bases are 75 and 175.
2. Find the length x of the equal-area segment:

* The formula for the equal-area segment x is:

[a? + b2
> =
2
* Substituting a = 75, b = 175:

2 2
x:\/75 +175 :\/5625+30625: i

2 2
¢ So,
z? = 18125
3. Compute the greatest integer not exceeding %:
z? 18125
100 = 00 = 181.25
181

Agent: Evaluator (User Prompt)

You are an experienced science teacher. As a good teacher, you carefully check the correctness
of the given last solution on a complex problem. When the last solution is wrong, you should
output a correctness of 0 and give your advice to the students on how to correct the solution.
When it is correct, output a correctness of 1 and why it is correct. Also, if the problem asks
for a numerical answer, check that the final answer is in the form at the end of the
solution. You should also give some suggestion on what experts should recruit to solve the
problem in the next round.

You should respond in the following format:

Correctness: (0 or 1, 0 is wrong, and 1 is correct)

Response: (advice to correct the answer or why it is correct)

Agent: Evaluator (Assistant Response)

<think>

Okay, let’s check this solution step by step.

First, the problem is about a trapezoid with bases differing by 100 units. The midline (segment
joining midpoints of the legs) divides the trapezoid into two regions with area ratio 2:3. The
goal is to find z, the segment that divides the area equally, then compute the greatest integer
not exceeding 2% /100.

The solution starts by letting the bases be b and b 4+ 100. The midline length is calculated
as (b+ (b+100))/2 = b+ 50, which is correct. Then, they set up the area ratio 2 : 3. The
areas of the two trapezoids formed by the midline would each have the midline as one base.
The height for each smaller trapezoid would be half the original height.

Wait, the area ratio is given as 2 : 3. The area of a trapezoid is W - height. The
original trapezoid has height h. When split by the midline, each smaller trapezoid has height
h/2. The upper trapezoid has bases b and b + 50, so area:

b+ (b+50) h 2b+50 h h
5 2~ 3 3 ¥y
The lower trapezoid has bases b + 50 and b + 100, so area:
(b+50)+ (b+100) h 24150 h h
2 5 g TG
So the ratio of upper area to lower area is:
b+25 2
b+75 3
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Solving gives:
3(b+25)=2(0b+75)=3b+75=2b+150=b=T75

That’s correct. So bases are 75 and 175.
Next, finding x, which divides the trapezoid into two equal areas. The solution states x is the

RMS of the bases:
752 4+ 1752
TV

But wait, why RMS? Let me recall. For a line parallel to the bases that divides the area
equally, the formula for x is the root mean square of the two bases. The formula comes from
setting the area of the upper trapezoid equal to half the original area.

Original area is:
754175
DD~ 125n
So each part should be 62.5h. Let’s let = be the length of the segment at some distance from
the top. The height for the upper trapezoid would be y, and the lower part would be i — y.
The area above z:

752“‘" -y = 62.5h
Area below z: 175
a +2 (h—y) = 62.5h
Assume xz = 75 + 100t where t = y/h, so y = th. Substituting into the area:
75 75+ 75 4+ 100t 150 4+ 100¢
;I Ly = ( * 2+ ) Cth = (; ) th = (75 + 50t)th

Set equal to 62.5h:
(75 + 50t)t = 62.5 = 75t 4 50t* = 62.5
Multiply both sides by 2:
150t + 100t? = 125 = 100#* + 150t — 125 = 0
Divide by 25:
42 +6t—5=0
Using the quadratic formula:

‘ —6+v36+80 —6++116 —6+10.77 0.596
- 8 - 8 - 8 A
So:
x =75+ 100t =~ 75 + 59.6 ~ 134.6
Which matches:

2 2
So z is indeed the RMS. Then:

241752 2
\/75 175 \/36 50:\/18125%134.6

2 18125
2 = 18125 = —— = —— — 181.25
. 100 100

The greatest integer not exceeding this is:

181

So the solution is correct. The steps are properly justified. The use of RMS is appropriate
here, and the calculations check out. Therefore, correctness is 1. </think>

Correctness: 1

Response: The solution is correct. The key steps involve determining the bases using the
given area ratio from the midline, correctly applying the root mean square formula for the
equal-area segment, and accurately computing the final value. The final answer is properly
boxed.

To improve problem-solving in the next round, experts should ensure they confirm the formula
for the equal-area segment in a trapezoid (RMS of bases) through derivation, reinforcing
understanding of why it applies here. Additionally, verifying intermediate calculations (like
solving the ratio equation) prevents arithmetic errors.
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Figure 7: The complete data sample of Figure 1 from the M500 dataset. The system prompt, user
prompt, and assistant output for each agent are presented in detail. Agent roles are indicated using
color: Expert Recruiter, Problem Solver 1, , and Evaluator.

D Limitation

Our conclusions are drawn from fine-tuning LLMs on AgentVerse collaborative-reasoning traces
with DeepSeek-R1; expanding to additional LLMs and agent frameworks would further substantiate
that SFT on such traces improves MAS scaling performance.

E Ethics and Social Impacts

In this work, we propose that LLMs supervised fine-tuning on MAS collaborative reasoning traces
achieves better scaling performance on the MAS. Our work focuses on technical contributions to deep
learning and AI. Therefore, the potential social impacts of Al in general apply to our work, including
fake information, toxic content, fairness concerns, and misuse of Al. For example, toxic content like
hate speech can lead to data contamination and therefore have harmful impacts on society, which has
been observed in large-scale pretrained models. By employing our method, such harmful behavior
can potentially be amplified.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published

with the paper.
The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a

proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We present the main claims in the Introduction, and the experimental results
substantiate them.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussion in Appendix D.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: There is no theoretical result in this work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experimental details are presented in Section 4.1 and codes are provided
in the supplementary materials. The reproducibility statement is presented in Section 6.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
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* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Codes and datasets of this work are open-sourced.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details
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Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We use publicly available models and datasets; the training and evaluation
details are in Section 4.1.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Our main results are averaged over three independent runs.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The computing resources are introduced in Section 4.1.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
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9.

10.

11.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work conforms to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The societal impacts are discussed in Section E.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: This work uses publicly available models and datasets; their safety characteris-
tics are inherited from the original releases.

Guidelines:

* The answer NA means that the paper poses no such risks.
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13.

14.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use publicly available models and datasets and comply with their respective
licenses; license information is included in the code, which is open-sourced.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Our datasets are detailed in Section 3.1 and open-sourced.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: This work doesn’t use crowdsourcing experiments and research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: The LLMs used in this work are introduced in Section 4.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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