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Abstract

Vision language models (VLMs) are AI systems paired with
both language and vision encoders to process multimodal
input. They are capable of performing complex semantic
tasks such as automatic captioning, but it remains an open
question about how well they comprehend the visuospatial
properties of scenes depicted in the images they process.
We argue that descriptions of virtual objects – objects that
are not visually represented in an image – can help test
scene comprehension in these AI systems. For example,
an image that depicts a person standing under a tree can
be paired with the following prompt: imagine that a

kite is stuck in the tree. VLMs that comprehend
the scene should update their representations and reason
sensibly about the spatial relations between all three ob-
jects. We describe systematic evaluations of state-of-the-art
VLMs and show that their ability to process virtual objects
is inadequate.

1. Introduction
The ability to imagine is what permits humans to reason be-
yond what they perceive [2, 33]: they can mentally rotate
images of 3D objects to imagine them in different config-
urations [34]; they can animate the components of pulley
systems and other physical devices [3, 17]; they can imagine
traversals over maps, diagrams, and architectural drawings
to extract relational information [21, 36]; they can imag-
ine novel structures by mentally combining images of parts
[14]. One theorist argues that nearly all forms of human
perception engage imagination in some way [5]; another ar-
gues that human imagination serves the central generative
functions of permitting creativity, hypothetical reasoning,
and counterfactual analysis [1].

New advances in AI have produced systems that appear
to possess human-like imaginative abilities: for instance, vi-
sion language models (VLMs), which are systems built on
pre-trained transformers architectures and coupled with vi-

sion encoders, can process imagery and text simultaneously
[38] and some researchers have investigated how they can
be used to generate imaginary scenes [41] and configura-
tions of objects [32]. These models are trained on webscale
image caption corpora to extract visuospatial information
from out-of-distribution images, yielding possible human-
like performance on a large swath of visual tasks such as
image tagging, automatic captioning, and autonomous driv-
ing [12, 19, 40]. Researchers debate the extent to which
VLMs engage in robust spatial scene understanding [6, 8–
10, 15, 16], especially given that they exhibit aberrant be-
havior that humans don’t produce [29–31].

We argue that any general purpose scene processing sys-
tem should be capable of visual imagination, i.e., imagin-
ing how an image would change given new information.
Imaginative processing is particularly necessary for VLMs,
which are built for “generalist” purposes [39] and vaunted
for their versatility [20], since they can process text and im-
agery concurrently. If a VLM cannot perform a variety of
rudimentary imaginative tasks on input imagery, it suggests
that the model cannot encode the structure of a scene in a
robust and productive way.

Consider a simple case of an image that depicts a person
standing under a tree canopy. A VLM may be fed the fol-
lowing instruction: Imagine that a kite is stuck
in the tree. In this situation, is the kite above or below
the man? The kite is a virtual object, i.e., an object within
a scene that is described but not depicted. Humans have no
difficulty incorporating the new information to update their
mental representations of the scene, and to thereby update
their understanding of the relations between the two visual
objects and the one virtual object. The answer should be
equally trivial for VLMs: they should respond that the kite
is above the man.

As we show, prompts concerning virtual objects can help
test the multimodal capacities of VLMs and similar ma-
chine learning approaches. We describe an evaluation study
of different VLMs and their capacity to recognize men-
tioned virtual objects in a scene. We first describe the
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Abbreviation Present tense Past tense
“act” Act as though there is a C next to the A;

what items are on the table?

Act as though there was a C next to the

A, what items would be on the table?

“assume” Assume there is a C next to the A; what

items are on the table?

Assume there was a C next to the A; what

items would be on the table?

“consider” Consider that there is a C next to the A,

what items are on the table?

Consider that there was a C next to the

A, what items would be on the table?

“if” What items are on the table if there is

a C cup next to the A?

What items would be on the table if there

was a C cup next to the A?

“imagine” Imagine there is a C next to the A; what

items are on the table?

Imagine there was a C next to the A, what

items would be on the table?

“pretend” Pretend there is a C next to the A; what

items are on the table?

Pretend there was a C next to the A; what

items would be on the table?

“suppose” Suppose there is a C next to the A; what

items are on the table?

Suppose there was a C next to the A; what

items would be on the table?

Table 1. Prompts used to evaluate virtual object recognition. The evaluation study varied the tense of these prompts (present vs. past) as
well as whether they provided a numerical cue or not.

b)

c)

a)

Figure 1. Examples from the TABLETEST dataset, which includes
64 individual objects (a) in various 2-object (b) and 3-object con-
figurations (c).

dataset and the battery of prompts we used to benchmark
virtual object recognition, and then describe the results of
those evaluations – which reveal inadequate virtual object
recognition for all VLMs under investigation.

2. Benchmarking methodology for testing vir-
tual object recognition

TABLETEST is a dataset of synthetic imagery for investigat-
ing relational recognition and reasoning in VLMs [22]. The
dataset consists of images of 1-3 objects arranged on a table
next to one another (see Figure 1); it uses 64 objects from
the Objaverse dataset of annotated 3D objects [13], hand-
scaled to ensure sensible object sizes. It contains 4,032 2-
object images and 250K 3-object images, constructed by
creating all possible spatial configurations of the 64 objects.

We identified three candidate VLMs for benchmark-
ing virtual object recognition based on the following cri-
teria: they were recently released (post-2022), freely avail-
able, and capable of out-of-the-box, single-shot identifica-
tion of the 64 objects in textscTableTest. Architecture sthat
matched those criteria included: Idefics2 [27] (8B param-
eters), InstructBlip-Vicuna (7B parameters), which builds
atop the BLIP architecture [28], and Llama 3.2 [35] (11B
parameters).

The prompts used to assess virtual object recognition
were minimal in nature, which allowed for systematic com-
parison and variation. Each prompt stipulated a hypothet-
ical scenario that related a virtual object to one of the ob-
jects depicted in the image, e.g., Imagine there is a
banana next to the cupcake..., and then queried
for a list of the objects on the table. Successful responses
are those – and only those – that list all three objects in any
order.

Our evaluation study systematically manipulated the
prompts along three dimensions: the manner in which the
hypothetical was described; the tense of the prompt (past or
present); and the manner in which the list of objects was
queried. In theory, each of these dimensions and their vari-
ations should have no demonstrable effect on performance.
We explain the study’s manipulations further:
1. Prompt variations. We subjected each VLM to 7 prompt

formulations that differed in the words used to create vir-
tual objects. For instances, prompts queried VLMs to
“assume” or “suppose” that a virtual object was next to
an object depicted in the image (see Table 1). The names
of virtual objects were those used to describe objects in
the TABLETEST dataset, and were randomized for each
evaluation.

2. Tense. Each of the prompt variations were formulated
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Figure 2. Proportions of accuracy from evaluations of 7 separate prompts concerning virtual object recognition in 2-object images from
TABLETEST. Lines in each panel depict overall accuracies, density plots depict performance distributions across TABLETEST’s 64 objects,
and bars depict histograms across those objects, as organized by whether the object served as the leftmost object in images. Humanlike
performance estimated at ceiling (accuracy = 1.0).

in English using either present tense or past tense (see
Table 1). Since VLMs are often trained on image caption
corpora, we hypothesized incidental asymmetries in how
captions are described in those corpora, and that tense
could have a significant effect on performance.

3. Numerical cues. Half of the prompts provided on
evaluations queried for a list of items in a neutral way,
e.g., “...what items are on the table?” The other half
of the prompts provided a numerical cue, e.g., “...what
three items are on the table?” We hypothesized that
numerical cues should boost performance on this task.

In sum, we conducted an evaluation study in which we
paired each 2-object image in TABLETEST with one of 7
different kinds of prompts × present- and past-tense ver-
sions of those prompts × queries that used numerical cues
or not, yielding a total of 112,896 queries. Each of these
queries were subjected to the 3 state-of-the-art VLMs. We
used a fixed random seed for each evaluation and kept the
temperature at 0 to ensure replicability.

3. Evaluation study results

Our evaluation study revealed that the VLMs under inves-
tigation produced inadequate virtual object recognition be-
havior for all of the 7 prompt formulations. Figure 2 plots
the accuracies as a function of the 7 prompts and the dif-
ferent VLMs. In aggregate, Idefics2 produced 63% correct
responses, Llama3 produced 57% correct responses, and

BLIP produced 22% correct responses. We calculated mean
accuracies for the different objects in TABLETEST and sub-
jected them to nonparametric analyses to assess whether
these differences were statistically reliable. They revealed
significant differences in performance between the three
VLMs (Friedman test, χ2 = 99.08, p < .001). Likewise,
the different prompts produced statistically reliable differ-
ences in accuracy (Friedman test, χ2 = 120.91 p < .001);
the “pretend” prompt produced the best performance (51%
accuracy) and the “if” produced the worst (40% accuracy).
As Figure 2 shows, the most aberrant pattern was BLIP’s
performance on the “if” prompt, which yielded only 8%
correct responses.

The different tenses of the prompts affected perfor-
mance: prompts in the past tense were more accurate than
those in the present tense (51% vs. 44%; Wilcoxon test,
z = 6.84, p < .001; see Figure 3, top panel). One ten-
tative reason for this difference may be that the captions
used to train VLMs – from websites and newspapers – may
use past tense descriptions more often than present tense
descriptions. Or it may be because past tense descriptions
in corpora are incidentally longer and more concrete. Re-
search into the data used to train these systems is necessary
to evaluate these claims.

As hypothesized, numerical cues (“...what three
items...”) reliably boosted the performance of VLMs (62%
correct with a numerical cue vs. 32% correct without;
Wilcoxon test, z = 6.96, p < .001). This boost may be be-
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Figure 3. Proportions of accuracy from evaluations of present
vs. past versions of prompts (top panel) and for no cue vs.
numerical cue formulations; density plots depict performance
distributions across 64 objects, and bars show accuracy histograms
for those objects, as organized by the leftmost object in images.
Humanlike performance estimated at ceiling (accuracy = 1.0).

cause the cue helps the VLM consider a virtual object and
its relations in a scene; or it may be for altogether trivial rea-
sons, e.g., the prompt mentions a number and the VLM at-
tempts to produce a response that matches any and all nouns
depicted in either the scene or described in the prompt.

We underscore that all of the prompts we used have cor-
rect – and trivial – answers: a VLM is correct if it can de-
scribe both the depicted objects in the image and the vir-
tual object in the prompt. And suboptimal performance
should not be perturbed by irrelevant factors, such as the
tense of the prompt; indeed, none of the factors we tested
should have affected whether a VLM can detect virtual ob-
jects. The results therefore suggests significant limitations
in the capacity for VLMs to engage in hypothetical reason-
ing about objects not depicted in imagery.

4. Discussion

We ran an evaluation study to test the imaginative capacities
of three state-of-the-art vision language models (VLMs).
These systems provide integrated frameworks capable of
multimodal analysis by tokenizing text and images and sub-
jecting them to transformer architectures in parallel ways.
The approach has produced new capabilities, such as the
robust ability to highlight and label objects in images based
on natural language queries. In theory, these systems should
permit simple forms of imaginative processing as well,
since text embeddings can yield updated representations of
embeddings of images and vice versa [32, 38, 41]. Our in-
vestigations were designed to test a rudimentary form of
imagination: they tasked VLMs with imagining a new “vir-
tual” object in a scene of two objects, and then queried for a
list of all the objects in the scene. A system capable of up-
dating its representations appropriately should list all three
objects. Our analyses show, however, that VLMs systemat-
ically lost track of the virtual objects and were perturbed by
factors that should not affect processing, such as whether
prompts were in the present or past tense.

The inability to track virtual objects suggests comple-
mentary limitations on more complex tasks. VLMs could
be used for many simple forms of hypothetical and imag-
inative reasoning by querying for the system to consider:
when one object is replaced with another; when it is moved
relative to another; when its size or some other property is
changed, and so on. If VLMs cannot perform these tasks,
they cannot be said to possess reliable visuospatial reason-
ing capabilities, and so their usage must be circumscribed
around those tasks for which they’re suited.

How could AI architectures learn to track virtual ob-
jects? Unlike contemporary AI systems, humans inte-
grate verbal and perceptual information by building sparse,
discrete, abstract “mental models”. They construct mul-
tiple models to imagine alternative spatial configurations
[17, 21, 24, 36]. Mental models discard irrelevant percep-
tual details [4, 7, 25] to yield abstract, mutable structures,
which permit rapid and flexible spatial reasoning of both vi-
sualizable and non-visualizable concepts [11, 26, 37]. But
they demand piecemeal and serial manipulation of repre-
sentations [18, 23], which makes human reasoners slower
than AI systems at many visuospatial tasks. VLMs, in con-
trast, leverage parallel pipelines for processing text and im-
age embeddings holistically, but they may have difficulty in-
tegrating the resulting distributed representations in coher-
ent ways that permit rapid updating and analysis. Systems
capable of human-like imaginative processing may have to
create a synthesis of these approaches, e.g., by reasoning
over both distributed and discretized structures.
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