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ABSTRACT

Classic reinforcement learning (RL) assumes that an agent can observe a reward
for each state-action pair. However, in practical applications, it is often difficult and
costly to collect a reward for each state-action pair. While there have been several
works considering RL with trajectory feedback, it is unclear if trajectory feedback
is inefficient for learning when trajectories are long. In this work, we consider a
model named RL with segment feedback, which offers a general paradigm filling
the gap between per-state-action feedback and trajectory feedback seemlessly.
In this model, we consider an episodic Markov decision process (MDP), where
each episode is equally divided into m segments, and the agent observes reward
feedback only at the end of each segment. Under this model, we study two popular
feedback settings: binary feedback and sum feedback, where the agent observes
a binary outcome and a reward sum according to the underlying reward function,
respectively. To investigate the impact of the number of segments m on learning
performance, we design efficient algorithms and establish regret upper and lower
bounds for both feedback settings. Our theoretical and empirical results show that:
under binary feedback, increasing the number of segments m decreases the regret
at an exponential rate; in contrast, surprisingly under sum feedback, increasing m
does not reduce the regret significantly.

1 INTRODUCTION

Reinforcement learning (RL) is a class of sequential decision-making algorithms, where an agent
interacts with an unknown environment through time with the goal of maximizing the obtained
reward. RL is applied to extensive fields such as robotics, autonomous driving and game playing.

In classic RL, when the agent takes an action in a state, the environment will provide a reward for
this state-action pair. However, in real-world applications, it is often difficult and costly to collect a
reward for each state-action pair. For example, in robotics, when we instruct a robot to scramble eggs,
it is hard to specify a reward for each individual action. In autonomous driving, it is difficult and
onerous to evaluate each action, considering multiple criteria including safety, comfort and speed.

Motivated by this fact, there have been several works that consider RL with trajectory feedback (Efroni
et al., 2021; Chatterji et al., 2021). In these works, the agent observes a reward signal only at the
end of each episode, instead of at each step, with the signal indicating the quality of the trajectory
generated during the episode. While these works mitigate the issue of impractical per-step reward
feedback in classic RL, the relationship between the frequency of feedback and the performance of
RL algorithms is unknown. In particular, if for example we get feedback twice in each trajectory,
does that significantly improve performance over once per trajectory feedback?

To answer this question, we study a general model called RL with segment feedback, which bridges
the gap between per-state-action feedback in classic RL (Sutton & Barto, 2018) and trajectory
feedback in recent works (Efroni et al., 2021; Chatterji et al., 2021). In this model, we consider an
episodic Markov decision process (MDP), where an episode is equally divided into m segments. In
each episode, at each step, the agent first observes the current state, and takes an action, and then
transitions to a next state according to the transition distribution. The agent observes a reward signal
at the end of each segment. Under this model, we consider two reward feedback settings: binary
feedback and sum feedback. In the binary feedback setting, the agent observes a binary outcome
(e.g., thumbs up/down) generated by a sigmoid function of the reward on this segment. In the sum
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feedback setting, the agent observes the sum of the rewards over this segment. In our model, the
agent needs to learn the underlying reward function (i.e., the expected reward as a function of states
and actions) from binary or sum segment feedback, and maximize the expected reward achieved.
(Reviewer NUmy) While Tang et al. (2024) also studied this segment model before (they called it
bagged reward), their work is mostly an empirical work, and did not provide theoretical guarantees
for algorithms and rigorously reveal the influence of segments on learning.

This model is applicable to many scenarios involving human queries. For instance, in autonomous
driving, a driving trajectory is often divided into several segments, and human annotators are asked to
provide feedback for each segment, e.g., thumbs up/down. Compared to state-action pairs or whole
trajectories, segments are easier and more efficient to evaluate, since human annotators can focus on
and rate behaviors in each segment, e.g., passing interactions, reversing the car and park.

In this segment model, there is an interesting balance between the number of segments (queries to
humans) and the collected observations, i.e., we desire more observations, but we also want to reduce
the number of queries. Therefore, in this problem, it is critical to investigate the trade-off between
the benefits brought by segments and the increase of queries, which essentially comes down to a
question: How does the number of segments m impact learning performance?

To answer this question, we design efficient algorithms for binary and sum feedback settings in both
known and unknown transition cases. Regret upper and lower bounds are provided to rigorously show
the influence of the number of segments on learning performance. We also present experimental
results to validate our theoretical findings.

(Reviewer NUmy) (Reviewer R7pS) Note that studying RL with equal segments is an important
start point and serves as a foundation for further investigation on more general models and analysis for
RL with unequal segments. Even for the equal segment case, this problem is already very challenging:
(1) This problem cannot be solved by applying prior trajectory feedback works, e.g., (Efroni et al.,
2021), since they use the martingale property of subsequent trajectories in analysis, while subsequent
segments are not a martingale due to the dependence of segments within a trajectory. (ii) In prior
trajectory feedback works (Efroni et al., 2021; Chatterji et al., 2021), there exists a gap between upper
and lower bounds for sum feedback, and there is no lower bound for binary feedback. This fact poses
a great challenge for figuring out the essential influence of the number of segments m on learning
performance, since one cannot get too many hints from prior works.

Our work resolves the above challenges and makes the following contributions:

1. We study a general model called RL with segment feedback, which bridges the gap between
per-state-action feedback in classic RL and trajectory feedback seemlessly. Under this
model, we consider two feedback settings: binary feedback and sum feedback.

2. For binary feedback, we design computationally and sample efficient algorithms SegBiTS
and SegBiTS-Tran for known and unknown transitions, respectively. We provide regret up-
per and lower bounds which depend on exp(%), where H is the length of each episode,
and 7. 1S the universal upper bound of rewards. Our results exhibit that under binary
feedback, increasing the number of segments m significantly helps accelerate learning.

3. For sum feedback, we devise algorithms E-LinUCB and LinUCB-Tran for known and un-
known transitions, respectively, which achieve near-optimal regrets in terms of I/ and m.
We also establish lower bounds to validate the optimality, and show that optimal regrets do
not depend on m. Our results reveal that surprisingly, under sum feedback, increasing the
number of segments m does not help expedite learning much.

4. We develop novel techniques which can be of independent interest, including the KL
divergence analysis to derive an exponential lower bound under binary feedback, and the
use of E-optimal experimental design in algorithm E-LinUCB to refine the eigenvalue of the
covariance matrix and reduce the regret.

2 RELATED WORK

In this section, we briefly review prior works related to ours.
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The algorithm design and theoretical analysis for classic RL were well studied in the literature (Sutton
& Barto, 2018; Jaksch et al., 2010; Azar et al., 2017; Jin et al., 2018; Zanette & Brunskill, 2019).
(Reviewer NUmy) Tang et al. (2024) proposed the RL with segment feedback problem (they called it
RL with bagged reward) and designed a transformer-based algorithm. However, their work is mostly
an empirical work and only considered the sum feedback type. They did not provide theoretical
results for their algorithm and rigorously quantified the influence of segments on learning. There are
two recent theoretical works (Efroni et al., 2021; Chatterji et al., 2021) studying RL with trajectory
feedback, which are most related to our work. Efroni et al. (2021) investigated RL with sum trajectory
feedback, and designed upper confidence bound (UCB)-type and Thompson sampling (TS)-type
algorithms with regret guarantees. Chatterji et al. (2021) considered RL with binary trajectory
feedback, and developed algorithms based on UCB value iteration. For binary trajectory feedback,
Chatterji et al. (2021) provided regret upper bounds that exponentially depend on the scale of rewards.

Different from (Efroni et al., 2021; Chatterji et al., 2021), we study RL with segment feedback,
which allows feedback from multiple segments within a trajectory, with per-state-action feedback and
trajectory feedback as the two extremes. (Reviewer NUmy) Under sum feedback, we improve the
regret bound in (Efroni et al., 2021) by v/H using experimental design, and demonstrate the optimality
of our result by establishing a lower bound. Under binary feedback, we propose TS-style algorithms
which are computationally efficient, and also build a lower bound to validate the inevitability of the
exponential dependence in the regret bound, which is new to the literature.

Our work is also related to linear bandits (Abbasi-Yadkori et al., 2011) and logistic bandits (Filippi
et al., 2010; Faury et al., 2020; Russac et al., 2021), and uses analytical techniques from that literature.

3 FORMULATION

In this section, we present the formulation of RL with binary and sum segment feedback.

We consider an episodic MDP denoted by M (S, A, H,r,p, p). Here S is the state space, and A is
the action space. H is the length of each episode. (Reviewer R7pS) 7 : S X A — [~Tmax, Mmax)
is an unknown reward function, where r,,, > 0 is a universal constant and used to prevent the
input of binary feedback (the sigmoid function) from being too large. Define the reward parameter
0" = [r(s,0)](s,a)esxA € RISIAL p : & x A — Ag is the transition distribution. For any
(s,a,8") € S x Ax S, p(s’|s,a) is the probability of transitioning to s’ if action « is taken in state s.
p € Ag is the initial state distribution.

A policy m : § x [H] — A is defined as a mapping from the state space and step indices to the action
space, so that 7y, (s) specifies what action to take in state s at step k. For any policy 7, h € [H| and
(s,a) € S x A, let V[T (s) be the state value function, and Q7 (s, a) be the state-action value function,
which denote the cumulative expected reward obtained under policy = till the end of an episode,
starting from s and (s, a) at step h, respectively. Formally,

H H
Vir(s) :=E Zr(st,at)sh:s,ﬂl , Qr(s,a) Z r(se, ar)|sp = s,ap = a,
t=h =h

The optimal policy is defined as 7* = argmax,_ V;"(s) forall s € Sand h € [H]. Forany s € S
and h € [H], denote V;*(s) := V™ (s).

The process of RL with segment feedback is as follows. In each episode k, the agent chooses a policy

7¥ at the beginning of this episode, and starts from s§ ~ p. At each step h € [H], the agent first

observes the current state sf, and takes an action af = 7} (s¥) according to her policy, and then

i k k gk
transitions to a next state sj; , ; ~ p(:|sy, aj).

Each episode is equally divided into m segments, and each segment is of length % For convenience,

assume that H is divisible by m. Forany k > 0 andi € [m], let 7% = (s}f, a¥, ..., sk ak) denote the
. . . k k k
trajectory in episode k, and 7 (sH (=)0 VH (1)1 S ,af,” Z) denote the ¢-th segment

of the trajectory in episode k.

For any trajectory or trajectory segment 7, ¢” € RIS/l denotes the vector where each entry ¢7 (s, a)
is the number of times (s, a) is visited in 7. For any policy 7, ¢™ € RISIAI denotes the vector where
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Algorithm 1: SegBiTS
Input: 6,0 := ¢, o := exp(HTm‘“‘) + exp(— HT“““‘) + 2,
for k =1,. K do
A . — m ! T-k/ ’
Or—1 = argming —( 2y S (o log(u((#7)70)) + (1 = y) -log(1
k/
p((@7)To ))) sAIO113):
m oKk .
Sho1 e Yty i 67 (67 )T + all;
Sample &, ~ N'(0,a- v(k — 1)2 - %, 1), where v(k — 1) is defined in Eq. (1);
Hk O + & )
7% < argmax_(¢™) "0y, where ¢™ is defined in Eq 3);
Play episode k with policy 7%. Observe trajectory 7% and binary segment feedback {y¥}™ ;

each entry ¢” (s, a) is the expected number of times (s, a) is visited in an episode under policy T, i.e.,
¢ (s,a) = E[Ethl 1{sp = s,ap = a}|~].

In our model, the agent observes reward feedback only at the end of each segment, instead of each
step as in classic RL. We consider two reward feedback settings as follows.

Binary Segment Feedback. Denote the sigmoid function by p(z) := ) for any x € R. In

1+exp(
the binary segment feedback setting, in each episode k, at the end of each segment ¢ € [m], the agent
observes a binary outcome

, wp (= S0y (s b)) = l(6™) o),

k
Yi = H j T *
0, wp =g (=S Ly r(sha)) = 1 (7)),

Sum Segment Feedback. In the sum segment feedback setting, in each episode k, at each step
h, the environment generates an underlying random reward RY = r(sF, s¥) + e, where £ is a
zero-mean and 1-Sub-Gaussian noise, and independent of the transition distribution. At the end of

each segment ¢ € [m], the agent observes the sum of random rewards

H H
m ]

R? = Z R(Smat) (¢T ) Z 5?‘

(’L 1)+1 = (’L 1)+1

m

In the sum feedback setting, when m = H, our model degenerates to classic RL (Azar et al., 2017;
Sutton & Barto, 2018). When m = 1, the above two settings reduce to the problems of RL with
binary (Chatterji et al., 2021) and sum trajectory feedback (Efroni et al., 2021), respectively.

In our model, the agent needs to infer the reward function from sparse and implicit reward feedback.
Let K denote the number of episodes played. The goal of the agent is to minimize the cumulative

regret, which is defined as R(K) := Zle(Vl* (s1) — Vfrk (s1))-

4 REINFORCEMENT LEARNING WITH BINARY SEGMENT FEEDBACK

In this section, we investigate RL with binary segment feedback. To isolate the effect of segment
feedback from transition model learning, we first design a computationally-efficient and sample-
efficient algorithm SegBiTS for the known transition case with a regret guarantee, and establish a
nearly matching regret lower bound. Then, we further develop an algorithm SegBiTS-Tran with
carefully-designed transition bonuses for the unknown transition case, and provide a regret analysis.

4.1 ALGORITHM SegBiTS AND REGRET UPPER BOUND FOR KNOWN TRANSITION

Building upon the Thompson sampling algorithm (Thompson, 1933), SegBiTS adopts the maxi-
mum likelihood estimator (MLE) to learn rewards from binary feedback, and performs posterior
sampling to compute the optimal policy. (Reviewer NUmy) Different from prior trajectory feedback
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algorithms (Chatterji et al., 2021) which are either computationally inefficient or have an O (K %)
regret bound, SegBiTS is both computationally efficient and has an O(v/K) regret bound.

Algorithm 1 presents the procedure of SegBiTS. Specifically, in each episode k, SegBiTS first
employs MLE with past binary reward observations to obtain the estimated reward parameter 01
(Line 2). Then, SegBiTS calculates the feature covariance matrix of past segments X;_; (Line 3).
After that, SegBiTS samples a noise &}, from Gaussian distribution N'(0, ac-v(k—1)2- 21;11) (Line 4).
Here o represents the universal upper bound of the inverse of the sigmoid function’s derivative. For
any k > 0, we define

. mﬁ Hrmaxw/|SHA
v(k) = i

2 %
1+H’”ma"mv ISTAT g+ 22 .w(k)2> )

+m2)\ ’

mxf

and

1 S||A H?k
w(k) = \/X (Tmax |8||A| + 2) + H\/IX| IOg (5, (1 + 4|g9||./4|)\7n)> . (2)

(Reviewer 1qnB) v(k) stands for the confidence radius of the MLE estimate 0. With hi gh probability,
we have |¢T0* — ¢ T0;| < a - v(k) ||¢HE;1, where ¢ is the visitation indicator of any trajectory.

Adding noise &, to 01, SegBiTS obtains a posterior reward estimate 0 (Line 5). Then, it computes

the optimal policy 7* under reward 6;, (Line 6). Note that the step in Line 6 is computationally
efficient, which can be easily solved by any MDP planning algorithm, e.g., value iteration, with

reward 0. After obtaining ¥, SegBiTS plays episode k, and observes trajectory 7% and binary
feedback {y¥}"™ | on each segment (Line 7).

Now we provide a regret upper bound for algorithm SegBiTS.

Theorem 1. (Reviewer R7pS) With probability at least 1 — 6, for any K > 0, the regret of algorithm
SegBiTS is bounded by

R(K) = O(exp <H2’;rnax> <\/Km|8|,4| Inax{ JrH\/i/\) m )\|$||.A|

H 'max S H H 'max S S
(1+ e VISIA] \/1+7 VI 'A|<WA( P v/ [SIJA] + ) | ”“4>
m\ﬂ m

+
m

VA
2 (VA (e ST+ 3) + A |>> )

(Reviewer 1qnB) Theorem 1 exhibits that the regret of algorithm SegBiTS depends on exp( 4 Sgmax ),
which is usually the dominating factor. This implies that as the number of segments m increases, the
regret decays rapidly. Thus, under binary feedback, increasing the number of segments significantly
helps accelerate learning. (Reviewer 1qnB) The intuition behind this is that when the reward scale
T = % is large, the binary feedback is generated from the range where the sigmoid function
w(x) = m is flat, i.e., the derivative of the sigmoid function p/(z) is small. Then, the
generated binary feedback is likely always O or always 1, and it is hard to distinguish between a good
action and a bad action, leading to a higher regret; On the contrary, when the reward scale 2z = HZmax
is small, the binary feedback is generated from the range where the sigmoid function u(x) is steep,
i.e., i/ (x) is large. Then, the generated binary feedback is more dispersed to be 0 or 1, and it is easier
to distinguish between a good action and a bad action, leading to a lower regret. In other words, the

regret bound depends on the inverse of the sigmoid function’s derivative p/(x) = m.

(Reviewer R7pS) In Theorem 1, the dependence on |S|, | A, H are |S|3, | A%, exp(Zrmax ) H2, re-
spectively. Since the exponential dependence on exp(%) usually dominates the bound, here we
mainly aim to reveal such exponential influence on the regret, and are not pursuing the absolute tight-
ness of every polynomial factor. Below we establish a lower bound to demonstrate the inevitability of

this exponential dependence.
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4.2 REGRET LOWER BOUND FOR KNOWN TRANSITION

The lower bound for RL with binary segment feedback and known transition is as follows.

Theorem 2. Consider the problem of RL with binary segment feedback and known transition. There
exists a distribution of instances where for any ¢y € (0, ) when K > exp(H rmax)éli\lifilzn the
regret of any algorithm must be

Q (exp ((; ~ ) Hﬂj) JW) .

Theorem 2 shows that the exponential dependence on % in the regret is indispensable, and the

exp(LW) factor in Theorem 1 nearly matches the exponential dependence in the lower bound up
to an arbitrarily small factor ¢ in exp(-). Together with Theorem 1, Theorem 2 reveals that when the
number of segments m increases, the regret decreases at an exponential rate. (Reviewer NUmy) In
addition, this regret lower bound also holds for the unknown transition case, by constructing the same
problem instance as in this lower bound proof.

This lower bound and its analysis is novel to the literature. In analysis, we calculate the KL
divergence of Bernoulli distributions with the sigmoid function as parameters. Then, we employ
Pinsker’s inequality and the fact that 1/ () = u(x)(1 — u(x)) to build a connection between the

calculated KL divergence and (%) Since i/ (%) contains an exponential factor, we can
finally derive an exponential dependence in the lower bound.

4.3 ALGORITHM SegBiTS-Tran AND REGRET UPPER BOUND FOR UNKNOWN TRANSITION

In the following, we extend our results to the unknown transition case. We develop an efficient
algorithm SegBiTS-Tran for binary segment feedback and unknown transition. SegBiTS-Tran
includes a transition bonus p}” | in posterior reward estimate 9,2, and replaces visitation indicator ¢™
by its estimate ¢F_,. Forany (s,a) € S x A, ¢7_, (s, a) is the expected number of times (s, a) is
visited in an episode under policy 7 on empirical MDP py,_,, where py_; is the empirical estimate
of transition distribution p. Then, SegBiTS-Tran finds the optimal policy via argmax, (¢7_,) 6%,
which can be efficiently solved by any MDP planning algorithm with transition pg_; and reward 5,’;.
We defer the pseudo-code and details of SegBiTS-Tran to Appendix C.3.

The regret performance of algorithm SegBiTS-Tran is stated below.

Theorem 3. With probability at least 1 — 6, for any K > 0, the regret of algorithm SegBiTS-Tran
is bounded by

o <exp <H;“;:X> V(K)\/W(\/Kmsm max{ } + Hf)

+ (g A s SPLA f)

Similar to algorithm SegBiTS (Theorem 1), the regret of algorithm SegBiTS-Tran also has a
dependence on exp( Hgi’r‘;x) When the number of segments m increases, the regret of SegBiTS-Tran
significantly decreases. Compared to SegBiTS, the regret of SegBiTS-Tran has an additional term
polynomial in |S|, | A|, H and v/K, which is incurred by learning the unknown transition distribution.

5 REINFORCEMENT LEARNING WITH SUM SEGMENT FEEDBACK

In this section, we turn to RL with sum segment feedback. (Reviewer NUmy) Different from prior
trajectory feedback algorithm (Efroni et al., 2021) which directly uses the least squares estimator
and has a suboptimal regret bound, we develop an algorithm E-LinUCB for the known transition case,
which employs experimental design to perform an initial exploration and achieves a near-optimal
regret with respect to I and m. To validate the optimality, we further establish a regret lower bound.
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Algorithm 2: E-LinUCB

Input: 6,6 := é JA = Tzi rounding procedure ROUND, rounding approximation parameter

HI|S||A
vi= 4. Bk \/ SIALog (1 + )\|§|ﬁ:‘ ) + 2log(3) 4 rmax/AIS[A], V& > 0.
Let w* € A and z* be the optlmal solution and optimal value of the optimization:

< > Mﬂ(iETM )T )>_1

mell i=1

min
wEAD

3)

Ko« [max{26(1 +7)*(=")* H* log (354, 2} 5

(r,. .., 750) « ROUND({>"7"  Eryor [07(67) T ] Frem, w*, v, Ko) 3
Play K episodes with policies 7', ..., 7. Observe trajectories 7', . .., 750 and rewards

(R4, {RKO}'L 15
for k£ = K + 1 , K do
m Tk, Tk, T-kl !
ek 1<_()‘I+Ek/ 1 1L1¢ (¢Z )T) Zk' 1Em P Rf >
k/

Zk LM TR S o7 (o)
T argma‘xﬂ'el‘[(((bﬂ)—rek 1 +ﬁ( ) ||¢Tr|| Ek 1)~ 1);
Play episode k with policy 7%. Observe trajectory 7% and sum segment feedback { R¥}™, ;

Moreover, we design an algorithm LinUCB-Tran equipped with a variance-aware transition bonus to
handle the unknown transition scenario.

5.1 ALGORITHM E-LinUCB AND REGRET UPPER BOUND FOR KNOWN TRANSITION

If we regard visitation indicators ¢™: as feature vectors and 6* as the reward parameter, the problem
of RL with sum segment feedback and known transition is similar to linear bandits.

Building upon the classic linear bandit algorithm LinUCB (Abbasi-Yadkori et al., 2011), algorithm
E-LinUCB adopts the E-optimal design (Pukelsheim, 2006) to conduct an initial exploration to ensure
sufficient coverage of the covariance matrix and further sharpen the norm under the inverse of the
covariance matrix, resulting in a near-optimal regret.

As shown in Algorithm 2, the procedure of E-LinUCB is as follows. E-LinUCB first performs the
E-optimal design to compute an optimal policy distribution w*, which maximizes the minimum eigen-
value of the feature covariance matrix (Line 1). In Line 1, }° g w(m) (30 Er,or[07 (¢7) T]) is
the feature covariance matrix of segments under policy distribution w, and we assume that this matrix
is invertible. Then, E-LinUCB calculates the number of samples K for initial exploration according
to the optimal value z* of the E-optimal design (Line 2).

Then, in Line 3, E-LinUCB calls a rounding procedure ROUND (Allen-Zhu et al., 2021) to trans-
form sampling distribution w* into discrete sampling sequence (7!, ..., 7%¢) which satisfies (see
Appendix B for more details of ROUND)

e

k=1 “i=1

(I+7)

(Kon )(38 - W(wﬂ))_l ~

mell i=1

After that, E-LinUCB plays K episodes with (7!, .., 7%0) to perform initial exploration (Line 4).
Owing to the E-optimal design, the covariance matrix of initial exploration X g, has an optimized
minimum eigenvalue, and then [|¢™[|(5;, ,)-1 has a sharpened upper bound for any k > K. This is
the key to the optimality of E-LinUCB with respect to  and m.

After initial exploration, in each episode £ > K, E-LinUCB first calculates the least squares reward
estimate f;_; with past reward observations and covariance matrix >;_; (Lines 6-7). Then, it
computes the optimal policy With reward estimate 651 and bonus [|¢™[|(x;, ,)-1 (Line 8). With

the computed optimal policy 7*, E-LinUCB plays episode k, and collects trajectory 7% and reward
observation on each segment {Rk ", (Line 9).
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Below we present a regret upper bound for algorithm E-LinUCB.

Theorem 4. With probability at least 1 — 0, for any K > 0, the regret of algorithm E-LinUCB is
bounded by

o+ ) ) o (S4) i)

(Reviewer 1qnB) Surprisingly, under sum feedback, when the number of segments m increases the
regret bound does not decrease significantly as people might expect, e.g., at a rate of f or --. While

this looks surprising at the first glance, we discover an intuition through analysis: The obJectlve of
RL measures the expected reward sum of an episode, namely, we only need to accurately estimate
the expected reward sum of an episode. When the number of segments m increases, although we

obtain more observations, the segment features qﬁTt‘k contributed to covariance matrix >; shrink,
which makes the reward estimation uncertainty [|¢™[|(s;,)-1 inflate. When we focus on the estimation
performance of the expected reward sum of an episode, these two effects cancel out with each other,
and the regret result is not influenced by m distinctly.

(Reviewer NUmy) When m = 1, our problem reduces to RL with sum trajectory feedback (Efroni

et al., 2021), and our result improves theirs by a factor of v/ H. This improvement comes from that we
conduct the E-optimal design and perform an initial exploration to guarantee that ||¢™[|(s, _,)-1 < 1,

instead of [|¢™[|(x, _,)-1 < \F as used in (Efroni et al., 2021).

Next, we investigate the lower bound to see if the number of segments m does not influence the regret
bound distinctly in essence.

5.2 REGRET LOWER BOUND FOR KNOWN TRANSITION

We establish a lower bound for RL with sum segment feedback and known transition as follows.

Theorem 5. Consider the problem of RL with sum segment feedback and known transition. There
exists a distribution of instances where the regret of any algorithm must be

o (VISTATHE).

Theorem 5 demonstrates that our regret upper bound for algorithm E-LinUCB (Theorem 4) is optimal
with respect to H and m when ignoring logarithmic factors. In addition, this lower bound corroborates
that the number of segments m does not impact the regret result essentially.

5.3 ALGORITHM LinUCB-Tran AND REGRET UPPER BOUND FOR UNKNOWN TRANSITION

Now we study RL with sum segment feedback in the unknown transition scenario. For unknown
transition, we design an algorithm LinUCB-Tran, which constructs a variance-aware uncertainty
bound for the estimated visitation indicator qg”, and takes into account this uncertainty bound in
exploration bonuses. In analysis, we handle the estimation error of visitation indicators ||(;A5;€r — o™l
by this variance-aware uncertainty bound, which enables us to achieve a near-optimal regret in terms
of H. The pseudo-code and details of LinUCB-Tran are deferred to Appendix D.3.

In the following, we state the regret performance of algorithm LinUCB-Tran.

Theorem 6. With probability at least 1 — 6, for any K > 0, the regret of algorithm LinUCB-Tran is
bounded by

O (14 rua)|SFIAPHVE )

Theorem 6 shows that similar to algorithm E-LinUCB, the regret of LinUCB-Tran does not depend
on the number of segments m when ignoring logarithmic factors. The heavier dependence on |S|,
|A| and H is due to the estimation of the unknown transition distribution. We also provide a lower
bound for the unknown transition case, which demonstrates that the optimal regret indeed does not
depend on m and our upper bound is near-optimal in terms of H (see Appendix D.5).
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Figure 1: Experimental results for RL with binary or sum segment feedback.

6 EXPERIMENTS

Below we present experiments for RL with segment feedback to validate our theoretical results.

For the binary feedback setting, we evaluate our algorithms SegBiTS and SegBiTS-Tran in known
and unknown transition environments, respectively, and we set |S| = 9, |A| = 5 and K = 30000.
For the sum feedback setting, similarly, we run our algorithms E-LinUCB and LinUCB-Tran in
known and unknown transition environments, respectively. Since E-LinUCB and LinUCB-Tran are
computationally inefficient (mainly designed to exhibit the optimal dependence on m), we use a
small MDP with |S| = 3 and | A| = 5, and set K = 1000. The details of the instances used in our
experiments are described in Appendix A. In both settings, we set rmax = 0.5, § = 0.005, H = 100
and m € {1,2,4,5,10, 20, 25,50, 100}. We perform 20 independent runs for each algorithm, and
plot the average cumulative regret up to episode K across runs with a 90% confidence interval.

Figure 1(a) draws the regrets of algorithms SegBiTS and SegBiTS-Tran under binary feedback. One
sees that as the number of segments m increases, the regret decreases rapidly. Specifically, when m
decreases from 20 to 1, i.e., 7= increases from exp(2.5) to exp(50), the regret grows explosively.

This matches our theoretical results (Theorems 1 and 3) which show a dependence on exp( Hg;;‘l“ ).

Figure 1(b) plots the regrets of algorithms E-LinUCB and LinUCB-Tran under sum feedback. To see
the impact of segments on regrets clearly, here we show the regrets with respect to the number of
segments m and the length of each segment % in the left and right subfigures, respectively. In the left
subfigure, when m increases, the regrets almost keep the same for small m and slightly decrease for
large m. To see the dependence on m more clearly, we turn to the right subfigure: When the length
of each segment g increases, the regrets slightly increase in a logarithmic trend. This also matches

our theoretical bounds, which do not depend on m except for the log(%) factor (Theorems 4 and 6).

7 CONCLUSION

In this work, we formulate a model named RL with segment feedback, which offers a general
paradigm for feedback, bridging the gap between per-state-action feedback in classic RL and trajectory
feedback. In the binary feedback setting, we deign efficient algorithms SegBiTS and SegBiTS-Tran,
and provide regret upper and lower bounds which show a dependence on exp(%). These results
reveal that under binary feedback, increasing the number of segment m greatly helps expedite learning.
In the sum feedback setting, we develop near-optimal algorithms E-LinUCB and LinUCB-Tran in
terms of H and m, where the regret results do not depend on m when ignoring logarithmic factors.

These results exhibit that under sum feedback, increasing m does not help accelerate learning much.

There are several interesting directions worth further investigation. One direction is to consider
segments of unequal lengths and study how to divide segments to optimize learning. Another
direction is to generalize the results to the function approximation setting.
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A DETAILS OF THE EXPERIMENTAL SETUP

In this section, we detail the instances used in our experiments.

For the binary segment feedback setting, we consider an MDP as in Figure 1(a): There are 9 states
and 5 actions. For any a € A, we have r(sg,a) = 0, 7(8;, a) = rmax forany ¢ € {1,3,5,7} (called
good states), and r(s;,a) = —rmax for any ¢ € {2, 4,6, 8} (called bad states). There is an optimal
action a* and four suboptimal actions a*"° for all states. The agent starts from an initial state sq. For
any 0 < ¢ < 6, in state s;, under the optimal action a*, the agent transitions to the good state and bad
state at the next horizon with probabilities 0.9 and 0.1, respectively; Under the suboptimal action
a*®, the agent transitions to the good state and bad state at the next horizon with probabilities 0.1
and 0.9, respectively. In sy or sg, under the optimal action a*, the agent transitions to s; and so with
probabilities 0.9 and 0.1, respectively; Under the suboptimal action a**?, the agent transitions to s,
and s with probabilities 0.1 and 0.9, respectively.

Optimal action a*: w.p. 0.9 7(si) = Timax, Vi € {1,3,5,7}
; fan- qSub. AT
Suboptimal action: a**”: w.p. 0.1 s) — (53 — (s — (5 - &
/ \ ’ o
o) =0 (G XX X x
N\ o
Optimal action a*: w.p. 0.1 S2) — (Sa) — (S¢) — (58 - (52}

Suboptimal action as*?: w.p. 0.9

7(8,") = —Tmax Vi € {2,4,6,8}

Figure 2: Instance used in the experiment for RL with binary segment feedback.

For the sum segment feedback setting, since algorithms E-LinUCB and LinUCB-Tran are computa-
tionally inefficient (which are mainly designed for revealing the optimal dependency on H and m),
we consider a smaller MDP as in Figure 1(b): There are 3 states and 5 actions. For any a € A, we
have r(sg,a) = 0, 7(81, @) = rmax (called a good state), and r(s2,a) = —rmax (called a bad state).
There is an optimal action ¢* and four suboptimal actions a*"® for all states. The agent starts from an
initial state so. In any state s € S, under the optimal action a*, the agent transitions to s; and so with
probabilities 0.9 and 0.1, respectively; Under the suboptimal action a**?, the agent transitions to s,
and s with probabilities 0.1 and 0.9, respectively.

Optimal action a*: w.p. 0.9 7(51°) = Tmax
Suboptimal action: as*?: w.p. 0.1 s D
1

7
||

Optimal action a*: w.p.0.1 S2 D
Suboptimal action a¥*?: w. p. 0.9

7(S9,) =0

7'(52,‘) = ~Tmax

Figure 3: Instance used in the experiment for RL with sum segment feedback.
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B ROUNDING PROCEDURE ROUND

Algorithm E-LinUCB calls a rounding procedure ROUND (Allen-Zhu et al., 2021) in the experimental
design literature. Taking X;,..., X, € Si, distribution w € Ay, . x,}» rounding approximation

error v > ( and the number of samples T' > % as inputs, ROUND rounds sampling distribution w into
a discrete sampling sequence (Y1,...,Yr) € {X1,..., X,,}7T that satisfies

‘ (é@ 71 (T > w(XoXi) N

i€[n]
In implementation, we can regard zz ' in (Allen-Zhu et al., 2021) as 3" | E,, . [¢7 (¢™) "], and
regard sampling weight on x as the sampling weight on 7 in our work.

<(1+7)

C PROOFS FOR RL WITH BINARY SEGMENT FEEDBACK
In this section, we present the proofs for RL with binary segment feedback.

C.1 PROOF FOR THE REGRET UPPER BOUND WITH KNOWN TRANSITION

First, we prove the regret upper bound (Theorem 1) of algorithm SegBiTS for known transition.

For any £ > 0 and # € ©, define

k!

i
M»
NE

Z - Epri- @7,
k'=11=1
k m o o
gk(©) =" > u((¢7 )T0) - o™ + N, @
k'=11=1
o K’ K’ K’
Aw(®) =Y > (@7 )70) 6™ (¢ )T + AL ®)

1

k'=14
Lemma 1. Forany k > 0 and 6 € ©, we have

H2,u/ k [SIIA]|
det(An(0)) < [ —ax 4 A
et ”-(snAm * )

Proof. For any k > 0, we have

) |SI14)

1 17\ 2 |SIIA
<[ (ke () 4084
<|S|A| ( i () 81 '))

2,7 IS1IA|
— (H :u’maxk +)\> .
|S[[Alm

O

For any k& > 0, let F}; denote the filtration that includes all events up to the end of episode k,
and [}, denote the filtration that includes all events before playing 7* in episode k. Then, ¥ is
F-measurable.

Forany k > 0 and i € [m], let e ; := y¥ — (¢™)T6* denote the noise of binary feedback, and
v}, = Ele} |Fx] = ()70 - (1 — (¢7)76%) = 1/((¢™)76*) denote the variance of ey ;
conditioning on F.

14
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Then, we have

M/((¢Tf,)T0*) .¢Tf,(¢rf,)'r —|—)\I

M)~
M-

AR(67) =

k 1

Il
-
-
Il

i ()T AL

M=
.Mg

k/
Lemma 2 (Concentration of Noises under Binary Feedback). With probability at least 1 — &', for

any k > 0,
S|A o2 k
< LB AL (4 (1 Pk,
2 VA 1 |S][AlmA

Il
—

i=1

k m
k}/
E E Epri - 7

k'=11i=1

‘A,ﬁ(@*)

Proof. According to Theorem 1 in (Faury et al., 2020), we have that with probability at least 1 — ¢’,
for any k£ > 0,

k m 1 ISIIA]

W VA2 det(Ag(6*))z - A~ "2 2
St e 2y, ( | 42 sl Altog2)
k'=11=1 A;_l(é)*) 2 \/X 6 \/X

@) ﬁ 1 H? B 2

a :LLIH'IX 2

< — 1 — {1 —|S log(2

S Ztog [ (1 ety T sl on)
VA \SIIA\ < ( H?p, >) 2

< —+ log A% + —|S]|Allog(2
2 STaima ) )+ R SHAE
f \SIIA\ 7

< — max

< g s (5 (14 |S|A|mx>)

where (a) uses Lemma 1. O

Define event

= {Hgk(ék) — gr(07)

Lemma 3. It holds that

<w(k), VE>0}.
apiom SO }

Prif]>1-4".

Proof. This proof is similar to that for Lemma 8 in (Faury et al., 2020).
Define
k. m
N T[c’ ’ T]c’ 1
- (Z >~ (w108 (@™ )T0) ) +(1-yF) - 1og (1-pl(6™ >Te>))—2x||e|%) .
k=1i=1

Recall that 6, = argmin, £, (6). Using the facts that VL, (0x) = 0 and 1/ () = p(z)(1 — p(z)),
we have

kK m , R k. m , ,
SO (@ )T o™ =30l e

k=1 i=1 k'=11i=1

gk (Or)

Hence, we have

k. m k. m
gk (0) = gi(87) = D° Dyt o™ - (Z Soul(e) o) o7 +/\0*>

k'=11i=1 k'=11i=1
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kK m
=3 S ewa o™ -2 (6)
k=1 1i=1
Then, using Lemma 2, we have that with probability at least 1 — ¢’, for any k& > 0,

Z ZEk/ T + TmaxV/ AIS|| A

k'=11i=1 A}:l(g*)

f ISIIA] H? ok

- 1 (1 = Tmax’ ’ max A\lS
>t °g<& (1 iy ) ) o VST
w(k).

Hgk(ék) _gk(e*)

IN

For any ¢ € RISIl and 6,0, € ©, define

1
600,02 = [ ((1=2) 000 2 0T )i
z=0

For any k > 0 and 61, 6> € O, define

k. m
b(01,02) = 30 S b(6.01,00) - 67 (67)T AL

k'=11=1

In the definitions of b(¢,01,02) and T'x(61,62), 61 and 65 have the same roles and can be inter-
changed.

Recall that
Hrpax

TIH&X

a = exp( ) + exp(— )+ 2.

Then, we have

1
SUp ——m = J
resiy 1 (@7)T0)

where 7°°¢ denotes the visitation indicator of any possible trajectory segment.
Lemma 4. Forany k > 1 and 6 € ©, we have
Ek j OzAk (9)

Proof. We have

L it (67 T0).

a T

Then, it holds that

(™) 4 aAl

d
B
NIE

X
Il
—
<
I
—

k m
:CY(ZZ(i o7 (67 )T +)\I>

k'=11=1

k m
<a<§32)mw*nywfw*f4“q

Il
o)
=
=
RN
L
-
I
L
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Lemma 5. For any ¢ € RISIIAl and 6,,60, € ©, we have

(0 01) — (@7 b2) = b(¢,02,61) - & (61 — b2).
In addition, for any k > 0 and 01,02 € ©, we have

102 = b2l (6,,6,) = l96(01) = 9 (02) -1, 0, -

Proof. The first statement follows from the mean-value theorem.

Then, using the first statement, we have that for any k& > 0,

m

gi(61) — gr(02) = Z > ( “)Toy) M((¢T"]€/)T92)) ™ A0 - 0)

k'=11i=1

—ZZb L 62,00) - 67 (7)) T (61— 62) + A (61— 62)

k’'=11i=1
=T%(62,61) - (61 — 02),
and thus

161 = 02l (6,.0,) = \/(91 —05) " T(62,61) - (6 — 65)

= 01— 02) T T(82,00) - T (62,61) - T (62, 61) - (6 — 62)
= Hgk(91) - 9k(92)||r;1(92,91) ’

which gives the second statement.

Recall that for any k& > 0, Zj, := Zﬁ,zl S ek (;575/.
Lemma 6. For any k > 0, we have

-1
*x ) Hrl’ﬂax ‘SH‘A‘ H *
Te(6", 61) = <1+ e R !

B VUL 7,
m k Ak

PRI

H 2
1250z 0 6 = \/1 * mv/A 12kl 52 00 -

Furthermore, assuming that event £ holds, we have

Hrmaxy/|S||A| H
HZ’“”F;%G*,@Q < \/1 + aT w(k) 4+ —— .w(k)Q.

Proof. This proof follows the analysis of Proposition 6 and Corollary 5 in (Russac et al., 2021).
From Eq. (6), we have that for any £ > 0,
gk(ék) — gk(e*) = Zk — \0*.

Using Lemma 34, we have that for any ¢ € RIS/l such that ||¢[|2 < Ly,
TN
b(.0",00) = (1+]67(0" = 00)|)  w/(070")

= (14 |6 060 (0x(0) — ax0)]) 07 0)

—1
> (1 e AU B N )) W (6T0")
k Wk
Ly -t
> (14 =2 ||ge(0) — gi(0 "¢ o
_< + )\Hgk( ) = gi( k)Hrkl(e*,ék)) w(e 0%)
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-1
(14 BB ay) T
-1
> (14 Larmn VISTAT+ 2120000 5)) w06700)
Using the above equation with ¢ = ¢Tik ’ and Ly = %, we have

k m
(07, 01) = > 3 0™ ,0%,0) - 67 (67 )T + AT

m

k -1
Hruu/ISTAL,_H e T
=33 (1 2SI ) 6T 6

k'=1li=1

-1
B m my/x T 6 A

This implies

Hrmax/|S|| Al H 9
naﬁﬂ%ms<u- VI 1242

m\ﬁ ||ZkHF;1(9*7ék)

which is equivalent to

2
HZlc”r (0%.0x) — 1 Z1 I3

H o 1+HTmaX\/‘S||A‘ HZ ||2 <0
mv/x o (00 m ) 1Oklagten =

By analysis of quadratic functions, we have

Hrpaxy/|S||A|
< \/1+ B — 1Zklla1 0

H 2
126lle2 0+ 60y < ot 12 e

w(k)?.

< \/1 + —Hrma"mv ST ey o+ L

O

Lemma 7 (Concentration of ¢ " 0, under Binary Feedback). Assume that event € holds. Then, for
any k > 0 and ¢ € RISIIAL

670" — ¢ 0kl < Va-v(k)||g]ly 1 -

Proof. We have
670" — ¢ 0|
= H(bHF;l(e*,ék) ‘ Ty (6%,0)

@ | Hroo/ISIA | H
> + m + m\/X || k”l“;’(e*,ék) H(bHA*l

0*—94

_gk(ék)H

T (0%,0k)

H
:\/1+ rmm~/|5||A|+ H

m\/X ||Zk||r;1(9*,ék) Hfb”/\;l(e*) ||Zk - )‘e*Hrgl(e*,ék)

Hrmaxy/|S||A] H
§¢H ey <3N4mm(whwmq“@4m 40 ) TV NISTIA])
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m\/X Hrpax ‘SHA‘ H
=~ 1+ - + oY HZkHr;l(e*,ék) ||¢||A;1(0*) '

Hrmax,/sHA)

il Z
Y | k”r;l(e*,ék) + m

3

mv/A Hrmax/|S]|A 2
mVx (| SIA_H 1Z1) o1 e 0 10lla; 2 o-
7l m mvVA e (75) s

IN

3
2

~
INE

Hrmax/|S o Hrmaxy/|S H
mvol (', HrmecVISIA] \/1+ P VISIAL g H_ 2

Va - (k) [l

where inequality (a) is due to Lemmas 5 and 6, and inequality (b) follows from Lemmas 4 and 6. [

6l

Lemma 8 (Gaussian Anti-Concentration). Assume that event £ holds. Then, for any k > 0 and
F._1-measurable random variable X € RISIAL ywe have

~ 1
Pr|X"0,>X"0"|Fpy| > ——.
2v/2me
Proof. This proof is originated from the analysis of Lemma 11 in (Efroni et al., 2021).
Using Lemma 7, we have that for any £ > 0,
IXT0* — XT0p_1| < Va-v(k—1) Xl s -
-1

It holds that
Pr [XTék > X0 | Fy

XT0, — X704 XTo* — XT0,_4
= T | Fk)*l

Va vk = DXy~ Va vk - DX g1
Here given Fj,_1, X 0, — X "0,_1 = X T&, is a Gaussian random variable with mean 0 and
standard deviation \/a - v(k — 1)||X||E):1.
Since when event £ holds,
XT0* — X0, - Va-v(k— 1)||X||z:;jl _
Ve DXy, = Va v DX,

we have
- X0, — X0,
Pr [XTek > X T | Fk._l} > Pr >1|Fuy
Voo vk — 1)||X||2;i1
XT&
=Pr >1 ‘ F}C,1
Va v DXTy
(@) 1
= ;
2v/2me
where inequality (a) comes from that if Z ~ F,,,(0,1), Pr[Z > 2] > \/% : Hfjefé (Borjesson
& Sundberg, 1979). O

Lemma9. Ler &, &), € RISIAl pe ii.d. random variables given Fy,_1. Let p be a Fy,_1-measurable
transition model, and x,_; € RISl be a Fy,_1-measurable random variable. For any policy ,
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denote the visitation indicator under policy = on MDP p by ¢™. Let 7 := argmax.; (é“)—r (xp—1 +
&k). Then, we have

E [((Qg%k)T (Tp—1+ &) —E {(&ﬁk)T (Tr—1+ &) | ka1D+ ‘ Fkl]
<E[|6™)T&l +1(6™) e | Fima) -

Proof. This proof is originated from Lemma 12 in (Efroni et al., 2021).

First, using the definition of 7* and the fact that & and &}, follow the same distribution, we have
E (™) (@i-1 4+ &) | Fioa] = E [max(é")T (wr + &) | Fia ™
Then, since given Fj,_1, & and &}, are independent, we have
E [mgx(éﬂ)T (Tr—1+&) |Fk71} = {max(é )T (Te—1 + &2 |Fk—1,€k,7~7k}
>E[(¢6™)" (@e-1 4+ &) | Fro1, ko r) - ®)
Hence, combining Egs. (7) and (8), we have
E[((6™)7 (s + &)~ E[6™)T @ra +60) | Fea]) ™ | s
<E[((6™)7 (w1 +6) ~E[(6™) 7 (@ioa + ) | Fion, &))" | Fit
—E[(® wfk (o1 +60) — (™) (s +6) | Fior, gom]) | B
=E ( [(6" — (6™) T} | Py, o)) ‘Fk—l}
<E /E[ofk )76 — (™) 7€ | Fior, 7l | | P
<E[E[(6™) 6 — (™) €l | Fuot,n 7] | P
— B [J6™) 6 - (%) | i
<E[|(6™) &l | Feoa] +E[I6™) &l

For any k£ > 0 and ¢, € (0, 1), define event

Mu(dr) = {weRS'A' 676 < Va-u( (wsuA +2,/log( ))abnzl}-

Lemma 10. For any k > 0 and 0y, € (0,1), we have
Pr [Mk((sk) | Fk,ﬂ Z 1-— 6k

In addition, for a random variable X € RISIAl such that HX||2;_11 < Lx, we have
E[IX76 Fimr] < va - u( (wsnA 42y 1o (5 )) E (X[, 1P

+va -v(k—1)- Lx+/|S||A|6k-

Proof. This proof is similar to the analysis of Lemma 13 in (Efroni et al., 2021).

First, we prove the first statement.
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For any ¢ € RISIMI we have
_1 1
07kl = o 502571 &kl
< =], [5is
= H k—1¢’ 9 k—lfk 9

1

1 2
mZk_lgk 9

a-vk—=1)¢ls 1

2

1
Since given Fj,_1, WE 18k € RISl is a vector with each entry being a standard Gaussian

1
random variable, we have that || W Y7 _1&kll2 is chi-distributed with parameter |S||.A|.

E—1)

Then, using Lemma 1 in (Laurent & Massart, 2000), we have that with probability at least 1 — Jy,

1 1
< 4| ISIA]+24/IS||Allog | — | +2log | —
Ok Ok

- < SITA] + log<51k>>2+log<51k)

1
< VI|S||A] + 24 /log (5k>

A

! 3
|[he

2

|
_

Next, we prove the second statement.

For a random variable X € RISIII we have
E [|X & [Fir] = Pr(Mu(8)] - E [|X "€ [Fior, Mi(64)]
+Pr [My(6%)] - B [|X T &k| | Fre1, Mi(6x)]

< Va-v( (W ﬂ/@) E (| X], |Fin]

+ ¢Pr [M(60)] - E [[XTER[2 [Feoy, Mi(64)]

@ vau (W royfios (5 )) E (Xl [Fici]

2

+vVa-v(k—1),|0E |Fr—1

1 1
X2 | —e—— 32
| szil H\/&-u(k—l) f—1&k )

< Va-v( (W +2\/1og(i5>> E (| X]p, |Fin]

2

1 3
H\/a-wk—nzk-lfk )

2 Va i (WHM) E[|Xll5;, |Fie]

+ \/a V(k‘— 1) : LX\/ |8H~A|5k

Here inequality (a) follows from the Cauchy-Schwarz inequality. Inequality (b) is due to the

+ \/E . I/(k — 1) (SkLg(E |Fk_1

1
fact that given Fy_1, |——+— NCEZ| k ) ¥7_1&k|l2 is chi-distributed with parameter , and then

[Hm k—1§k||2 |Fi—1] = |S||A|. X

21



Under review as a conference paper at ICLR 2025

Define event

k K [4k
]:I]ngn = { kZ: (ETNTK‘kl |:||¢T||(Ekl,1)71 ‘Fk'—1:| - ||¢T||(Ek_,71)—1) S 4H a IOg <5/>,
y ! ' Ak
k/Z:l (B [(6™ )76 Fums] — (67)76°)| < AHrvnaey 1o (5> Wk > o}. (10)

Lemma 11. It holds that
Pr [Frean] =1 - 26"

Proof. We prove the first inequality as follows.

For any k' > 1, we have that ”¢T”(Ekul)*1 < \/% and then |E__ [||¢T||(Zk/71)71 |Fror 1] —
T 2H

67z, 1< F5

Using the Azuma-Hoeffding inequality, we have that for any fixed £ > 0, with probability at least

1 9
4H? 4k2
< L = ).
_\/2 o klog((s/)

2k2 )
Since >"77 25—,;2 < ¢, by a union bound over k, we have that with probability at least ¢’, for any

k
Z (ETNW’”J |:||¢T||(Ek'—1)_1 ‘Fk/_l} N ||¢T”(E’<’—1)_l)
k 2 1’
4H? 4k2
<y /2 —— -kl
<oty ens ()

k'=1
k
Z (ETN‘N’“/ |:H¢T||(Ek/—1)_1 |Fk/_1} B H¢T||(Ek/—1)_1)
k'=1
k 4k
<4H Y log (6’)

The second inequality can be obtained by a similar argument and the fact that |((;57r,c )10 < Hrpax
for any k£ > 0. O

Lemma 12. For any K > 1, we have
K m

* a2 KH?

Ti < +/2Km|S . — 151 14+ ———F—).
I (zw—l—\/ mIS|IA max{max } Og( +a/\8||Am)

Proof. We have

2

A\

o

(Bp—1)71

K m
(Zp—1)"1 Km;Z‘

k=1 i=

¢T

(a)
< .,|12K 1 1+
< m- max{ } Z Og( Z’ Ser) 1)
det(ZK)
\/2Km max{ } (det(a)J))
H? KH?
g\/2KmS||A-max{ma>\,1}-log (1+a/\|8||A|m)’ (1D

where inequality (a) is due to that for any = € [0, ¢] with constant ¢ > 0, it holds that z <
2max{c,1} - log(1 + ). O
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Proof of Theorem 1. Letting §' = 2, we have Pr[€ N F...] <1 — . Then, to prove this theorem,
it suffices to prove the regret bound when event € N gy, holds.

Assume that event £ N Fy,,., holds. Then, we have

R =Y (™) 7o = (6™)Te")

M= I T

(B [6™) 70" = (67)T0" | Fus] + B [(07) 0| Fia] - (67)T0")

<3S (B[00 = (070" B ]) + 4B Klog(‘if,{). (12)

>
Il
—

For the first term, we have

SE [(67)70" = (™) 70" s

-y (B[6™)70" = (6™) Tl | + B[ (07) 8 = (6™)T0°|Fica] ). (13)

k=1

In the following, we prove

E [(w*)Ta*—(w’“)TéMFk,l] <9\27e - E [((W’“)Ték—m [(¢’Tk)T§k|Fk,1D+ |F,“} . (14)

IfE[(¢o™ )T 6% — (¢”k)T0~k|Fk_1] < 0, then Eq. (14) trivially holds.
Otherwise, letting z := E[(¢™ ) T0* — (¢™ )T 01| Fy—1], we have

B |(07)70 -2 [0 alR]) 1R
> 2Pr [(6™) 0 —E[(67) 0kl Frr | > 2l Py
> (E[(6™)70" = (") 0l Fima] ) - Pr [(67) T > (67) 07| Fic
2 (B[@)T0r ~ (™) hE]) P67 TR 2 (67) T
2 (B0 - @) AA)) - 5=

where inequality (a) uses the definition of 7*, and inequality (b) follows from Lemma 8. Thus, we
complete the proof of Eq. (14).

Let ¢, € RISIAl be a random variable that is i.i.d. with ¢ given F},_;. Then, using Lemma 9 with

k

p =p, xp_1 = Op_1 and ¥ = 7*, we have

E[(67)70" — (67) 0l Fimn| < 2v2me E [(W’“)Ték ~E[(¢™)TaIR]) |Fk_1]
< 2v/2me - B [|o(r*) €| + [o(n*) T€h |Fia]

H

Plugging the above inequality into Eq. (13) and using Lemma 10 with §;, = 1?14 and Lx = , we

have

Sk (67707 — (6™) 70" | Fic |

3
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(Nﬁﬂi [6™) el +16™) b 1Pt | +E [(67)T (e-1+61) —<¢”"‘>T9*|Fk_1}>

M= I~

((2vame+1) £ [l6™) 6l 1R + 2vEre B [J0"")T6hl IFic

b
Il

1

+E {(Wk)Tékq - (¢”k)T9*|Fk71] )

< XK: < (4\/%+ 2) va - v(k—1) (\/\SHA\ + 4\/log(k:)) E U o ‘Eil Fkl}
k=1 k—1
+<4\/ﬁ+1)\/a~u(k—1)'l‘ly/4-\/%>, (15)

where inequality (a) uses Lemmas 7 and 10.

Here according to the definition of event Fry,,, and Lemma 12, we have

K k K k k K k
S o 1) =32 (e 7 18] = o )+ 22 6
k=1 k—1 k=1 k—1 k—1 k=1 k—1
K 4K
<4H log< 5/)
H?2 KH?
2K . — 171 14+ ———+—.
+\/ miS|iA max{ma)\, } 0g< +a)\|S|A|m)

(16)

Therefore, plugging the above two equations into Eq. (12), we have

R(K) < (4\/%+2> Va - v(K) (\/ISHA| + 44/log (K)) .
(4H\/Klog<4§>+\/2Km|S|A|maX{WIL{Oé2/\’1}IOg<1+a)f;ﬂ{jlm>>
+2(4v2re+1) H \/WHH m\/}:
2 A Hrpax
:O< P(2m)~V(K)\/W<\/Km|SHA| Inax{ }+H\/>>>

where in equality (a), the last two terms are absorbed into O()

C.2 PROOF FOR THE REGRET LOWER BOUND WITH KNOWN TRANSITION

In the following, we prove the regret lower bound (Theorem 2) for RL with binary segment feedback
and known transition.

Proof of Theorem 2. We construct a random instance Z as follows. As shown in Figure 4, there
are n bandit states si, ..., s, (i.e., there is an optimal action and multiple suboptimal actions), a
good absorbing state s, 11 and a bad absorbing state s,, . The agent starts from s1, ..., s, with
equal probability X. For any i € [n], in state s;, one action a is uniformly chosen from A as the
optimal action. In state s;, under the optimal action a ;, the agent transitions to s,,4; deterministically,
and 7(s;,ay) = Tmax; Under any suboptimal action a € A \ {s 7}, the agent transitions to s, 2
deterministically, and r(s;,a) = (1 — €)rmax, where € € (0, 1) is a parameter specified later. For all
actions a € A, r(8p+1,0) = Tmax and 7(sp42,a) = (1 — €)Tmax-
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Optimal action: (s, a;) = Tax
Suboptimal action: r(s;, af*?) = (1 — €)Tax
a;: transition to s, 41

1 sub, Sy
wp.t (s ag¥: transition to s,
n \
1 Sn+1 ) 7(Snt1,) = Tnax
W.p. n Sy
Sn+2 ) T(Spy2) = (1 — E)pax
W.p. 1 Sn /

Figure 4: Instance for the lower bound under binary segment feedback and known transition.

In this proof, we will also use an alternative uniform instance Z,;s. The only difference between
Zunir and Z is that for any 7 € [n], in state s;, under all actions a € .4, the agent transitions to s, 4o
deterministically, and r(s;,a) = (1 — €)rmax-

Fix an algorithm A. Let Eyy;¢[] denote the expectation with respect to Zyyir. Let E,[-] denote the
expectation with respect to Z. For any ¢ € [n] and j € [|A]], let E; ;[-] denote the expectation with
respect to the case where a; is the optimal action in state s;, and N; ; denote the number of episodes

where algorithm A chooses a; in state s;, i.e., N; ; = Zle {n¥(s;) = a;}.

The KL divergence of binary observations if taking a s in s; in each episode between Z,ir and 7 is

i_n; KL (Ber (u ((1 ) rmax - 5)) ‘ Ber (u (rmax : Z)))

(a) (M ((1 - 5)rmax : %) — M (rmax ) %))2
m- ; H

1 (Tmax - 1)

O (1) ) (e )

= p (Home) ’

where inequality (a) uses the fact that KL(Ber(p)||Ber(q)) < EI’(’;IBI; , and inequality (b) is due to

that ¢/ () is monotonically decreasing when = > 0.
In addition, the agent has probability only % to arrive at (observe) state s;.

Thus, using Lemma A.1 in (Auer et al., 2002), we have that for any 7 € [n], in state s;,

2 Hro N2
k[ (=)o) (- g
Ei j[Nig) < Bunie[Nig] + 54| o - Bunie[Nig] - m i (Hrma
2
K Hrpax |m (1 — g) Hmas)
= Eunif[NiJ] + ? s € T E . Eunif[Ni,j] : ,U/ (Hq;;;mx :

Summing over j € [|.A|], using the Cauchy-Schwarz inequality and the fact that Z‘j“ill Euwit[Ni, ;] =
K, we have

|Al Hr 2
KHrmae | JAIK /(1 — &) Hrmas

> Eij[Nij] S K+ —— ‘m|n g 7 (Hrn )

o w (=)

m

R R S

2
KHTH]&XE: ‘A|K ,U/ ((1 —co)m)
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where ¢g € (0, 3) is a constant which satisfies co > . We will specify how to make ¢y > ¢ to satisfy
this condition later.

Then, we have

K
R(K) = E. [V* - V”k}
k=1

n |Al

= TmaxHK — % Z (1 — E)TmaxHK + E7ﬂma‘x ‘A| Z 7] 7]
i=1
K KHrowe | K (1= co)max)”
> ermaxH | K — — — :
S AT 2 N\ ()
Let
1 [Ajmn— p (Hmes)

€= .
2H rmax K ! ((1 —e )Hrmx)Q

Then, the constant ¢ should satisfy

1 Almn p! (Hmax
T 9H |.|K ' ( Hr). 3 < ‘o,
e\ K (1 e B
Since
! (LZZ‘“) _ (exp ((1 - CO)HT““‘X) + exp ( (1 —¢op) HT""“") + 2)
/”' ((1 — ¢ )H7nnx)2 exp (H'r‘n,dx) +eXp( H’r‘n,dx) +2
- (4exp ((1 - co)iH""ﬂ"‘))2
- exp (uax)

H max
16 exp ((1 - 2c0) “max > ,
m
it suffices to let ¢ satisfy

1 Almn Hrmax
2H7“max\/| L{ - 16 exp ((1 — 2¢p) - > < ¢y,

which is equivalent to K > M exp((1 — 2¢) Hrmax),

H2 2
It suffices to let
4 Hrpax
K> |A\mn2 exp Tma 7
H2 r2nax 0 m

and then ¢, can be any constant in (0, 5).

(0,%)and K > A Almn exp(HLmax) Since

H2 x2nax(/0
w (L;’;a") _ (exp ((1 - cO)HT'“aX) + exp ( (1 —¢op) HT""“) + 2)
u ((1 _ CQ)HT"”X)2 exp (Hrmdx) + eXp( Hrmdx) +2
S (exp ((1 — co) Frmax ))2
- 4exp (Hrmax)
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Algorithm 3: SegBiTS-Tran
Input: 4,6’ := g,/\.
fork=1,..., K do
) . c— m / ok ’
Or—1  argming —(3 2y Yo7, () - log(u((¢7 ) T0)) + (1 — yF) - log(1 —
k/
(6™ )70))) — 3AlI013):

- m 'rk/ Tk/ .
Yh-1 ZII:':l1 i 97 (97 )T +ad;
Draw a noise & ~ N(0,a - v(k —1)2- £.1)), where v/(k — 1) is defined in Eq. (1);

KHI|S||A]|
7

WY1 (s,a) < min{2Hrpax log(757 Hrpax} forany (s,a) € S x A,

ni—1(s,a)
0% < 01 + & + bi”,lt )
7k argmaxﬂ(qﬁgfl)T&Z, where ¢]_, is defined in Eq. (17);

Play episode k with policy 7%. Observe 7% and binary segment feedback {y*}™ ,;

]. H max
:exp<(1—2co) ! ),
4 m

we have
1 1 ( Hrmax K K
R(K) > Apmn W (T (K - )
2H T hax K W ((1 _ CO)H::;ax) |A| 4

-Q <\/exp <(1 - QCO)H:;W> |S||A|mK>

_ 0 (exp ((; ) HT:) JW) |

C.3 PSEUDO-CODE AND DETAILED DESCRIPTION OF ALGORITHM SegBiTS-Tran

Algorithm 3 illustrates the procedure of SegBiTS-Tran. In episode k, similar to SegBiTS,
SegBiTS-Tran first uses MLE with past binary segment observations to obtain a reward estimate
0,1, and calculates the covariance matrix of past observations 3j;_; (Lines 2-3). After that,
SegBiTS-Tran samples a Gaussian noise &y, using ;1 (Line 3).

For any k£ > 0 and (s,a) € S X A, let pi(+|s,a) denote the empirical estimate of p(+|s, a), and
nk(s, a) denote the number of times (s, a) was visited at the end of episode k. Then, SegBiTS-Tran
constructs a transition bonus b ; (s, a), which represents the uncertainty on transition estimation.

Incorporating the MLE estimate ék,l, noise & and transition bonus bzv_l(s, a), SegBiTS-Tran
constitutes a posterior estimate of the reward parameter 0 (Line 6).

For any policy 7, k > 0 and (s,a) € S x A, we define
H
or (s, a) =K, Z 1{sp = s,ap = a}|mr|, (17)
h=1
which denotes the expected number of times (s, a) is visited in an episode under policy 7 on the
empirical MDP py.. In addition, let (;Aﬁg = [ég(s, a)(s,a)esxA € RISIAL

Then, SegBiTS-Tran finds the optimal policy via argmax, (¢7_,) 7 8%, which can be efficiently
solved by any MDP planning algorithm with transition p;_; and reward éz (Line 7). With the

computed optimal policy 7%, SegBiTS-Tran plays episode &, and observes a trajectory and binary
feedback on each segment (Line 8).
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C.4 PROOF FOR THE REGRET UPPER BOUND WITH UNKNOWN TRANSITION

In the following, we prove the regret upper bound (Theorem 3) of algorithm SegBiTS-Tran for
unknown transition.

Define event

log (7KH1§?HA‘)

OHoefr := { ‘ﬁk—l("saa)—rv};—l _p('|57a)TVh*+1’ < <2HTmax A HTmax)a

V(s,a) € S x A, Vk > O}.

Lemma 13. It holds that
Pr [Ghoerr] > 1 — 24",

Proof. This lemma follows from the Hoeffding inequality and a union bound over ny_1(s,a) €
[KH]and (s,a) € S x A. O

Lemma 14 (Optimism of Thompson Sampling with Unknown Transition). Assume that event £ and
GHoett holds. Then, for any k > 0, we have

P s ()8 > (67) 0 | ] > 2

2V 2me

d

Proof. This proof follows the analysis of Lemma 17 in (Efroni et al., 2021).

Using the value difference lemma (see Lemma 35), we have

ékr 1( *)Téb_(¢7r*)'l'9*

Ep 1 l ( (snyan) — 0% (sn,an) + (Pr_1(:|sn, an) — p(-|sn, an)) " fo+1>
h=1
H
Epp_1,m [Z( k(Sh, an)— (5h7ah)+b’é31(5h’ah)+(ﬁk—1('|8haah)—p('|8haah))TV;f+1)
h=1
(a) H v v
>Ep, e Z( k(sh,an) — 0" (s, an) + 03" 1 (sh,an) — bZ_l(Sh,ah))
h=1
H ~
=Ep_ [Z (On(snyan) = " (snan) )
h=1

= fp—1(7") O — 1 (") 0",
where inequality (a) uses the definition of event Gyoefr.
Thus, by the definition of 7%, we have
Pr [ék_l(ﬁk) > (67 )T0* | By 1] > Pr [dp_y (7)) T8 > (67 )T 0" | Fk_l}

¢

—Pr {Ak_l(w*)Té,f; — (") 0" >0 Fk_l}
|
1

> Pr 1 (%) 0y, — dr_1 (%) 70" > 0| F,H]
®)
> —,
2V2me
where inequality (a) is due to the definition of 7%, and inequality (b) follows from Lemma 8. O
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Define event

Okl = {KL(ﬁk—l('lsaa)7p('|s7a)) < s vk > O,V(s,a) €8x -’4} . (13)

ng—1(s,a)
Lemma 15 (Concentration of Transition). It holds that
Pr[gKL] Z 1— 5/.

Proof. This lemma can be obtained by Theorem 3 and Lemma 3 in (Ménard et al., 2021). O

Recall that for any & > 0 and (s,a) € S x A, ng(s,a) denotes the cumulative number of times
that (s, a) is visited at the end of episode k. For any k > 0, h € [H] and (s,a) € S x A, let
wg,n (8, a) denote the probability that (s, a) is visited at step h in episode k, and let wy(s, a) :=

H
D oheq Weoh(S, ).

Define event

k
H = {nk(s,a) > % Z wy (s,a) — H log <|S|;UH> , Vk > 0,Y(s,a) € S x A}. (19)

k=1
Lemma 16 (Concentration of the Number of Visitations). It holds that
Pr[H] >1-4".

Proof. This lemma can be obtained from Lemma F.4 in (Dann et al., 2017) and summing over
h € [H]. O

Define event

Pt = { zk: (B[ )00 Foa] = (67 ) T8, )| < AH ey [ log (?f),
k=1
i (B {61 ) =6 1Fes] = |6 @) =) )
k'=1

§8H1/klog <Z§f), Vk>0}.

Lemma 17. It holds that
Pr [Fa] > 125"

Proof. This lemma can be obtained by a similar analysis as Lemma 11, and the facts that
@™ )TV 4| < B2 and Gy (%) = 7" |1 < 2H forany k> 1. .

Lemma 18. Assume that event Fr... N Gk N H holds. Then, we have

ZK:E [H(ik—l(ﬂ’“) — ¢ ]1 IFIH} < 24¢'|S|3| A2 HE \/KLlog(2K H)
k=1

+192¢'?|S|?|AI?H? L log <2KH5|,8”“4|> .

Proof. First, from Lemmas 29 and 30, we have
|
k=1 !
K H
; L 46 H?L
< e'?[S||A wr s,a) | 8H +
<SS DS D2 i) 88—

k=1h=1(s,a)€Dy ni-1(s,a)

Fra(m) = ol
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K H
—|—612|S||A|HZZ Z w;{ s,a)

k=1h=1 (s,a)¢ Dy

<se2SIAHVE |33 ST g \IZZ Yoo vilsa)
e

1h=1 (s,a)€Dy & nkil(s’ a)

K H
+46e?(SIAH’LY Y >

k=1h=1(s,a)EDy

< 16e"?|S|3|A|* H? /K Llog(2K H) + 184e12|3|2|A|2H2L1og(2KH)
S||AlH
+8612|S|2|A|2H210g<| ||6,| >

2K H
< 16¢'2|S|3|A|* H? /K Llog(2K H) + 192¢"2|S|?| A|*H2 L log ((f”““)

=

6/

nkl

Next, we have

iE H‘qgkq(ﬂk) — o™ ) |ka1}

<Z ( |-y — o

< 16¢'?|S|? \A|%H%\/KL log(2K H) + 192¢'2|S|?| A|? H? L log <2KHS”A>

6/
/ 4K
+8H /| Klog ( 5 )

< 24e'2|S|3|A|? H? /K Llog(2K H) + 192¢"2|S|?| A|2H2 L log <2KHS”A> .

71'

|Fk 1} *H(bk (7)) — @7

)

6/

Lemma 19. Assume that event by, holds. Then, we have

4KH
ZE[W YT | Fir] < 201S|A 21V log ('S'A')

6/

Proof. Tt holds that

S e[ty ]
k=1 p

T + 3 (B [0 ] - 67Tl
k=1

log (7KH‘§HA|)

A H""max + 4EIQTma.x Klog (

o (A5 5 e

k=1h=1(s,a)EDy
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K H AK
+Hrmaxzz Z (5,a) + 4H?rpax Klog( 5 )
k=1

h=1 (s,a)¢Dy,

K H 7k
< 2Hrmax\/1og (KHES”A'> VKT - J Sy Y Ml

H 4K
+ 8|S|‘A|H2Tmax IOg <|S||(;fl|> + 4H27’max Klog (>

/

< 2Hrmax\/log (KHLS”A') -VKH - \/4|S|| Al log(2K H)

S||AH 4K
+8|8|A|H2rmaxlog<| Al )+4H2rmax Klog( 5/)

5/
4K H|S
S 16|S|‘A|H2rmaxﬁlog ((J/||.A|) .
O
Proof of Theorem 3. Letting §' = 2, we have Pr[€ N Fr.. N Groetr N Gx. N H N Fopan) < 1— 4.

Then, to prove this theorem, it sufﬁces to prove the regret bound when event £ N ]-'KTran N GHoefr N

QKL NHN ]:UTran holds.

Assume that event € N Fr.n N Groetr N Gk N H N Fr,,, holds. Then, we have

RK) =Y (™) 7o = (6™)7e")

Il
M= I T

>
I
—

For the first term, we have

szE [(@7)T0" — (67) 70" | Fi |

i([ V0 = s ()R] 4B [ha ()8 — (67T i)

k=1
In the following, we prove

E[(67)70" = buos(n) 0 i

< 2V2re - E {((jsk_l(wkfég —E [g&k_l(wk)Té’,;\Fk_l])+ Fk_l} .

IfE[(¢™ )T 6* — (;gk_l(ﬁk)TéZ|Fk_1] < 0, then Eq. (22) trivially holds.
Otherwise, letting z := E[(¢™ ) T0* — ¢p_1 (7*) 70| Fy_1], we have

E [(qékl(wkﬂéz E [ (N TIF]) Fkl}

31
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(B[@™)70 — (67) 76| Fica | ) + 4H 7y | K log (4;( >

(20)

2n

(22)
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> 2 Pr |t (1) 0% — B [ G (7) T8RP | 2 2| Fiea
> (E[(67)70" = s (@) T0 s | ) - Pr [ (+) T} = (67) 07| Fic |
2 (B[00 — da (N IR ) 5=

where inequality (a) uses Lemma 14. Thus, we complete the proof of Eq. (22).

Let ¢, € RISIAI be an i.i.d. random variable with ¢ given Fj,_;. Then, using Lemma 9 with
P = Pr—1, Tp—1 = Ok—1 + b}’ | and 7% = 7F, we have

E[(67)70" = duoa(n) T i
< 2V3re -E {(éklwféz [ ()8 E]) |Fk1]
< 2v/2re B [|g 1 (7) &l + 16k (7) T4 [ ]

Plugging the above inequality into Eq. (21) and using Lemma 10 with §;, = 1?14 and Lx = \/%, we

have

(2F E[I6e-1(r) Tl + [t (7)€L [P |

[kfl( BT (9k 1+ 07 +§k) (¢”k)T9*Fk1}>

-y ( (2v2re +1) - E (|41 (") &l |[Fioa | +2V2me B || (7) €1 [ Fi]
[

a7 (Ba +02,) - 070 ) )

é < (4F+ 1) Va-v(k—1) (\/IS||A| + 4\/10g(k)) E |:H(£k_1(ﬂ.k)‘ - IF;H]
+ (2me +1) Va- vk - 1) @HA"%
FE G ()T (B + 07 ) — (6770 P ) 3)

We have
E [ngq(ﬂk)T (ék—l + biv_l) - (¢Wk)T9*|Fk71}

=E [ék—l(ﬂ'k)T (ék—l - 9*> |Fk—1} +E {(ng—l(ﬂk) - ¢7Tk)T 9*|Fk—1]
FE [ () TV P

< va vl = 0B | ah)

k—1

o

Fica | + s [ ca(7%) - 6

) [ék_l(wk)Tb§11|Fk_l] .
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Hence, plugging the above inequality into Eq. (23), we have

ZE[¢W )To — (¢Wk)T9*|Fk71}

<y

k=1

i

(25 +2) v ot 1) (VETAT+ v @) 5|

Here we have

K [ ~
SOE |||éra)|| -, 1P
k=1 - Pk

|

T K
: ZE (Z)ﬂk s-1 |Fk_1} + ZE [ b1 (7F) — ¢ﬂk »

k=1 - k—1 Pt 1

o [ k 1 K R . .
S;E I ¢ Egil |Fk1:| +mkz_1E|:H¢kl(7r )_¢

4F+1) v(k 1)F1/|S!A|+max [H¢71 )¢

ool

o

Fk—l}

1

Fk—1:|

1 |Fk71}

K

(a)
< 4H\/)\ log(
+ LZ]E { q{)k_1(7'rk
val pry

where inequality (a) uses Eq. (16).

4K
5

Trk
_¢ ‘Fk—1:| )
1

In addition, we have

E

] >

()T P

Ed

—

IN
&=

(@) B | + 3 E[|[dn-1(x") — o

IN

1= T

E

x>
I

1

Therefore, plugging the above three equations into Eq. (20), we have
R(K)

< (4m+ 2) Va - () (V/ISTIA] + 4/log (K) ) -

2
> +1/2Km|S||A| -max{,l} -log <1 +
mo

(6™ )T 1 Fieea ]| + Hra e [Hék_1<7r’f> o7
k=1

KH?
a|S||Alm

)

b 1” |Fk—1}

\Fk_l} .
1

2
) + [ 2Km|S||A| max{, 1} log (1 +
mal

) (VISTAT+4+/fog ) )+2Hrmax) Z]E I

(( )5

+§: [dﬂ T | Fe 1}+2(4F+1
k=

1

4N 2me+2
(™)
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—

20w (22} T (o [ 5] )

+ <u<K> AL sy max> SP |A|2Hz¢?>

where in equality (a), we use Lemmas 18 and 19, and the last three terms are absorbed into O() O

D PROOFS FOR RL WITH SUM SEGMENT FEEDBACK
In this section, we provide the proofs for RL with sum segment feedback.

D.1 PROOF FOR THE REGRET UPPER BOUND WITH KNOWN TRANSITION

We first prove the regret upper bound (Theorem 4) of algorithm E-LinUCB for known transition.

7|

Define event

]t )|

k=1
4H? 2 4H? 2
< —— 4/ Kplog 1S4 =+ log [S1IA] . (24)
m o m o
Lemma 20 (Concentration of Initial Sampling). It holds that
Pr(J]>1-4¢".
Proof. Note that 7', ... 750 and K, are fixed before sampling, B[S, ¢ (67 )]
B, omr [2oi ) &(7)( 1) } and | 7, ¢ (7)) T < 1’ Then, using the matrix Bernstein
inequality (Theorem 6.1.1 in (Tropp et al., 2015)), we can obtam this lemma. O

Lemma 21 (E-optimal Design). Assume that event J holds. Then, we have

Ko m -1 1
(ZZ¢T (¢7) ) < =3

k=1 1i=1

Proof. Using the guarantee of the rounding procedure ROUND (Theorem 1.1 in (Allen-Zhu et al.,
2021)) and the fact that Ky > %, we have

<§§iE;yvﬂk[z{:¢(ﬁ)¢(ﬁ)T])

-1

(1+7) (Ko > wH(m) By [Z ¢(Ti)¢(Ti)T]>

mell i=1

(147)2"

<
= Ko

Let 0min () denote the minimum eigenvalue. Then, we have

Koy m
Gmin <Z D >T>

k=1i=1

ZZ 6 (@) =3 Erpo [me(nf])

k=11 k=1
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Ko m Ko m m
Zamin (Z Enmﬂrk [Z ¢(Ti)¢(Ti)T‘| ) - Z ZEﬂNﬂ'k [Z )¢(Tz)T1 ‘
k=1 =1 k=11=1 =1
K, AH? ASIAN | o AH? | (2AS|IA
= (T+7)z* m log ( o’ Vo - & 25)
Let x = /Kj and
I , 4R 21| Al LH2 . (2]S||A] ,

According to the property of quadratic functions, when

4t fiog 2\SHAI \/4H2 2|8AI)) T4 (47Hn210g(—2“§‘,‘*")+H2)

1
2 T

(26)
we have f(z) > 0.
To make Eq. (26) hold, it suffices to set

2 2
2(,%)\2 2 2
o s EC) <2<4H log<25||,4>> +2,<4H log(msnm))
4 m o’ m &

8 2 2|S]|A
+(1—|—7)z* 5H log( 5

_ (16H4(1 + 7)%(2*)?

+ 10H?(1 + ’y)z*) lo (2|‘S;5|,|A|) .

Furthermore, since || Y- cr; w*(m)E,, oo [>oi ¢(73)é(7;) '] || < H? and then 2* > 4z, to make
the right-hand-side in Eq. (25) no smaller than H?2, it suffices to set

234,

Ko > 26H*(1+7)2(2*)? log ( 5

Therefore, combining the definition of K and Eq. (25), we have

Ko
- (z ¢<Tk>¢<w> > 2
k=1

which completes the proof. O

Lemma 22. Foranyk > 0,

Zlog<1+z

k'=1

det(XZg) kH?
= < .
e ) ox (Geigam ) < 1914110 (1 i)

Proof. For any k > 0, it holds that

det(X;) = det (2k1 + Z ¢7—f ((Z)q—f)T)

i=1

= det(Sg_1 det( Z Sho1) 2T (¢7) (2k1)2>
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= det(Ek,l) <

= det(\]) (
k'=1

Taking the logarithm on both sides, we have

2
(Zp—1)"1
‘(Z ’ 1 1> '

log det(3)) = logdet(AI) + Z log (

k'=1

2
‘ Ek/—1)71 ’

Then,
det(Ek)
1 ‘ ~1
kle °g< S ) > ©8 (det()\I)
[SIIAl
(g )
g lo (\SHAI)
- AISIA]
tr(Zk)
~IslArios (55 )
AlSIA|
NS|A| + km - 23
< |S|[Allog =
AlSIA|
kH?
=|S||A| 1 14+ ———1,
statios (1+ 55 )
where (a) uses the arithmetic mean-geometric mean inequality. O

Lemma 23 (Elliptical Potential with Optimized Initialization). Assume that event J holds. Then, for
any k> Ky + 1,

o7

Em:‘ <1
=1

(Zp-1)"1t

Furthermore, for any K > Ky + 1,

KH?
kRl =1 [SllAlm

Proof. Using Lemma 21, for any k£ > Ky + 1, we have

(Sh_1)~? ()\I+ZkK/0:1 ¢Tk’ (¢Tk’)-r+ K 1K = o7 ( fk/)r)fl

) Z_;Hd) (=

o (67 T)

< H2 1
<1.
Then, we have
-1 < Km 1
k=Ko+1 i=1 (Z-1) k=Ko+1 i=1 (Fr-1)
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< | Km-2 Z log<

k=Ko+1

(Bk-1 )

K m 2
Km-2 log | 1+ ’

®) KH?
<4/2K 1 14+ ——1-—
\/ st Ao (14 5770 )

where (a) uses the fact that z < 2log(1 + ) for any = € [0, 1], and (b) follows from Lemma 22. [

ot

IN

Define event

o= o

Lemma 24 (Concentration of ék under Sum Feedback). It holds that
PriK]>1-4¢".

H|S||A| kH? 1
<22 e - \/ .
5, \/ - log 1+/\|S|| m +2log 5 +7rmax VAIS||A|, Yk >0

27)

Proof. Since the sum feedback on each segment is %-sub-Gaussian given the observation of transition

and [|0*|| < rmaxy/|S||A|, using Lemma 2 in (Abbasi-Yadkori et al., 2011), we can obtain this
lemma. J

k

> (B 167y 1Fora] = 1675,y

Define event
k' =Ko+1

‘Fospt::{
4k
< 44 [klog 5 , Vk>Ko+1,. (28)

Lemma 25 (Concentration of Visitation Indicators). It holds that
Pr[F5] >1-4".

opt

Proof. According to Lemma 23, we have that for any k' > Ko + 1, ||<;57||(2k_1),1 < 1, and then
B rr 10752, =1 =1 = 107 (5,1 [ < 2.

Using the Azuma-Hoeffding inequality, we have that for any fixed £ > Ky + 1, with probability at

least 1 —
4k2
\/2 4(k — K0—1)10g< 5 >

Since Y07 i 14 o> < &', by a union bound over &, we have that with probability at least &', for any

k> Ky+1,
k.2
<2tk o - o (47

k
4k
<4 klog((SI)

2]€2 2

k
> (B 1675y 1] =167 Nis,, )| <

k'=Ko+1

Z (ETNWM [”¢T||(Zk'—1)_l [Frra1| = ”d)T”(Zk'—l)_l)

k'=Ko+1
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Proof of Theorem 4. Let §' = g. We have Pr[7 N K N F5,] > 1 — 4. To prove this theorem, it

suffices to prove the regret bound when event J N K N ]-"fpt holds.
Assume that event 7 N/ N }"gpl holds. Then, we have

K

R(K) = Z ((¢ﬂ*)T9 _ (qsﬂk)"l'a)
k=1
@ . *\NTH * BT
LN () e B 1) 167 sy — (67)70) + Ko
k=Ko+1
® = ENTA k kT
< Y (@)l + Bl = 1) - 167 m,yr — (67)T6) + KoH
k=Kop+1
X k
< N 28(k=1) (67 [l 01 + KoH
k=Ko+1
K
=28(K) > [Brnr (671 Fialllm, ) + KoH
k=Ko+1

K

(©)

<28(K) > Ernrr (1675, )1 1P| + Kol
k=Ko+1

K
= 28(K) Y (Bt [1167 )1 1Bt | =167 5y )1 167 s,y ) + Ko H

k=Ko+1
K m .
< 28(K) Z (ETNTI'k [Hd’T”(zk,l)—l ‘Fk—l} —||¢T||(zk,1)—1 +Z ‘ ¢ . 1)
k=Ko+1 i=1 (k1)
+ KoH, (29)

where (a) follows from Eq. (27), (b) is due to the definition of ¥, and (c) uses the Jensen inequality.

Plugging Eq. (28) and Lemma 23 into Eq. (29) and using the fact that X := T2H —, we have

max

H|S||A] KH? l
R(K)§2<\/m log 1+7)\|S\|A|m + 2log 5 + Trmax V/AIS[JA]

4K KH?

+H ’Vmax {26H4(1 +7)*(2")* log (2|€;|1|A|) ’ ISvLAl H

KHr2, \ 1 |S]|A]
= VHK] 1 o max ) )2 HOlog [ —— H).
o{Istla IR s  (1-+ e ) )+t (55 ) +isiam

O

D.2 PROOF FOR THE REGRET LOWER BOUND WITH KNOWN TRANSITION

Now we prove the regret lower bound (Theorem 5) for RL with sum segment feedback and known
transition.

Proof of Theorem 5. We construct a random instance Z as follows. As shown in Figure 5, there are
n bandit states s1, ..., s, (i.e., there is an optimal action and multiple suboptimal actions), a good
absorbing state s,, 41 and a bad absorbing state s,, 2. The agent starts from s, ..., s, with equal
probability % For any ¢ € [n], in state s;, one action a ; is uniformly chosen from A as the optimal
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Optimal action: r(s;, a;) = G + s) Tmax

. . 1
Suboptimal action: r(s;, af*?) = > Tmax
a;: transition to s, 4,
a$vb: transition to sy,

1
Sn+1 ) T‘(S-,H_l,') = (E + g) Tmax
1
Sn+2 T(Sp42,) = 3 Tmax

w.p. - S1

/

2
-
|
:m ce

Figure 5: Instance for the lower bound under sum segment feedback and known transition.

action. In state s;, under the optimal action a s, the agent transitions to s, deterministically, and
r(si,as) = (3 + €)rmax, where € € (0, 3] is a parameter specified later; Under any suboptimal

action a € A\ {s}, the agent transitions to s,,+» deterministically, and r(s;, @) = 3ryax. For all

actions a € A, r(sp11,a) = (5 + €)rmax and 7(Sp42,a) = $Tmax. Forany (s,a) € S x A, the

reward distribution of (s, a) is Gaussian distribution A (r(s,a), 1).

In this proof, we will also use an alternative uniform instance Z,,;s. The only difference between
Zunir and Z is that for any ¢ € [n], in state s;, under all actions a € A, the agent transitions to $,, 42
deterministically, and r(s;, a) = %rmax.

Fix an algorithm A. Let Ey¢[-] denote the expectation with respect to Zyy¢. Let E,[-] denote the

expectation with respect to Z. For any i € [n] and j € [|A[], let E; ;[-] denote the expectation with
respect to the case where a; is the optimal action in state s;, and NV; ; denote the number of episodes

where algorithm A chooses a; in state s;, i.e., N; j = Z,If:l Lt (si) = a;}.

The KL divergence of the reward observations if taking a s in s; (i € [n]) between Zyy;r and Z is

i 1 H H 1 H H
;KL (N (27“1113)( . E, m) HN ((2 +5> Tmax * E, m))

(£ - riaxe)”
H
m

_ g2 2
= Hry €.

=m -

In addition, the agent has probability only % to arrive at (observe) state s;.

Hence, using Lemma A.1 in (Auer et al., 2002), we have that for any ¢ € [n], in state s;,

K /1
E; ;[N ;] < Eunie[N; 5] + 2\/n - Eunie[N; 5] - Hr2 2.

], using the Cauchy-Schwarz inequality and the fact that Z‘j“ill Euwit[Ni ;] =

Summing over j € [|A
K, we have

|A|
K
ZEi’j [Ni,j] S K + 2\/|;il| K- HTIQHaX62

K4 Krmaxe /|.A|HK.
2 n

Jj=1
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Algorithm 4: LinUCB-Tran
Input: §,6' ;== 3 A =2 [ .= log(w) + Slog(8e(1+ KH)). Forany k > 1,

'm’

H|S||A
B(k ¢ HISIA Jog (1 + 5L —) + 2108 (%) + Fmax v/ AISTIA.

fork=1,...,Kdo

m -,—k' 7-?“’ m T !
O 1<—()\I+Zk' 1 22i=1 07 ( RO LD DD Dl Rk

k/
k- 1<_)‘I+Zk/ DIy 1¢T ( A
T s’ a5k

e argmax,en (0F_1) k-1 +8(k=1) 1071 20 _1y-1+ 200 0 Bsimpl B (1)),
where BT*** ¥ (s,) is defined in Eq. (31);
Play episode k with policy 7%. Observe 7% and sum segment feedback { RE}™ |

Then, we have

R(K) =Y E. [v* - Vﬂ
k=1
1 1< (1 iad
= <2 +5> Tmax K — E ; irmaxHK + eTmaxH - |./4‘ ZEZJ ZJ
K Krpme |HK
— erpaH | K — = — ikl
e ( AT 2 n|A|>

Recall that n = |S| — 2. Let |S| > 3, |A| > 2, K > ”lA‘ and ¢ = 52 24l Then, we have

2 max HK
R(K) = Q (\/\SHA\HK) :

D.3 PSEUDO-CODE AND DETAILED DESCRIPTION OF ALGORITHM LinUCB-Tran

Algorithm 4 presents the pseudo-code of LinUCB-Tran. In each episode k, similar to algorithm

E-LinUCB, LinUCB-Tran first computes the least squares estimate of the reward parameter 0,_1 and
covariance matrix ;1 with past observations (Lines 2-3).

Then, we introduce the transition estimation in LinUCB-Tran. We first define some notation which
also appears in algorithm SegBiTS-Tran. For any £ > 0 and (s,a) € S x A, let pi(-|s, a) denote
the empirical estimate of p(+|s, a), and ny (s, a) denote the number of times (s, a) was visited up to

the end of episode k. In addition, for any policy , let qgg(s, a) denote the expected number of times
(s, a) is visited in an episode under policy 7 on empirical MDP py,_1 (see Eq. (17) for the formal
definition).

Below we establish a bound for the deviation between @“71 and ¢™. For ease of analysis, we first

connect ¢™ with a newly-defined visitation value function G} (s; p). For any transition model p’,
policy 7 and (s',a’) € S x A, if regarding hitting (s’, a’) as an instantaneous reward one, then we
can define a visitation value function:

Gr(s5p) = s = &', mn(s) = a'} + p(-|s, T (5)) TGT (), Vs € S, Vh € [H],
GHL (sip) = 0, VseS.
(30)

GZ;S"“/(S; p’) denotes the expected cumulative number of times (s,a’) was hit starting from s
at step h under policy = on MDP p/, till the end of this episode. It holds that ¢™(s',a’) =

Es,~p[GT7 " (s1|p)] and (;3271(5’, a') =Eg,~p|GT" " (s1|Pr—1)] forany (s',a’) € S x A.
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With the definition of G},'* " , bounding the deviation between qg;;fl and ¢™ is similar to bounding the

gap between the estimated and true value functions. Then we can build a Bernstern-type uncertainty

bound between gbk , and ¢™ using the variance of G’ o'y

k > 0, define

ms'alke N s Varg, _ Cls,my (o) (G Clor-1))-L 13H2L
Bh (8) = min { (4\/ = n};,l(s,ﬂh(s)) + ng—1(5,7h(s))

(U ) i Cls (o) B 0). H ) s e S, v L),
B (s) = 0, Vs€S.

. For any policy 7, (s’,a’) € S x A and

&1V

The construction of Bg;sl’al;k’(s) satisfies (see Lemma 29 for more details)
671 (5',0) = 67(5,0))| < By | B (s1)|, V(s 0) €S x A,
e ™ m;s’ a3k
1651 =07 £ 3 Burmy [BEH(s1)]
(s”,a")

Incorporating this transition uncertainty [E,, ~,[BT****(s;)] and reward uncertainty

H(ﬁg_1||(2k71)71 into exploration bonuses, LinUCB-Tran computes the optimal policy 7%

under OptlmIStIC estimation (Line 4). After that, LinUCB-Tran plays episode k with 7%, and collects
trajectory 7% and reward observation on each segment { R¥}™ | (Line 5).

D.4 PROOF FOR THE REGRET UPPER BOUND WITH UNKNOWN TRANSITION

In the following, we prove the regret upper bound (Theorem 6) of algorithm LinUCB-Tran for
unknown transition.

Recall the definition of events Gk and H in Egs. (18) and (19), respectively.

For any k£ > 0, define the set of state-action pairs

k
1 S||AlH
Dy, = {(s,a)GSxA: i E wk/(s,a)ZHlog<||&>+H}. (32)

k=1
Dy, stands for the set of state-action pairs which have sufficient visitations in expectation.
Lemma 26. Assume that event H holds. Then, if (s, a) € Dy,

ng—1(s,a) Ewk/sa

k' 1
Proof. We have
S||A|H
ni—1(s,a) Zwk/sa Hlog(”j)
k' 1
k—1 k—1
1 1 |S||AlH
1 Y w4 X o) - Hiog (151
k'=1 k=1
k k
1 1 |S||AlH 1
— 1 Y o)+ 1 X wwlsa) - miog () - Sungs.a)
k=1 k=1
@ 1 1
> E Z wk’(saa) +H — §wk(saa)
k=1
1k
> 1 ];1 Wy (37 CL),
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where (a) is due to the definition of Dy (Eq. (32)).

Lemma 27. It holds that

Proof. If (s,a) ¢ Dy, then

k'=1
Thus, we have

w,p(s,a) < 8|S||A|H log (

k
- Z wi (s,a) < Hlog

[SIIAH
)

(ST iy

ZZZ]I{ s,a) & Di} - win(s,a)

sa)k 1h=1

= Z Z 1{(s,a) ¢ Dy} - wi(s,a)

(s,a) k=1

< 4|S||A|H log ("9”(;4'H> + 4[S||AlH

< 8IS||A|H log ("S”(;“'H> .

Lemma 28. Assume that event H holds. Then, we have

ZZZ

k=1h=1 (s,a)EDy,

w“ 5:9) S < 4|S||Allog(2K H).

Proof. Tt holds that

——— - 1{(s,a) € D
> TP B

wy (s, a)

T T wi(s,)

(b)
< 4/5| 4] log (2K H),

-1{(s,a) € Dy}
(s,a) k=1

where (a) uses Lemma 26, and (b) follows from the analysis of Lemma 13 in (Zanette & Brunskill,

2019).

Lemma 29 (Error in Visitation Vectors). Assume that event Gy, holds. Then, for any k > 0 and

policy ,

[be-1(m) = &(mlls < 3 Euymp | BT (51)] -

s’,a’
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Proof. Since ¢™(s',a") = Eq, ~,[GT° " (s1|p)] and ¢F_,(s',a’) = Eg,~,[GY’ s’ (s1]Pr—1)], in
this proof, we investigate the error in G'* " due to the estimation of the transition model.

In the following, we prove by induction that for any h € [H] and s € S, |GZ;S/’Q/ (s|Pr—1) —
s’ ,a’ ms',a’sk
G, (slp)l < By, ().

When i = H + 1, by definition, we have G}fji’l“/(smk_l) = G’Ifji’l“/(s|p) B}}ila *(s) =0 for
any s € S, and then the above statement trivially holds.

When1 < h < H, if ‘Gh+1 (~|[)k_1) - G’,Zfllal(|p)| < BZfi’a/;k(-) element-wise, then for any
s € S, we have

|G (spr—1) — G°°* (s|p)]
= ‘ﬁk—l('\syﬁh(s))TGﬁla (1pe-1) = p(:|s,mn(s)) " Ggfla (- |p)‘
= pr—1(:|s, mn(s ‘GZfla 1Pr—1) — GZ-H ( |p)‘

+ ‘(ﬁk—l('ls, wa(s)) — p(-|s,ma(s)) " Gﬁfa,('|p)‘

(@) “ Py N Var,,. s,7h(s (Gﬂs “ (|p)) - L
< Broa(Clsomn(s) T |G (o) = G Clp)| +2 ¢ )
HL

+ e —
ng—1(8, 7x(5))
where (a) is due to Lemma 37.

) (33)

Here, we have

Vary s,m () (G (1)

() 4H?L
< 2Varg, (s, WfL(é))(Gh-i-l ( Ip)) + m

(b) 7T'S/ a// A ~ TS a A et a
S4varﬁk—1('|5,7rh(5))(Gh)+17 (-|p;€,1))—|—4Hpk,1(~|s77rh(8)) |Gh+1 (‘pkfl) Gh+1 (|p)‘

_MPL

ng—1(s, m(s))’
where (a) uses Lemma 38 and (b) comes from Lemma 39.
Then,

\/ Vaty(.o,mu(s)) (Grat™ (1p)) - L

Nk—1(8, T (8))

- \/4Varm.,_1(~|snrh<s>>(Gz;ffa (|pr-1)) - L
- ng—1(8,7h(8))

(34)

4H2L 2HL
+

]. vl ’ vl /7
Lo . Tms’al (s _ mshal g .
+\/Hpk“l( [, 7 () TG Clok—1) = Ghiy™ Clp)] ng—1(s,mh(8))  ngp—1(s,mh(s))

w, \/V e ) (G (i) - L
- ng—1(s, mh(s))
s’ ! 6H2L

1 . T is’, ~ s’ a =
+ g (o ma ) TIGTEY () = GRE () + =y

where (a) is due to the fact that \/zy < z + y.

; (35)
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Hence, plugging Eq. (35) into Eq. (33) and using the fact that |G}’ s’ (s)| € [0, H], we have
G (slpr—1) — GF* " (slp)|

< 4\/Vafpk Clsmn() (Gt (lpa-1) - L. 1BHL
N nkfl(saﬂ—h( )) nkfl(s,ﬁh(s))

2 A~ T8 ,a A TS ,a
# (14 ) BroaClovmn(o) TG () - 67 <p>\>AH.

< 4\/Vafpk Clsmn() (Gt (lpa-1) - L. 1BHL
N nkfl(saﬂ—h( )) nkfl(s,ﬁh(s))

2 N s’ ,a’;
# (14 ) s Clssma(o) B ”f<~>> NH

i8',a"5k
_ B;Lr s’ ,a (S),
which completes the induction proof.

Therefore,

(5271(5/7 a/) - ¢W(S/7 a/)

= [Eainy [GT (s11p1)| = Eaymy [6T (s110)]|
< Eormy |G (s1lpr-1) = G ()|

< ESlN/) {BT;S ,a ;k(sl)] ]

Summing over (s’,a’) € S x A, we obtain this lemma.

Lemma 30. Assume that event Gy, N H holds. Then, for any k > 0 and policy T,
Eopmp | BF ™ (51)]

H ;s ,al
Var, 5.0 (G727 ((lp)) - L 46 H?L
23S ui(s.a) J T o ¥

ng—1(s,a) ne—1(s,a)

h=1 s,a
and
K k
ks’ a’sk
> B [BT (o)
s’a’ k=1

< 16¢'2S|7|A|? H\/K Llog(2K H) + 192¢'2|S|?| A2 H?L1og(2K H).
Proof. First, we prove the first statement.

For any policy w, k > 0, (s’,a’) € S x A, h € [H] and s € S, we have

B‘n’;s',a';k( ) <4 Varpk (s, Wh(s))(GZ;jfa (|ﬁk*1)) . L 13H2L
h nk—1(8,mr(s)) ng—1(8, mh(s))

+( )pk (s, ma(s)) T BRSO ()

4\/Varpk 1(+s,mh(5)) (G2j1a ( |ﬁk71)) L 13H?L
ni—1(8, mh(s)) nkg—1(8, mh(s))

+ (1+ )p s, () T B HR()
; (1+ ) P (15, 7 (5)) — Pl mn(s))) T B H ()
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¢ 4\/ Varg, (s o) (G Clos—1)) - L 13HL
o nk—1(s, 7 (s)) nk—1(s, 7 (s))
2 TI"S, (l,'
+ (1 + H) p('|5771'h(3))TBh1+17 7k(')
;s ,al sk
n (1 n 2) . 2\/Vafp(-|s,ﬂh<s))(3h+1 ()-L _  HL
H ng—1(s,m(8)) nk—1(8, 7 (s))
< 4\/Varﬁk_1<<|s,n<s>)(GZ‘f'f“'('Iﬁk1)) L 13H°L
- nk—1(8, 7 (s)) ni—1(s,mn(s))

2 o
+ (1 ) ol ma (o) B4

2 1 stk H2L HL
(1) (2\/ (s, ma(s) T BES ()nkI(W(S))+nkl(m(s)))

(2) 4\/Varf’k1('57%(8))(G;;f1’a/('13k1)) - L 222],
> nkfl(saﬂ'h(s)) nk*l(s,ﬂ'h(s))
8 ms’,a’;
' (1 i H) p(ls, () "B ), (36)

where (a) uses Lemma 37, and (b) follows from the fact that \/zy < z + .

In addition, we have

Varg, . (1s,m () (G (1Br—1))
@ rs'al s A 4H?L
= 2Var, (.5 (N (Grooy " (|Pr— _—
ary (- Js,my () (Griy” (1Pe-1)) + P
(b) 7'('5/ (1/ TK';S/7(1/ A 7T;S/,CL/
< AVary (s, () (Griy® (1) + 4Hp([s, 7 (s) T |GRE" Cloe—1) — GRiy™ ()
4H?L
ng—1(s,a)
s’ ,a’ s’ .al RN 4H2L
< AVary( s, m(s) (GRr® Clp)) + 4Hp(|s,m1(s)) " By (lpe—1) + ea(s.a)’
where (a) uses Lemma 38, and (b) comes from Lemma 39.
Then,
Varﬁkfl('\syﬂh(é‘))(Gz;jlﬂ ('|pk71)) L
ng—1(8, mx(8))
4H?L

<

AVary. sz, () (G0 () - L 1 sl
p(-|s,mh (8))\ M h41 + fp('|8,77h(8))TBh;1’ (|pr—1) -

+ = =

nk—1(s, () H 18, 7a(s))
2HL

ng—1(s,a)

Vary (s o () (GRS (1p) - L 1 o
<9 p(:|s,mh(5)) h+1 . TBTr,s a' s 3
< \/ 1 (5,7 () + HP( s, mh(s)) By Clpe—1)

6H2L
N i (37)

Ng—1(8, 7r(8))
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ms’,a’ sk

Plugging Eq. (37) into Eq. (36) and using the clipping definition of B;* ** **(s), we have

NH

Bﬂ;s’,a’;k(s) < 8\/Varp( [s,mn( 5))(G2f1a S |p)) L + AGHL
h - ng—1(s,mh(s)) ng—1(s,mh(s))

+ (1 + 1;) p(ls,mn(s) T B

Using the above inequality, taking s; ~ p, and unfolding B’ s’ (e

Eepmp | BF ™ (51)]

H ;s ,al
Var, 5.0 (G727 ((lp)) - L 46H?L
el? g E wj, (8, a) 8\/ pClsa) htl Clp)) + A H. (38)

ng—1(s,a) ng—1(s,a)

s1) over h, we have

h=1 s,a

Next, we prove the second statement.

It holds that
K
wk;s',a’;k
Z ZESWP {Bl (51)}
s',a’ k=1
K H ks’ ,a’
Var,.(s.a) (G155 " (+|p)) - L 46H?L
12 p(-[s,a)\M 41
<e whh(s,a) 8\/ +
+612H|S||A|ZZ Z wi,n (s, a)
k=1h=1 (s,a)¢ Dy
@ & ks
< 8e \/ZZ Z wk,h(57a)Varp(ﬂs,a)(Gh_p’l “([p))-

dl wkh(37a) 12 27 e wkh Wg,h(S, a)
> s eS|IAL A6HPLY Y Y
- ~1(s,0) k=1 h=1 n-1(5,0
, =1h=1(s,a)€Dy
S||A|H
+ 8¢'2|S|?| A H? log (' H(S,' )

(b)

< 8e'?|S||AIVLVKH? - \/4|S|| Al log(2K H) + 184¢'2|S|?| A|>H? L 1og(2K H)
|S||AlH )

5/

< 16¢'2|S|7|A|? H\/K Llog(2K H) + 192¢2|S|?|A|2H?L1og(2K H),

where (a) is due to Lemma 27, and (b) follows from Lemmas 36 and 28. O]

+ 8612|S|2|./4\2H2 log (

Lemma 31 (Optimism under Sum Feedback and Unknown Transition). Assume that event Gy holds.
Then, for any k > 0 and fixed policy m,

Vi (s1) < k1 (m) Oy + Bk — 1) - [r—1 (M)l (5i_1)-1 + Tmax D Baymp {BT;S/’a/;k(Sﬁ} :
Proof. 1t holds that
Vi (s1) = ¢(m) 70
= 1 (1) 1+ d(m) 0 — 1 ()T O+ b1 (7) 70 — b1 (m) Oy
< Gp-1(m) "Op_1 + |6(7) — Sr1(m)]|1 - 10]loo + Bk — 1) - [|dr—1(m)|(2, 1)1
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< ¢k_1(W)Ték_1 + ﬂ(k‘ - 1) . ||(£k_1(7r)||(2k71)71 + Tmax Z Eslfvp {BT?S',G’;k(Sl)} R

where (a) uses Lemma 29. O

Lemma 32. Forany K > 1, we have

K m

2KS||A KH?

i <H|———1 14+ ——— .
BpD) [ I \/ xS

Proof. We have

K m K m 2
< | Km ’ o
2

=.|K -

mme{ (Sh1)- 1 m/\}

HQKi , m)\i’(ka? .

= min <§ —= i

A H? « (Ek—l)il’

k=1 =1
W | 2H2K
< 5\ Zlog(l-l—mln{ S 171}>
k=1

® | 2H2K &
e 13 o

A kg ( Z o (Bk-1)~ 1)
© [2KH?|S||A] KH?
<y —1 14+ ——7—
= \/ N U NS )

where inequality (a) uses the fact that x < 2log(1 + z) for any 0 < 2 < 1, inequality (b) is due to
the fact that A < £ and inequality (c) follows from Lemma 22. O

Define event

reg : {

S S
Event F2, is similar to Fg,,

rather than 1.
Lemma 33. It holds that

u ko [4k
52 (B (167 s Vo] = 1670, )| < 47 Soe (57).

vk > 0}. (39)

except that here the universal upper bound of [[¢"[|s, , -1 is %

[}}ig] >1-0"
Proof. For any k' > 1, we have that HqSTH(Ek_l),l < %, and then
B ear 107l 1 [Fl—a] = 107z, | < 25
Using the Azuma-Hoeffding inequality, we have that for any fixed £ > 0, with probability at least

1- 2
4H?2 4k2
§\/2 N - klog ((5’ >

2k2°

=

Z (ETNWk/ [||¢T||(Zk/7l),1 ‘Fk/71 N ||¢T||(Zk/*1)7l)

k'=1
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Since > "7, 257,2 < 4, by a union bound over k, we have that with probability at least ¢’, for any

k>1,
4H? 4k2
o g ()

k 4k
<4H log < 5 )

k

> (B [167 0y 1] = 167 sy, 1)) | <

k'=1

Proof of Theorem 6. Let §' = 9. Then, we have Pr[K N F3, N G NH] > 1 — §. Thus, it suffices

reg

to prove the regret upper bound when event IC N .Eseg M Gk N H holds.

Assume that event £ N ]-'rseg N Gkr, N H holds. For any k£ > 0, we have

K k
> (Vs - visn)

k=1

—

a)

K
< <<5k—1(77*)T9k—1 + Bk = 1) - k-1 (T |(mi_r)r + Fmax Y Esymp [Bf o ;k(sl)}
k=1

s’,a’
_ Vﬂk>

(b)

~ k_g/ a/_'
< Z <¢k (T T 0y + Bk —1) - ||¢>k—1(7rk)||(2k,1)*1 + Tmax ZEswp [Bf o ’k(sl)}
—1

s’,a’
_ Vﬂ’“)

K

<> <¢k 1(7) 01— ra (7%) 10 + Gra (7%) 70 — (¢7

k)—re

~ ﬂ'k‘S/,a/;
+ Bk = 1) [r-1 ()=t + Tmax D Eaymp |:Bl ’ k(Sl)} )

K
©) ks’ a’ sk
<3 280 = 1) [r1 ()l sy + 2rmax D Earny [ BY 0 (s1)]
k=1 s’,a’
< 26(K Z||¢k (T - 1+2TmaxZZE81~p BT s (40)
k=1 s’,a’

where (a) uses Lemma 31, (b) is due to the definition of 7%, and (c) follows from Lemma 29 and the
definition of event .

Next, we first bound 37, [|dx—1 (") [l (s _1)-1-
We have

Z 1851 ()| 240y

Mx

(16 Ny + Idn-1(7) = 6" N1

(w lSucas + - 1ica(n¥) - ¢)

48

>
Il
—

Mw

b
I
—_



Under review as a conference paper at ICLR 2025

K
<y (¢ T

k=1

N (%) — qs“’“l) . @D

E\H

Here we have

K
-
Z ||¢ H(Zk—l)_l

Il
M= 1

B i [07 [Fra]ll 5,1y

X
—

K
> Eerrt (167 (g, 1P

INE

=
Il
—

I
]~

(Erwk [IIéTII(zk_g—l \Fk—l} N g, y-r + H¢(7k)’|<2k_1)*1)

<Emk (167 gy 1| = 6 s, - S )

2
glog <4;I/{> + H\/QK‘)S\:HA| log (1 + _KH” >, (42)

=~
Il
—

>
Il
=

AlS||-Alm
where (a) uses the Jensen inequality, and (b) comes from the definition of F>_ and Lemma 32.

reg

Hence, plugging Eq. (42) into Eq. (41) and using Lemma 29, we have

4K 2K|S||A| KH?
Z ||¢k 1 H(Ek 1)t < 4H\/)\ log ( 9 ) T H\/)\ log <1 + )\|S|.A|>
) *

k=1s’,a’

On the other hand, according to Eq. (38), we have

H —r
Var, 5.0 (G127 (|p) - L 46H?L
Egynp {BT’é “ ’k(81)} <N “wj(s,a) 8\/ p(ls.0) (G (1P)) N N

ng—1(s,a) nk—1(s,a)

h=1 s,a

Therefore, plugging Egs. (43) and (38) into Eq. (40), we have
K

S(ve-v™

> (v )
K 4K 2K|S|IA] KH?

20(K) <4H Xlog 7 \/ 1+)\|S|\A|m

+2 (ﬁJrrmaX) ZZESINP [Bﬂ ;s a’ k( 1)]

f s’,a’ k=1
K 4K 2K|S|IA[ | ( KH? >
K)|4H |~ log [ — 1
’ )< Vs () + ¢ o8 (1 NisTAlm
+ 45\;? (16@12|S\%|A|%H\/KL log(2K H) + 192el2|5\2\A|2H2L1og(2KH))
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7(si) =0 Optimal action: transition to s, ; W.p. % +e
1 1
w.p. ~ S1 \ Sz WP.5 €
1 Sn+1 ) 7(Sp+1,) = Tmax
wW.p. = S
n \

/ Sn+2 :) T(Spt2) =0

Suboptimal action: transition to s, ;1 W.p.

1
W.p. n Sn

Sn+2 W.P. 2

Figure 6: Instance for the lower bound under sum segment feedback and unknown transition.

o (5 e ) ) e T

KIS||A| (< KH? )1) 3 KL
(H\//\ log 1+/\|S||A| +[S|2|AI2H 3 log(KH)

2 2 2
| [SPAPEL log(mD

VA

) 21 112 KH 1
O 1+ Tmax S .A H\/[?(lo ((1 + ) )
<( IS g SIIAT) 5

++Llog(KH \/log 1+§f4> >>

31413 KH \ 1
+ (1 4+ Tmax)|S|2 |A|2 H? Llog(K H) [1o <<1+> )
( )IS|Z Al 8( )\/ g SIAl) 5

frng O <(1+Tmax)‘8‘%|A|2H\/I?+ (1 +Tmax)|8|%|A|%H2) ’

where (a) comes from Lemma 30, and (b) uses the fact that \ := Tﬂn O

D.5 A LOWER BOUND FOR UNKNOWN TRANSITION AND ITS PROOF

Below we provide a lower bound for RL with sum segment feedback and unknown transition with
the proof.

Theorem 7. Consider the problem of RL with sum segment feedback and unknown transition. There
exists a distribution of instances where the regret of any algorithm must be

) (rmaxH |$||A|K> .

Proof of Theorem 7. We construct a random instance Z as follows. As shown in Figure 6, there
are n bandit states s1, ..., S, (i.e., there are an optimal action and multiple suboptimal actions), a
good absorbing state s, 41 and a bad absorbing state s,, 2. The agent starts from s, ..., s, with
equal probability % For any ¢ € [n], in state s;, one action a is uniformly chosen from A as the
optimal action. In state s;, under the optimal action a ;, the agent transitions to s, and s,2 with
probabilities % +eand 5 1 — &, respectively, where ¢ € (0, ) is a parameter specified later; Under any

suboptimal action a € .A \ {s}, the agent transitions to s, 11 and s, with equal probability 1 5-
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The rewards are deterministic for all state-action pairs. For any a € A, r(S;,41,a) = Tmax. For any
i€{l,...,n,n+2}anda € A, r(s;,a) =0.

In this proof, we will also use an alternative uniform instance Z,;r. The only difference between Z ;¢
and Z is that for any ¢ € [n], in state s;, under all actions a € A, the agent transitions to s,,11 and
Sn+2 With equal probability .

Fix an algorithm A. Let E,[-] denote the expectation with respect to Zy,¢. Let E,[-] denote the
expectation with respect to Z. For any i € [n] and j € [|A[], let E; ;[-] denote the expectation with
respect to the case where a; is the optimal action in state s;, and V; ; denote the number of episodes

where algorithm A chooses a; in state s;, i.e., N; ; = Zle {n¥(s;) = a;}.

The KL divergence of transition distribution on (s;, as) (i € [n]) between Zyy¢ and Z is
1
2

KL (Ber (£ ) [Ber (2 +¢)) = o1 il 2
r|- r|= =—-1In —In
“lz2) P2 2 ' \I-¢) 2" \I+¢

where (a) uses the fact that — In(1 — z) < 2z when = € (0, §).

In addition, the agent has probability only % to arrive at (observe) state s;.

Thus, using Lemma A.1 in (Auer et al., 2002), we have that for any ¢ € [n], in state s;,

K |1 1 1
]EiJ[NZ"j] § Eunif[Ni,j] + 2\/n ']Eunif[Niyj] - KL (Ber (2> ||Ber (2 + €>)

K /1
S Eunif[Ni,j] + 2\/7’L : H'Eunif[]\[i,j] : 452

1
= Eunif[Ni,j] + Ke E . Eunif[NiJ}.

Summing over j € [|A|], using the Cauchy-Schwarz inequality and the fact that Z‘j“ill Euwnit[ N ;] =

K, we have

j=1

Then, we have
K
R(K) =Y E. [V* - V”k}
k=1
1
= (2 + 5) (H — 1)rmax K

R 1A
- ; 5(H — D)rmax K +e(H — 1)rmax - i ;Ei’j [N ;]

K K
> e(H = Vrpay | K — — — Key | —— |
2 e~ 1) ( Ay |,4|n>
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Recall thatn = |S| — 2. Let|S| > 3, |A| > 2, H > 2, K > |Ajnande = 1 A" “Then, we have

ek

R(K) = Q (rmaxH |3||A|K) .

E TECHNICAL TOOLS

In this section, we introduce several technical tools.
Lemma 34 (Self-concordance, Lemma 9 in (Faury et al., 2020)). For any x1, x5 € R, we have

1— e —
() exp(—|z; — x2|)

exp(|zy —x2]) — 1

1
< / W (1= 2)xy + zxe)dz < p/ (1)
z=0

|21 — 22| |21 — 22

Furthermore, we have

1 /
"((1 —2)x + 22 dz>ﬂ.
=2y s >

Lemma 35 (Value Difference Lemma, Lemma E.15 in (Dann et al., 2017)). For any two MDPs M’
and M" with rewards v’ and r'"" and transition distributions p' and p'', we have that for any h € [H|
and s € S,

Vi(s) = Vi (s) =Epr

H
>~ (7 (sesa)=1" (s, a0)+ (0 Clsesae) =" (s 00) Viiia () Ise = ] |
t=h

Lemma 36 (Law of Total Variance, Lemma 15 in (Zanette & Brunskill, 2019)). For an MDP p and a
fixed policy 7, we have
811 .

H

(Z 7(sn, Th(s)) —Vf(sl)>
h=1

The idea of Lemma 36 was also used in earlier works, e.g., (Munos & Moore, 1999; Lattimore &

Hutter, 2012; Gheshlaghi Azar et al., 2013).

Lemma 37 (Lemma 10 in (Ménard et al., 2021)). For distributions p,q € As and function f : S —
[0,0], if KL(p, q) < a, then

()~ ()T FOI < \/2Vary (D + Sbor

Lemma 38 (Lemma 11 in (Ménard et al., 2021)). For distributions p,q € As and function f : S —
[0,0], if KL(p, q) < a, then

H

Z Varg, wp(-lsnmn(sn)) (Vhﬂ+1 (5h+1))
h=1

ETr,p S1

=Erp

Var,(f) < 2Var,(f) + 4b%a.

Lemma 39 (Lemma 12 in (Ménard et al., 2021)). For distribution p € Ags and functions f,qg: S —
[0, 0], we have

Vary,(f) < 2Var,(g) +20p(-) " |f(-) = g()]-
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