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Abstract

Recently, many methods have been developed to extend the context length of
pre-trained large language models (LLMs), but they often require fine-tuning
at the target length (≫ 4K) and struggle to effectively utilize information from
the middle part of the context. To address these issues, we propose Continuity-
Relativity indExing with gAussian Middle (CREAM), which interpolates positional
encodings by manipulating position indices. Apart from being simple, CREAM is
training-efficient: it only requires fine-tuning at the pre-trained context window
(e.g., Llama 2-4K) and can extend LLMs to a much longer target context length
(e.g., 256K). To ensure that the model focuses more on the information in the
middle, we introduce a truncated Gaussian to encourage sampling from the middle
part of the context during fine-tuning, thus alleviating the “Lost-in-the-Middle”
problem faced by long-context LLMs. Experimental results show that CREAM
successfully extends LLMs to the target length for both Base and Chat versions
of Llama2-7B with “Never Miss A Beat”. Our code is publicly available at
https://github.com/bigai-nlco/cream.
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Figure 1: Results of applying different position interpolation methods to the “Lost-in-the-Middle”
task on CREAM and PoSE [Zhu et al., 2023]. We can see that CREAM outperforms PoSE [Zhu et al.,
2023] at every position, with a particularly improvement in the middle.

1 Introduction

Transformer-based Large Language Models (LLMs) are typically pre-trained with a fixed context
window size, e.g., 4K tokens in Touvron et al. [2023a]. However, many downstream applications,
including in-context learning [Huang et al., 2023, Li et al., 2023a] and LLM agents [Qian et al., 2023,
Zheng et al., 2023] necessitate the processing of significantly longer contexts, e.g., up to 256K tokens.
Recent works have proposed promising approaches that efficiently extend the context window of
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pre-trained LLMs by interpolating Positional Encodings (PEs) [Chen et al., 2023, Peng and Quesnelle,
2023, Peng et al., 2023, Xiong et al., 2023, Zhang et al., 2024] with a short period of fine-tuning.
Unlike other techniques such as efficient transformer [Tworkowski et al., 2024, Munkhdalai et al.,
2024] and memory augmentation [Tan et al., 2024], PE-based methods do not necessitate alterations
to the model’s architecture or the incorporation of supplementary modules. Consequently, PE-based
methods offer the advantages of straightforward implementation and rapid adaptation, making them
a practical solution for extending the operational range of LLMs in tasks involving larger context
windows.

Despite the simplicity and effectiveness, existing PE-based methods exhibit two significant limitations.
First, prior approaches, such as positional interpolation [Chen et al., 2023], still require fine-tuning
on the target context window size, which imposes a substantial computational overhead [Zhu et al.,
2023]. Secondly, though some PE methods have demonstrated potential in handling extremely long
sequences, as evidenced by low sliding window perplexity scores, their performance deteriorates
notably in “in-the-middle” scenarios [Liu et al., 2024]. Specifically, when the model is required to
accurately retrieve and process content located in the middle of an extended context, there is a marked
drop in performance on the extended window size (Figure 1 and Figure 3).

These observations and insights underscore a fundamental question: Can we extend the context
window size of pre-trained LLMs efficiently while simultaneously optimizing their effectiveness in
processing "in-the-middle" content?

To answer the above question, we propose CREAM, namely Continuity-Relativity indExing with
gAussian Middle. CREAM is a novel PE-based fine-tuning recipe that shows both efficiency in
fine-tuning and effectiveness in enhanced middle content understanding. Our key insights lie in
manipulating the positional indices of long target sequences to produce shorter ones within the
pre-trained context window size (Figure 2).

In Section 2.1, we summarize two crucial ingredients of effective positional indices: continuity that
produces densely connected positional indices and relativity that reveals the long-range dependencies
between fragments. CREAM is a recipe designed with the best of both worlds by introducing two
indexing strategies for continuity and relativity, respectively (Section 2.2). Besides, to alleviate the
“Lost-in-the-Middle” challenge, we introduce truncated Gaussian distribution for middle segment sam-
pling, enabling the LLM to prioritize the information in the middle positions, even when performing
positional interpolation within the pre-trained context window size.

In Section 3, we conduct comprehensive experiments to demonstrate the efficiency and effectiveness
of CREAM. We continually pre-trained on Llama 2-7B with CREAM for a short period and extend
the context window size from 4K to up to 256K. Furthermore, we instruction tuning on Llama
2-7B-Chat with CREAM for 100 steps and obtain promising results. We highlight our empirical
advantages as:

1. CREAM can not only fine-tune within the pre-training context window size, but also alleviate the
issue of the model easily getting lost in the middle. e.g., CREAM-YaRN outperforms PoSE-YaRN
[Zhu et al., 2023] by over 20% on average in the “Lost in the Middle” [Liu et al., 2024] task.

2. CREAM can further be enhanced by integrating novel designs on positional interpolation frequen-
cies (such as Linear [Chen et al., 2023], NTK [Peng and Quesnelle, 2023], Yarn [Peng et al.,
2023], etc.), and can be extended to context window sizes of up to 256K or beyond.

3. CREAM-Chat model requires only 100 steps of instruction-tuning to achieve nearly perfect
performance on the Needle-in-a-Haystack pressure test, and it outperforms existing strong
baselines on LongBench [Bai et al., 2023].

2 Methodology

2.1 Preliminaries

Problem Formulation. Given an LLM with a pre-trained context window size N , our goal is to
unlock the inference capacity of the LLM on the testing data Dtest with an extended context window
size L (where L > N ) by efficiently learning from a small-scale training data Dtrain with a maximum
sequence length N . We expect the extended model to perform reasonably well in long-context
evaluation.
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Figure 2: Illustration of CREAM position interpolation. The pre-trained context window is divided
into three segments: the head, middle, and tail. To ensure continuity, we fix the lengths of the head
and tail to a small value k. To maintain relativity, we set the lengths of the head and tail to N/3. For
the middle part, the start and end position indices are determined via truncated Gaussian sampling,
thereby encouraging the model to pay more attention to the information in the middle part.

Continuity in Positional Encoding. Transformer-based language models typically encode posi-
tional indices sequentially as {0, 1, · · · , N − 1}. Traditional length extension methods [Chen et al.,
2023, Peng and Quesnelle, 2023, Peng et al., 2023] directly fine-tune on the target length L with an
updated positional index. This approach preserves the continuity of all absolute positions and learns
all position indices within [0, L− 1], thereby successfully extending to the target length. Furthermore,
PoSE [Zhu et al., 2023] attributed their superior performance over RandPos [Ruoss et al., 2023] to
the ensured continuity of segments during fine-tuning.

Relativity in Positional Encoding. Relative positional encoding (RPE) [Shaw et al., 2018] has
been proposed as an effective positional encoding method, where only the relative positions between
two tokens are considered. Similar to prior works [Ruoss et al., 2023, Zhu et al., 2023, Wu et al.,
2024], our work focuses on rotary positional encoding (RoPE) [Su et al., 2024], which is one of the
most prominent RPE methods and has been widely applied to LLMs including the recent Llama
family [Touvron et al., 2023b,a, AI@Meta, 2024]. In RoPE, only the relative distances between
position pairs (|j − i|; 0 ≤ i < j ≤ L− 1) are learned during fine-tuning (Appendix A). Due to this
property, we can manipulate the position indices such that all relative positions between [0, L− 1]
are learnable within the pre-trained window size.

2.2 Proposed Recipe: Continuity-Relativity indExing with gAussian Middle (CREAM)

In the following section, we start by introducing our design of dividing the context window N to learn
relative positional information. Then, we propose two strategies that target continuity and relativity,
respectively. Lastly, we propose a novel truncated Gaussian sampling method to enhance the middle
part of the long context. The overall framework is depicted in Figure 2.

Context division. We first discuss the motivations behind our design of the context length. First,
prior works [Han et al., 2023, Xiao et al., 2023] observed that a significant amount of attention score
is allocated to the beginning tokens of a sequence, which can potentially encode absolute positional
information even without explicit positional encoding [Kazemnejad et al., 2024]. Secondly, the
starting and ending tokens of long contexts can be treated as two pointers that localize the middle
indices with the help of relative encodings. Therefore, we divide the pre-trained context window
into three segments. The detailed ablation results are shown in Section 3.6.
Definition 2.1. Given the pre-trained context window size N and target extended length L, the
position set of {Head,Middle, Tail} is defined as follows:

Head = {0, 1, ..., Lh − 1},
Middle = {Ps, Ps + 1, ..., Pe − 1, Pe},

Tail = {L− Lt, ..., L− 2, L− 1},
s.t. Lh + (Pe − Ps) + Lt = N,

(1)

where Lh and Lt denote the length of the head and tail segments, Ps and Pe denote the start and end
position index of the middle segment.
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The relative positions among the three segments in each sample are calculated in pairs, i.e.,
{|j − i|;∀i, j ∈ {Head,Middle, Tail}}.

The formed relative distance union Dr learned by the model is given by:

[0,max(Lh−1, Pe−Ps, Lt−1)]∪[Ps−Lh+1, Pe]∪[L−Lt−Pe, L−1−Ps]∪[L−Lt−Lh+1, L−1]. (2)

Given that not all samples possess the same values for Lh, Ps, Pe, and Lt, as fine-tuning progresses,
the union Dr in Equation (2) can encompass the entire range [0, L − 1], facilitating the model to
learn all relative positions within the target length L.

Two segmentation strategies. For the sake of continuity, we set the Lh and Lt to a very small
value k, where 0 < k ≪ N . Specifically, we use k = 32 in our experiments. This choice allows the
middle segment to closely approximate the pre-trained context window. To maintain relativity, we
divide N equally into three parts and fix the Lh and Lt to N/3, enabling the model to learn as many
relative positions as possible. In our fine-tuning process, both types of examples are sampled with
equal probability to maintain balance.

Truncated Gaussian Middle Sampling To better focus the training process on the middle part
of the long context, we introduce a truncated Gaussian function. This approach reduces the interval
overlap in Equation (2) and directs the model’s attention toward the middle section of the long context.
In Appendix B, we provide theoretical justifications of our truncated Gaussian design, indicating that
the maximization of |Dr| holds for middle positions in [N,L/2) ∪ (L/2, L−N ].

Formally, given the probability density function (PDF) of a Gaussian distribution:

f(x) =
1

σ
√
2π

exp

(
− (x− µ)2

2σ2

)
,

where µ is the mean and σ is the standard deviation. The corresponding cumulative distribution
function (CDF) is:

F (x) =

∫ x

−∞
f(t) dt = 0.5

(
1 + E

(
x− µ

σ
√
2

))
, E(z) =

2√
π

∫ z

0

e−t2 dt, (3)

where E(·) is the error function. To calculate the CDF value within the truncated interval, we use a
sufficiently large number (e.g. 1000) of equally spaced x values from the given interval [1, L/N ]:

xi = 1 +
(1× (L/N)) · (i− 1)

999
, i = 1, 2, . . . , 1000, (4)

By substituting Equation (4) into Equation (3), the cumulative distribution function (CDF) curve is
derived within the truncated interval. For sampling from this truncated Gaussian distribution, the
inverse transform method is employed, as demonstrated in Equation (5):

α = round(xi−1 +
(xi − xi−1)(u− F (xi−1))

F (xi)− F (xi−1)
), (5)

where u ∼ Uniform(0, 1), round(·) represents rounding to the nearest integer. Finally, we can get:

Pe ∼ Uniform(Lh + α× Lm, (α×N − 1)− Lt),

Ps = Pe − Lm + 1,
(6)

where Lm denotes the length of the middle segments. In summary, the overall sampling flow of our
algorithm is presented in Algorithm 1.

3 Experiments

3.1 Experimental Setup

Extended Models We use Llama-2-7B and Llama-2-7B-Chat [Touvron et al., 2023a] as the
base models and extend their pre-trained context window size of 4K to a target context length of
32K. The extended models are referred to as CREAM-Base and CREAM-Chat, respectively. Note that,
though the target context length is 32K, we do not have to fine-tune CREAM on 32K token long text
(see Section 2.2).
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Algorithm 1 CREAM sampling algorithm
Require: Pre-trained context window size N , extended context window size L, training sample size S, mean µ,

variance σ and hyperparameter k.
1: Generate enough x equally spaced according to Equation (4).
2: Substitute x into Equation (3) to derive the truncated Gaussian CDF F (x).
3: for i = 0 to S − 1 do
4: Sample Lh ∼ DiscreteUniform({k,N/3}), and let Lt = Lh, Lm = N − Lh − Lt.
5: Sample u ∼ Uniform(0, 1), and substitute it into Equation (5) to get α.
6: Calculate the start and end position ids Ps, Pe of the middle part according to Equation (6).
7: Get position set Pi = {0, 1, . . . , Lh, Ps, . . . , Pe, L− Lt . . . , L− 1}, where |P | = N .
8: end for
9: return P = {P0, P1, . . . , PS−2, PS−1}.

Benchmarks We conduct long-context LLM evaluation of CREAM-Base on LongChat-Lines [Pal
et al., 2023] and Lost-in-the-Middle [Liu et al., 2024]. Ideally, fine-tuning should not disrupt what
the base model has learned, so we further evaluate CREAM-Base on the language modeling task and
the evaluation benchmark [Beeching et al., 2023] adopted by Llama2. Additionally, we assess the
CREAM-Chat model with Needle-in-a-Haystack1 and LongBench[Bai et al., 2023]. Unless otherwise
specified, we use linear interpolation to adapt LLMs to a longer context length.

Baselines As far as we know, RandPos [Ruoss et al., 2023] and PoSE [Zhu et al., 2023] are similar
to our approach in that they manipulate position indices to enable fine-tuning on the pre-trained
length for context expansion. Therefore, these two methods serve as the baselines for our primary
comparisons. More details about the experimental setup can be found in the Appendix C.

3.2 Effective Context Window Size Evaluation on CREAM-Base

We evaluate the long-context understanding capabilities of the CREAM-Base model on two tasks:
LongChat-Lines2 [Pal et al., 2023] (Figure 3) and “Lost in the Middle” [Liu et al., 2024] (Table 1).
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Figure 3: Results (%) on LongChat-Lines. Each length consists of 50 samples. All results are fine-
tuned on Llama-2-7B with 4K length data through linear position interpolation. Refer to Appendix E
for ablated results using NTK [Peng and Quesnelle, 2023] and Yarn [Peng et al., 2023].

CREAM-Base performs best in retrieving information from long contexts of varying lengths. We
extend the context window size up to 32K and compare CREAM with the Llama 2-7B [Touvron
et al., 2023a], RandPos [Ruoss et al., 2023], and PoSE [Zhu et al., 2023]. As the context window
size increases, the performance of all models drops, but CREAM always performs best except for the
window size of 3.6K (see Figure 3). In terms of the average performance over all context window
sizes, CREAM outperforms PoSE by 16%, demonstrating its good long-context understanding ability.

CREAM-Base alleviates the Lost-in-the-Middle issue. Lost-in-the-Middle is an observation that
LLMs are generally good at retrieving relevant information appearing at the beginning/end of the
input context [Liu et al., 2024]. To validate the effectiveness of our middle-focused truncated Gaussian

1https://github.com/gkamradt/LLMTest_NeedleInAHaystack
2Passkey retrieval [Mohtashami and Jaggi, 2023] is another similar task for evaluating long-context LLMs,

but it is too simplistic to reflect model performance at different context window sizes, so we use the dataset
provided by Pal et al. [2023], which closely aligns with the task described in Li et al. [2023b]
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Table 1: Results (%) on “Lost in the Middle”. “Position” indicates the correct answers’ index, and
each index comprises 500 samples. All results are fine-tuned on Llama-2-7B with 4K length data.

Model
Position (75 keys, ∼5K tokens)

AVG
Position (140 keys, ∼10K tokens)

AVG0 18 37 54 74 0 34 69 104 139
PoSE-Linear 99.4 24.4 37.4 47.2 46.2 50.9 95.2 8.2 7.6 13.8 18.6 28.7
CREAM-Linear 99.6 45.6 56.0 67.0 58.0 65.2 96.6 19.8 23.4 31.0 26.2 39.4
PoSE-NTK 98.6 49.6 44.6 40.2 41.4 54.9 97.6 3.4 0 0 27.6 25.7
CREAM-NTK 96.2 53.8 52.6 72.8 42.0 63.5 78.6 5.2 6.0 23.4 41.8 29.9
PoSE-YaRN 99.6 32.6 12.2 57.2 48.4 50.0 91.8 0.6 2.8 8.2 18.8 24.4
CREAM-YaRN 100.0 49.6 47.6 77.4 92.6 73.4 99.4 8.0 5.8 43.8 69.2 45.2

sampling, we evaluate CREAM and compare it with PoSE on the key-value retrieval task proposed
by Liu et al. [2024]. We present results in Table 1, where the cyan shading indicates middle segments.
We find that: regardless of the chosen interpolation method, CREAM always outperforms PoSE by a
large margin. e.g., CREAM-Linear surpasses PoSE-Linear by 21.2% when the relevant information is
placed at 18.

3.3 Long Context Understanding Evaluation on CREAM-Chat

We conduct long-context evaluations of CREAM-Chat on two tasks:

• Needle in A Haystack (Figure 10) This task is a test that places an answer (i.e., Needle) at any
position of a long context window (i.e., Haystack) and requires a model to retrieve the correct answer
given a question-answer pair. We follow Wu et al. [2024] and use the GPT (GPT-3.5-Turbo-0125)
score as the evaluation metric.

• LongBench (Table 2) Bai et al. [2023] is a more realistic benchmark because it covers real-world
application scenarios like long-context QA and summarization. Moreover, it is specifically designed
for Chat models.
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Figure 4: Results on Needle-in-a-Haystack. † indicates the results excerpted from Wu et al. [2024].
Both results are instruction-tuned on LLaMa2-7B-Chat with 4K length data. The color gradually
changes from deep green to deep red, indicating the Recall performance decreases from 10 to 1.

CREAM-Chat outperforms SkipAlign in context window expansion. We visualize the results of
CREAM-Chat and the recent SkipAlign in Figure 10. Clearly, CREAM-Chat beats SkipAlign because
the performance of SkipAlign [Wu et al., 2024] decreases from the window size of 18K while
CREAM-Chat displays a perfect performance everywhere until from the window size of 29K. Notably,
CREAM-Chat is only fine-tuned for 100 steps.

CREAM-Chat makes best use of the extended context window size. We present results on Long-
Bench in Table 2. CREAM-Chat again surpasses strong baseline models, demonstrating its better use of
extended context size. In terms of the average performance over all tasks, it outperforms the second
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Table 2: Results (%) on LongBench. ∗ indicates results reported by Bai et al. [2023]. CREAM-7B-32k
is instruction-tuned for 100 steps using 4K length data on LLaMa2-7B-Chat.

Model Single-
Doc QA

Multi-
Doc QA

Summari-
zation

Few-shot
Learning

Code
Completion

Synthetic
Tasks AVG

Llama2-7B-chat-4k∗ 24.9 22.6 24.7 60.0 48.1 5.9 31.0
XGen-7B-8k∗ 24.6 20.4 24.7 56.2 38.6 5.3 28.3
Mistral-7B-Instruct-v0.1 29.5 20.7 26.4 13.6 29.6 10.8 21.8
Mistral-7B-Instruct-v0.2 28.5 21.5 26.1 50.1 33.8 13.9 29.0
Mistral-7B-Instruct-v0.3 33.2 30.6 26.8 56.4 15.3 10.4 28.8
InternLM-7B-8k∗ 17.4 20.2 16.1 50.3 36.4 4.5 24.2
Vicuna-v1.5-7B-16k∗ 28.0 18.6 26.0 66.2 47.3 5.5 31.9
LongChat-v1.5-7B-32k∗ 28.7 20.6 26.7 60.0 54.1 15.8 34.3

CREAM-7B-32k 34.8 31.1 27.2 65.1 50.4 7.0 35.9

best model, i.e., LongChat-v1.5-7B-32k [Li et al., 2023b], by 1.6%, though it is only tuned on a
very small amount of data and for only 100 steps.

3.4 Effectiveness of PEFT Integration

To demonstrate that CREAM can be directly combined with PEFT techniques (such as LoRA [Hu et al.,
2022] and QLoRA [Dettmers et al., 2023]), requiring no additional modifications. We conducted
experiments on LLaMa-2-7B-Chat using the identical dataset and settings. The experimental results
are presented in Table 3. The results indicate that models fine-tuned using LoRA and QLoRA achieve
performance nearly equivalent to those fine-tuned with full parameter.

Table 3: Results (%) on LongBench. ∗ indicates results reported by Bai et al. [2023]. CREAM-7B-32k
is instruction-tuned for 100 steps using 4K length data on LLaMa2-7B-Chat.

Model Single-
Doc QA

Multi-
Doc QA

Summari-
zation

Few-shot
Learning

Code
Completion

Synthetic
Tasks Macro

Llama2-7B* 24.9 22.6 24.7 60.0 48.1 5.9 31.0
LoRA 28.9 28.6 27.8 62.2 54.6 10.8 35.5
QLoRA 28.1 27.6 28.1 61.7 54.6 10.1 35.0
CREAM-7B-32k 34.8 31.1 27.2 65.1 50.4 7.0 35.9

3.5 Language Modeling and Standard Benchmark

Following Chen et al. [2023], Zhu et al. [2023], Peng et al. [2023], we perform the classic language
modeling evaluation, i.e., perplexity evaluation, on GovReport [Huang et al., 2021] and Proof-
pile [Zhangir Azerbayev, 2022]. Since a lower perplexity does not necessarily imply better model
performance on downstream tasks [Zhang et al., 2024, Hu et al., 2024, Arora et al., 2024, Park
et al., 2024], we further conduct evaluation on the standard natural-language-understanding (NLU)
benchmark [Beeching et al., 2023]. This also lets us know whether fine-tuning hurts the NLU ability
of the pre-trained base model.

Both CREAM and PoSE demonstrate the lowest perplexity. We apply different positional inter-
polation methods to RandPos [Ruoss et al., 2023], PoSE [Zhu et al., 2023], and CREAM and report
their perplexities in Table 4. We find that: CREAM and PoSE have a similar perplexity in different
settings and both outperform RandPos. This occurs primarily because the position indices used during
RandPos fine-tuning are discontinuous, which creates an inconsistency with the pre-training stage.

CREAM has nearly the same NLU abilities as the pre-trained base model. Ideally, fine-tuning
should not adversely affect the original capabilities of the pre-trained base model. Our evaluation
of CREAM confirms this, i.e., CREAM nearly retains all NLU abilities of the base Llama2-7B (see
Table 5). Interestingly, CREAM improves over Llama2-7B on ARC-C and HellaSwag. This is because
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Table 4: Perplexity results of GovReport and Proof-pile. Each experiment is the average perplexity
of 50 samples, and all results are based on LLaMa2-7B fine-tuned on 4K data length.

Model
GovReport Proof-pile

4K 8K 16K 32K 4K 8K 16K 32K

Original 3.6 - - - 4.6 - - -

RandPos-Linear 8.9 7.4 6.2 5.8 12.1 11.9 11.9 12.9
PoSE-Linear 3.8 3.2 2.7 2.5 4.7 4.6 4.6 4.4
CREAM-Linear 3.8 3.2 2.7 2.5 4.7 4.6 4.5 4.4

RandPos-NTK 4.6 4.0 3.6 4.0 5.8 5.8 6.2 7.3
PoSE-NTK 3.7 3.2 2.7 2.6 4.7 4.6 4.5 4.7
CREAM-NTK 3.8 3.2 2.7 2.7 4.7 4.6 4.5 4.7

RandPos-YaRN 5.0 4.4 4.0 4.6 6.4 6.5 6.8 9.1
PoSE-YaRN 3.7 3.2 2.7 2.5 4.6 4.6 4.5 4.4
CREAM-YaRN 3.7 3.2 2.7 2.5 4.6 4.6 4.5 4.4

Table 5: Experimental results of standard benchmarks. ∗ indicates results cited from Touvron et al.
[2023a], and all results are based on LLaMa2-7B fine-tuned on 4K data length.

Model
Zero-Shot Few-Shot

WinoGrande TruthfulQA(mc2) PIQA BoolQ ARC-C HellaSwag
LLaMa-2-7b-hf∗ 69.2 39.5 78.8 77.4 45.9 77.2

RandPos-Linear 63.3 39.3 76.5 66.6 32.0 48.5
PoSE-Linear 68.8 38.6 77.8 76.2 47.7 77.1
CREAM-Linear 67.5 37.4 78.5 75.4 46.8 76.9

RandPos-NTK 68.7 35.9 78.6 74.8 45.5 74.4
PoSE-NTK 68.8 38.6 77.8 76.2 47.7 77.1
CREAM-NTK 67.5 37.4 78.5 75.4 46.8 76.9

RandPos-YaRN 69.3 36.6 78.3 72.5 43.4 69.2
PoSE-YaRN 69.4 39.6 78.1 76.7 49.0 78.0
CREAM-YaRN 68.7 38.5 78.0 76.4 49.0 78.0

these two tasks are few-shot tasks with longer prompts, necessitating the assistance of long-context
understanding.

Extending the context length to 256K. We push the limit and extend the context length of
Llama-2-7B up to 256K. Following Zhu et al. [2023], we evaluate the extended model by calculating
the average perplexity over 20 samples from PG-19 [Rae et al., 2019] and Book3 [Presser, 2020].3
Since the PG-19 test set does have enough samples that are longer than 256K, we select a subset of
samples from the PG-19 training set.

We experiment with target context lengths 64K, 96K, 128K, 192K, and 256K and apply different
positional interpolation methods to the extended model (see Table 6). The results of PoSE [Zhu et al.,
2023] in Table 6 are based on fine-tuning LLaMa 1-7B with 2K data length, and are provided for
reference only. Surprisingly, the increase of the target context length brings little to no perplexity
increase, demonstrating the stability of CREAM across different target context lengths, even when the
target context is extremely long.

3.6 Ablation Study

To validate the effectiveness of our modeling choices, we further conduct an ablation study of three
main components of CREAM: truncated Gaussian sampling, fixed start and end segments, and the
trade-off between continuity and relativity.

Truncated Gaussian sampling versus Uniform sampling. We use truncated Gaussian sampling
to encourage CREAM to make better use of the middle part of the context. As a comparison, we replace

3We use sliding window for calculation, with a window size of 32,768 and a sliding step size of 4,096.
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Table 6: Perplexity results of PG-19 and Book3. ∗ indicates results copied from Zhu et al. [2023],
and CREAM is based on LLaMa2-7B fine-tuned on 4K data length.

Model
PG-19 Book3

64K 96K 128K 192K 256K 64K 96K 128K 192K 256K
PoSE-Linear-128K∗ 22.47 26.77 31.18 - - 43.62 57.08 70.87 - -
PoSE-NTK-128K∗ 14.84 29.48 34.80 - - 16.04 31.42 37.00 - -
PoSE-YaRN-128K∗ 10.36 10.77 11.33 - - 12.30 13.07 13.81 - -

CREAM-Linear-192K 5.9 6.0 6.1 6.1 - 7.6 7.7 7.8 7.8 -
CREAM-NTK-192K 5.0 5.1 5.2 5.2 - 6.9 7.0 7.0 7.1 -
CREAM-YaRN-192K 5.0 5.2 5.2 5.3 - 7.0 7.1 7.1 7.1 -

CREAM-Linear-256K 7.8 8.0 8.0 8.1 8.2 10.2 10.3 10.5 10.7 10.8
CREAM-NTK-256K 5.1 5.3 5.3 5.4 5.4 7.2 7.3 7.3 7.3 7.4
CREAM-YaRN-256K 5.2 5.3 5.4 5.4 5.5 7.1 7.2 7.2 7.3 7.3
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(a) Gaussian vs. Uniform.
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(c) Relativity vs. Continuity.

Figure 5: Ablation study of CREAM on LongChat-Lines. The result at each length is estimated using
50 samples.

it with the Uniform sampling (see Figure 5(a)). We observe that the Uniform sampling always leads
to worse retrieval performance, suggesting the effectiveness of the truncated Gaussian sampling.

Fixing the head and tail segments is crucial for good retrieval performance. We compare our
choice of fixing the head and tail segments with three alternatives: (i) removing both the head and tail
segment, (ii) fixing only the head segment, and (iii) fixing only the tail segment (see Figure 5(b)). We
find that: removing the head and tail segments leads to the worst performance; it results in a complete
failure (i.e., zero score) for the context size 32K. Keeping either head or tail segments performs
slightly better than removing both but underperforms our default choice of fixing both. We suppose
that this is because fixing both gives rise to better relativity information, a finding that is consistent
with that of Han et al. [2023].

Maintaining a good balance between continuity and relativity is necessary. We encourage
continuity by setting the head and tail segment lengths to k = 32 and elicit relativity by letting
k = N/3 (see Section 2.2). To balance the two desired properties, we randomly choose k = 32 and
k = N/3 with an equal probability during fine-tuning. Here we compare three scenarios: (1) enforce
only continuity, (2) enforce only relativity, and (3) balance continuity and relativity (see Figure 5(c)).
We find that balancing continuity and relativity gives rise to the best performance, thus justifying our
modeling choice.

Ablation of Hyperparameters In our implementation of truncated Gaussian sampling, as illustrated
in Equation (3), the only hyperparameters are the mean µ and the variance σ. The mean µ is
determined by the expansion factor. The variance σ is adaptable based on data, we conducted
experiments with five different values of σ. The results, as presented in Figure 6, indicate that the
current selection (σ = 3) yields optimal performance.
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Figure 6: Ablation Results (%) on LongChat-Lines. Each length consisting of 50 samples. The
above are the results of using Linear interpolation on the Llama 2-7B model.
4 Related Works

Efficient Transformers and Extra Memory FoT [Tworkowski et al., 2024] addresses the lim-
itations of local attention in transformers by integrating memory attention layers, which enable
large models to learn from a wide context while reducing interference. Infini-attention [Munkhdalai
et al., 2024] incorporates compressed memory into the standard attention mechanism and integrates
masked local attention and long-term linear attention mechanisms within a single Transformer block.
LLoCO [Tan et al., 2024] employs LoRA in conjunction with context compression, retrieval, and
parameter-efficient fine-tuning to learn context offline. Although these methods can successfully ex-
tend the long context window of LLMs, they either require modifications to the attention mechanism
or the addition of extra modules for assistance. In contrast, CREAM does not require these operations
and can be directly applied to a pre-trained model.

Positional Interpolation Chen et al. [2023] first proposed extending the context window through
positional interpolation, which linearly reduces the input position indices to match the original
context window size, thereby preventing catastrophic high attention scores from completely disrupting
the self-attention mechanism. Subsequently, various methods (such as NTK [Peng and Quesnelle,
2023], ABF [Xiong et al., 2023], and EABF [Zhang et al., 2024]) emerged that modify the base
frequency of rotary positional encoding to achieve positional interpolation. YaRN [Peng et al., 2023]
introduced a segmented interpolation method, applying different positional interpolations to different
dimensions. LongRoPE [Ding et al., 2024] identifies and utilizes two forms of non-uniformity in
positional interpolation through search, and introduces a progressive expansion strategy for positiona
interpolation. Moreover, CREAM can be combined with any positional interpolation method.

Positional Encoding RandPos [Ruoss et al., 2023] first modified position indices so that the model
leverages the relativity of positions, enabling it to extend to the target length with fine-tuning over
shorter lengths. PoSE [Zhu et al., 2023] then emphasized the importance of continuous segments,
dividing the training length into two parts to further enhance the interpolation effect. CREAM utilizes
both relativity and continuity, and it also better enables the model to focus on the middle part of the
context.

5 Conclusion

We proposed Continuity-Relativity indExing with gAussian Middle (CREAM), a simple yet effective
method to extend the context of large language models. CREAM achieves a trade-off between continuity
and relativity, enabling the model to exploit positional relativity (i.e., fine-tuning within the pre-trained
length), while preserving text continuity (i.e., remaining as close as possible to the pre-trained state).
Furthermore, by employing truncated Gaussian sampling, the model can concentrate more on the
middle positions during fine-tuning. Experimental results demonstrate that CREAM outperforms other
methods on both Base and Chat models and effectively mitigates the issue of “lost in the middle”.
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A Relative Positional Encoding in RoPE

We provide a simple background proof on the relative positional encoding performed by Rotary
Position Embedding (RoPE) Su et al. [2024]. Given two embedding vectors xq,xk ∈ Rd corresponds
to query and key at positions (m,n) ∈ [0, L), where d is embedding dimension, their encoding
counterparts can be defined as:

qm = fq(xq,m) = Rd
Θ,m(xq,m)

kn = fk(xk, n) = Rd
Θ,n(xk, n)

(7)

where

Rd
Θ,m =


cosmθ1 − sinmθ1 · · · 0 0
sinmθ1 cosmθ1 · · · 0 0

...
...

. . .
...

...
0 0 · · · cosmθd/2 − sinmθd/2
0 0 · · · sinmθd/2 cosmθd/2

 (8)

is the rotary matrix, Θ = {θi = 10000−2(i−1)/d, i = [1, 2, . . . , d/2]} is pre-defined rotation angles.
Then the self attention score can be obtained with:

qT
mkn = ⟨fq(xq,m), fk(xk, n)⟩

= Re

d/2−1∑
i=0

xq[2i:2i+1]x
∗
k[2i:2i+1]e

i(m−n)θi


:= g(xm,xn,m− n)

(9)

where x∗ represents the conjugate complex of x, g is the derived attention function of RoPE. As seen,
RoPE only depends on the relative distances between and encodes the relative position information.

B Theoretical findings of CREAM design

Theorem B.1. If N ≪ L, the spanning size |Dr| of the relative position union in Equation (2)
reaches its maximum iff. one of the following groups of inequalities satisfies:

max(Lh − 1, Pe − Ps, Lt − 1) + Lh − 1 < Ps < Pe < (L− Lt)/2, (10)
or

(L+ Lh)/2− 1 < Ps < Pe < L− Lt −max(Lh − 1, Pe − Ps, Lt − 1), (11)
where max |Dr| = max(Lh − 1, Pe − Ps, Lt − 1) + 2N .

Proof. Denote four intervals in Equation (2) as Si, i = 1, . . . , 4. According to the inequality of
inclusion-exclusion principle for the cardinality of the union of n sets:

|Dr| = | ∪4
i=1 Si| ≤

4∑
i=1

|Si|, (12)

where the equality holds iff. all sets are pairwise disjoint. That is

Si ∩ Sj = ∅, ∀i ̸= j (13)

Given intervals as in Equation (2), we have
MAX < Ps − Lh + 1

Pe < L− Lt − Pe

L− 1− Ps < L− Lt − Lh + 1

or


MAX < L− Lt − Pe

L− 1− Ps < Ps − Lh + 1

Pe < L− Lt − Lh + 1

, (14)

where MAX = max(Lh − 1, Pe − Ps, Lt − 1). The above inequalities can be simplified to Equa-
tions (10) and (11).
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Lemma B.2. Under mild assumptions that L−Lt ≈ L, L+Lh ≈ L, the maximization in Theorem B.1
holds for all (Ps, Pe) ∈ [N,L/2) ∪ (L/2, L−N ].

Proof. Given that

max(Lh − 1, Pe − Ps, Lt − 1) + Lh − 1 < max(2Lh, N − Lt, N − Lm) < N

L− Lt −max(Lh − 1, Pe − Ps, Lt − 1) > L−max(N − Lm, N − Lh, 2Lt) > L−N,
(15)

the inequalities in Equations (10) and (11) turns into [N,L/2) ∪ (L/2, L−N ].

Theorem B.3. If N ≪ L, when the spanning size |Dr| of the relative position union in Equation (2)
reaches its maximum, we denote the coverage area of the middle segment as:

Sm :=

{
x|x ∈ [Ps, Pe], (Ps, Pe) ∈

{
argmax
(Ps,Pe)

|Dr|

}}
(16)

thus, we have:
L ≥ Sm + Lh + Lt > L−N/2 (17)

Furthermore, as N
L → 0, we have:

Lh + Sm + Lt → L (18)

C Experimental Details

Model Hyperparameters We fine-tune all models by optimizing the causal language modeling
objective. A learning rate of 2 × 10−5 with a linear scheduler is adopted, incorporating 10 warm-
up steps. We use the AdamW Loshchilov and Hutter [2018] optimizer with the hyperparameter
configurations specified by PyTorch Paszke et al. [2019]. To speed up fine-tuning, we resort to
DeepSpeed 4 ZeRO stage 1 and Flash Attention-2 Dao [2023]. We perform fine-tuning on two
A100-80G GPUs with a total batch size of 32 and run inference on a single A100-80G GPU. For
CREAM-Base, we fine-tune it for 1,000 steps on a dataset derived from Pile Gao et al. [2020]; for
CREAM-Chat, we fine-tune it for 100 steps on ShareGPT Zheng et al. [2024]. To ensure fair comparison,
we follow the fine-tuning and inference configurations established by Zhu et al. [2023].

Datasets and Training Cost For training the Base model, we directly utilize The Pile data provided
by Zhu et al. [2023], and select samples with token lengths exceeding 4K. For training the Chat model,
we filter the ShareGPT data from public datasets5. Specifically, we used the Vicuna prompt template
to sequentially concatenate the ShareGPT data until each data point comprises at least 4K tokens.
Then, we select 3.2K data points to train for 100 steps. Particularly, during the instruction tuning
process, we mask the USER part and allow the model to calculate the loss only on the ASSISTANT
part. We utilize two A100-80G machines with a global batch size of 32, fully utilizing the available
memory. Running 1,000 steps for the Base model takes approximately 6 hours, while running 100
steps for the Chat model takes approximately 2 hours.

D Robustness Across LLMs

Our proposed method exhibits strong generalization capabilities and can be applied to other large
language models (LLMs) without the need for parameter modification. To validate this, we conducted
experiments on Baichuan2-7B, with the corresponding results presented in Table 7.

Furthermore, we fine-tuned LLaMa3-8B using a context window size of 4K tokens, with the experi-
mental outcomes shown in Table 8.

The results in Tables 7 and 8 clearly demonstrate the transferability of our method to different models,
underscoring its robustness. Of particular note is that despite LLaMa3-8B having a native context
length of 8K tokens, fine-tuning on training data with a 4K context window yielded unexpectedly
strong performance.

4https://github.com/microsoft/DeepSpeed
5https://huggingface.co/datasets/Aeala/ShareGPT_Vicuna_unfiltered
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Table 7: Perplexity results of GovReport and Proof-pile. Each experiment is the average perplexity
of 50 samples, and all results are based on Baichuan2-7B fine-tuned on 4K data length.

Model
GovReport Proof-pile

4K 8K 16K 32K 4K 8K 16K 32K

Original 3.3 - - - 5.8 - - -
CREAM-Linear 3.6 2.9 2.5 2.2 6.2 6.1 6.0 5.8

Table 8: Results (%) on LongChat-Lines. Each length consists of 50 samples. All results are
fine-tuned on Llama-3-8B with 4K length data through linear position interpolation.

AVG Length 2000 4000 7800 8800 9700 11000 12000 14000 17000 19000 24000 28000 32000

CREAM-Linear 0.98 1.00 0.96 0.94 0.86 0.92 0.92 0.92 0.86 0.84 0.70 0.60 0.48

E LongChat Lines Results

The interpolation methods using NTK and Yarn are presented in Figures 7 and 8. As can be seen,
CREAM performs the same as the Linear method for interpolation, still outperforming other methods.
The result of NTK at 26K-32K is zero, which is due to the inherent properties of NTK, a finding that
is aligns with Zhu et al. [2023].
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Figure 7: Results (%) on LongChat-Lines. Each length consisting of 50 samples. The above are the
results of using NTK interpolation on the Llama 2-7B model.

F LongBench Subtasks Results

The results of each subtask in Tables 2 are shown in Tables 10 and 11.

It is noteworthy that, to provide further evidence of the efficacy of our model, we have specifically
chosen 12 tasks from the four categories outlined in Zhang et al. [2024] for comparison purposes. As
delineated in Table 9, we are able to attain superior performance on LongBench in comparison to
EABF Zhang et al. [2024], even with shorter training lengths and less data.

G Limitations

When extending the context beyond the pre-trained length, there is an inevitable loss of information
due to position interpolation, particularly when fine-tuning is restricted to the pre-trained length.
However, in comparison to previous methods such as RandPos Ruoss et al. [2023] and PoSE Zhu et al.
[2023], CREAM has effectively mitigated the issue of “Lost-in-the-Middle” by introducing truncated
Gaussian sampling. Additionally, as discussed in reference Liu et al. [2024], decoder-only models
are prone to inherently exhibiting a U-shaped performance curve on this task. Therefore, completely
solving this problem remains challenging.
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Figure 8: Results (%) on LongChat-Lines. Each length consisting of 50 samples. The above are the
results of using Yarn interpolation on the Llama 2-7B model.

Table 9: Experimental results (%) of the LongBench subtasks selected in Zhang et al. [2024]. †

indicates results quoted from Zhang et al. [2024]. Len represents the context length during fine-tuning.
All results are based on Llama 2-7B.

Model Num / Len
Singl-Doc QA Multi-Doc QA Summarization Few-shot Learning

AVGNQA QAPR MFQA_en HPQA WMQA MSQ GR QMSM MNWS TREC TRVQA SMSM

PI†

3.5K / 16K

20.1 30.4 45.3 26.1 30.1 9.9 28.1 23.7 26.6 68.0 84.9 42.5 36.3
NTK-By-Parts† 15.9 31.1 40.1 25.4 26.6 7.2 26.7 22.4 26.9 68.5 82.8 42.9 34.7
Yarn† 20.3 28.9 42.8 27.8 30.7 7.2 27.4 22.5 26.8 66.0 85.6 42.6 35.7
ABF† 24.6 32.8 45.6 35.1 30.3 15.2 30.8 23.0 27.4 71.0 84.7 42.7 38.6
EABF† 21.9 31.0 47.1 40.1 32.7 15.1 32.3 23.0 27.1 70.5 86.7 42.0 39.1

CREAM 3.2K / 4K 23.0 34.6 46.8 42.2 33.7 17.4 30.4 24.3 26.8 69.5 84.0 41.9 39.6

Table 10: Experimental results (%) of the LongBench subtasks.

Model
Singl-Doc QA Multi-Doc QA Summarization

NQA QAPR MFQA_en HPQA WMQA MSQ GR QMSM MNWS

Llama2-7B-chat-4k∗ 18.7 19.2 36.8 25.4 32.8 9.4 27.3 20.8 25.8
XGen-7B-8k∗ 18.0 18.1 37.7 29.7 21.1 10.3 27.3 20.5 26.2
InternLM-7B-8k∗ 12.1 16.7 23.4 28.7 22.8 9.0 9.7 15.9 22.8
Vicuna-v1.5-7B-16k∗ 19.4 26.1 38.5 25.3 20.8 9.8 27.9 22.8 27.2
LongChat-v1.5-7B-32k∗ 16.9 27.7 41.4 31.5 20.6 9.7 30.8 22.7 26.4

CREAM 23.0 34.6 46.8 42.2 33.7 17.4 30.4 24.3 26.8

Table 11: Experimental results (%) of the LongBench subtasks.

Model
Few-shot Learning Code Completion Synthetic Tasks

TREC TRVQA SMSM PC PR_en LCC RBP

Llama2-7B-chat-4k∗ 61.5 77.8 40.7 2.1 9.8 52.4 43.8
XGen-7B-8k∗ 65.5 77.8 25.3 2.1 8.5 38.6 38.6
InternLM-7B-8k∗ 52.0 77.8 21.2 3.0 6.0 44.1 28.8
Vicuna-v1.5-7B-16k∗ 71.5 86.2 40.8 6.5 4.5 51.0 43.5
LongChat-v1.5-7B-32k∗ 63.5 82.3 34.2 1.0 30.5 53.0 55.3

CREAM 69.5 84.0 41.9 3.0 11.0 52.0 48.7
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H Loss Curve

(a) CREAM-192K Training Loss (b) CREAM-192K Validation Loss

(c) CREAM-256K Training Loss (d) CREAM-256K Validation Loss

Figure 9: Fine-tuning loss curve based on Llama 2-7B.The black line represents Linear interpola-
tion, the pink line represents NTK interpolation, and the cyan line represents YaRN interpolation.

(a) RandPos Training Loss (b) RandPos Validation Loss

(c) PoSE Training Loss (d) PoSE Validation Loss

(e) CREAM Training Loss (f) CREAM Validation Loss

Figure 10: Fine-tuning loss curve based on Llama 2-7B. The black line represents Linear interpo-
lation, the pink line represents NTK interpolation, and the cyan line represents YaRN interpolation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work performed by us.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: For each theoretical result, we provide the full set of assumptions and a
complete (and correct) proof.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and conclusions of the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: All our experiments are seeded, the results are unique, there are no error
conditions, and therefore they are not needed.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

21

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]

Justification: For each experiment, we provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There are no potential positive or negative social impacts involved in our work,
so there is no need for that.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We use all open source datasets and models, and do not involve data or models
with a higher risk of abuse, so there is no need to do so.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators and original owners of assets (e.g., code, data, models), used in
the paper, are properly credited and the license and terms of use are explicitly mentioned
and properly respected

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We’re not introducing new assets, so they’re not needed.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We don’t have crowdsourced experiments and research with human subjects,
so we don’t need to.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We don’t involve any subjects, there are no risks, so there’s no need for it.
Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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