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ABSTRACT
The clinical routine has access to an ever-expanding repertoire of diagnostic tests,
ranging from routine imaging to sophisticated molecular profiling technologies.
Foundation models have recently emerged as powerful tools for extracting and
integrating diagnostic information from these diverse clinical tests, advancing the
idea of comprehensive patient digital twins. However, it remains unclear how to
select and design tests that ensure foundation models can extract the necessary
information for accurate diagnosis. We introduce MAVIS (Multi-modal Active
VIew Selection), a reinforcement learning framework that unifies modality selec-
tion and feature selection into a single decision process. By leveraging foundation
models, MAVIS dynamically determines which diagnostic tests to perform and
in what sequence, adapting to individual patient characteristics. Experiments on
real-world datasets across multiple clinical tasks demonstrate that MAVIS outper-
forms conventional approaches in both diagnostic accuracy and uncertainty reduc-
tion, while reducing testing costs by over 80%, suggesting a promising direction
for optimizing clinical workflows through intelligent test design and selection.

1 INTRODUCTION

Recent advances in medical diagnostics have provided clinicians with an unprecedented wealth of
data modalities to inform patient care decisions. Such tests, however, might strongly differ in costs,
effort, and availability. In cancer diagnostics, for example, genomic and pathological profiling of a
patient’s tumor biopsy allows to stage tumors, provide prognostic information, and guide therapeu-
tic decision making. While routine and cost-effective hematoxylin and eosin (H&E) staining of a
patient’s tumor biopsy has clear clinical utility, the complexity of tumor tissues may require a more
comprehensive assessment of molecular details to fulfill the promise of precision oncology, and thus
more elaborate profiling assays such as spatial proteomics (SP) are required (Fig. 1a) (Gong et al.,
2024; Nordmann et al., 2024; de Souza et al., 2024).
The emergence of foundation models (FM) capable of processing and integrating these diverse data
types has created new opportunities for more accurate diagnostics, treatment selection, and prognos-
tic predictions (Bunne et al., 2024). Trained on large collections of datasets often spanning different
modalities, FMs allow analyzing patient-derived data in the context of previous measurements, and
as such have the potential to complement missing or incomplete information of a patient’s molecular
profile. The power of these models introduces a key practical consideration in clinical settings:

Given such powerful foundation models, how can we optimally select and sequence
diagnostic tests while balancing clinical utility against cost and time constraints?

The challenge is particularly acute in molecular profiling technologies such as spatial proteomics
(Black et al., 2021; Giesen et al., 2014; Lewis et al., 2021; Danenberg et al., 2022), where each
additional protein marker measured significantly increases both cost and experimental complexity.
While comprehensive molecular profiling would provide the most complete picture of a patient’s
condition, practical constraints necessitate strategic selection of the most informative markers and
rational experimental design (Chaloner & Verdinelli, 1995). This selection process must account not
only for the immediate diagnostic value but also for the downstream impact on treatment decisions
and prognostic assessments (Fig. 1b).
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Figure 1: MAVIS tackles problems such as a. modality selection, i.e., deciding on an optimal diagnostic test to
choose between low-cost H&E staining and high-cost spatial proteomics, b. experimental design for biomarker
selection, through c. integrating foundation models and multi-modal RL for test-time decision making and
active view selection.

Traditional methodologies frame the problem of the selection of diagonostic platforms (referred to
here as modalities) and selection of specific measurement features within each diagnostic platform
(referred to here as features), such as markers used within a spatial proteomic experiment, as separate
optimization problems. However, one might argue that both, different modalities as well as different
features of a modality might simply provide different views on a sample. Besides selecting different
modalities or views, it is crucial to determine their optimal ordering. For example, restricting the
series of diagnostic tests conducted for a patient to cost-efficient routine analyses and only moving to
more sophisticated, labor-intensive, and expensive test if required, significantly reduces healthcare
costs and increases efficiency. However, determining an optimal sequence of diagnostic tests is
challenging due to the (i) the heterogeneity present in both experimental conditions and patient
cohorts, and (ii) the absence of ground truth test sequences in historically collected datasets.

In this paper, we introduce Multi-modal Active View Selection (MAVIS), a novel reinforcement
learning (RL)-based framework for active view selection at inference-time in clinical diagnostics.
MAVIS iteratively identifies the most informative diagnostic tests and features, aiming to maximize
accuracy while minimizing uncertainty across diverse downstream clinical tasks. MAVIS builds on
foundation models as a basis for informed decision-making, combining their predictive power with
reinforcement learning to dynamically select the most informative diagnostic tests for each patient
(Fig. 1c). Our key contributions include:

Unified framework for modality and feature selection. Contrary to prior work, we propose a
single framework for selecting diagnostic platforms (modalities) and their corresponding measure-
ment features by phrasing the problem as view selection task across multiple modalities. Within
this, we jointly tackle two critical questions: (i) For which patient is H&E staining alone inade-
quate for diagnostic decision-making, thereby necessitating spatial proteomics measurements? (ii)
What is the optimal sequence of markers to measure iteratively to strengthen diagnostic precision?
This allows us to explicitly account for cost-benefit trade-offs in diagnostic test selection.

Novel RL-based method for selection at test-time. We propose MAVIS, a RL framework,
which learns to iteratively select the sequence of views to be chosen to enhance diagnostic pre-
diction, leveraging historical experimental data. Unlike prior approaches, MAVIS is trained in an
environment simulating test-time conditions, and hence it does not have prior access to results of
unseen views, nor requires supervision through ground-truth preference orders or view sequences.

Guiding test-time selection through foundation models. Recent advances in FMs for pathology
(Chen et al., 2024) and spatial proteomics (Wenckstern et al., 2025) have demonstrated excellent
zero-shot performance capabilities in generating high-quality tissue representations and in down-
stream tasks. We leverage these pre-trained FMs within MAVIS for guiding modality and view
selection. As such, MAVIS is the first framework that utilizes multiple FMs as backbones for
decision making with without the need for fine-tuning or additional supervision at test time.

2 BACKGROUND

Foundation models in clinical diagnostics. FMs have gained significant attention in the medical
imaging and computational biology communities for their ability to learn powerful representations
from diverse datasets (Chen et al., 2024; Wenckstern et al., 2025; Vorontsov et al., 2024; Xu et al.,
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2024). These models have shown remarkable downstream performance without additional super-
vision. In this work, we use UNI2 (Chen et al., 2024) as the underlying FM for H&E stained
images, a model with strong zero-shot and few-shot performance on effectively classifying and seg-
menting histopathology images without requiring extensive task-specific training data. For spatial
proteomics, we utilize VirTues (Wenckstern et al., 2025) to encode multiplexed images, since it is
adept at encoding multiple marker measurements into a single embedding, capturing complex rela-
tionships within an evolving representation of a potentially growing number of selected markers.

While foundation models demonstrate impressive capabilities, their real-world deployment often
faces challenges due to distribution shifts. Hübotter et al. (2024) address this through combining
test-time training (Sun et al., 2020) with active learning (Settles, 2009), which allows models to
adapt to test samples during inference through self-supervised learning objectives, without requiring
additional labeled data. Their approach actively selects samples to reduce uncertainty but requires
prior knowledge of the complete data space—a limitation in clinical settings. Gupte et al. (2024)
propose an uncertainty-based active learning strategies for improving the performance of foundation
models on downstream tasks, though focusing on sample selection rather than feature acquisition.

Reinforcement learning. RL has proven effective for a variety of sequential decision-making prob-
lems (Sutton, 2018), from game-playing agents (Vinyals et al., 2019) to autonomous vehicles (Kiran
et al., 2021). More recently, reinforcement learning from human feedback (RLHF) has been em-
ployed to refine reasoning in large language models (LLMs), guiding them toward generating more
coherent and contextually appropriate responses (Kumar et al., 2024; Guo et al., 2025; Shao et al.,
2024). In the context of clinical diagnostics (Ling et al., 2017; Coronato et al., 2020; Peng et al.,
2018), RL offers a principled way to iteratively decide which diagnostic analysis or features to ac-
quire at test-time in the clinic, where fine-tuning and supervision are not possible.

Formally, the RL problem can be framed as a Markov decision process (MDP) (S,A, P, c, γ), with
S as the set of possible states (partial test results), A being the set of actions (which test/marker
to select), P : S × A × S → R being the transition function defining how states evolve after
taking actions, c : S × A → R as the reward function, and γ as the discount factor. The goal
of RL is to learn a policy πθ : S → ∆(A) mapping states to a probability distribution over the
discrete set A. With τ being the sequence of ((st, at, ct))Tt=0, the goal of policy optimization is to
maximize the expected γ-discounted cumulative return J(θ) = Eτ∼Pπ(τ)

[∑T
t=0 γ

tc(st, at)
]
, and

π∗ = argmaxπ J(θ). Proximal policy optimization (PPO) (Schulman et al., 2017) is an effective
model-free policy gradient algorithm, which learns a policy πθ and a value function Vθ : S → R.
After collecting a set of new episodes E , using the policy prior to the update step, PPO updates the
policy and value networks by optimizing
L(θ) = E(st,at)∼E

[
min

(
rt(θ)Ât, clip (rt(θ), 1− ϵ, 1 + ϵ) Ât

)
− λ1 (Vθ(st)−Rt)

2
+ λ2H(πθ)

]
,

where H(πθ) = −∑
a∈A πθ(a|st) log πθ(a|st), and λ1, λ2, ϵ are hyperparameters, and the ad-

vantage Ât is calculated using an estimation scheme known as generalized advantage estimator
(GAE) (Schulman et al., 2015).
For further background, see Appendix ??.

3 METHOD

Notation. In our setting, we assume all patients have access to the same views, i.e., modalities
and corresponding features. We denote the set of modalities by M, and set of views belonging to
modality mk ∈ M as Vk. For each patient p ∈ P , view v belonging to modality m has an associated
measurement denoted as Xp

m[v], and we overload the notation to denote Xp
m[T ] = {Xp

m[v] | v ∈
T }. We denote the foundation model for modality m as Fm : {Xm[T ] | T ∈ P(Vm) \ ∅} →
Rdm , which gives an embedding Zm[T ] ∈ Rdm for any non-empty subset T ⊆ Vm. For brevity,
we simplify the notation to denote Fm(T ) ≡ Fm(Xm[T ]). For a given task with labels Y , the
downstream randomized classifier for modality m is given as hm : Rdm → ∆Y , which is trained
on historically collected data Dtrain = {(Zi

m,Vm
, yi)}Ntrain

i=1 , which lacks sequential or preferential
information among views, and is highly heterogeneous across both patient and task cohorts.

3.1 MAVIS FOR UNI-MODAL VIEW SELECTION
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We define the challenge of uni-modal view selection as follows: What is the optimal order of views
to select given a patient? For example, in spatial proteomics, marker measurements are typically
conducted alongside a base marker, which serves purposes such as cellular alignment or segmenta-
tion. Since each further marker measurement incurs an incremental cost, determining the most effi-
cient ordering of acquisitions and minimal diagnostic screening for a patient are critical to balance
diagnostic accuracy and resource efficiency. Unlike modalities, which represent distinct experimen-
tal setups and are typically assessed independently, different views (in this case, markers) present a
unique challenge to deal with, as decisions are often informed by their collective rather than individ-
ual contributions. This distinction makes our setting slightly different from standard active feature
acquisition, where features are usually assumed to be independently informative and also from active
test-time fine-tuning, which involves selecting adaptation points to refine model predictions but re-
quires prior access to the data space and test-time training. In contrast, we design MAVIS to operate
in a purely inference-time setting, sequentially acquiring markers without additional model updates.
We now formalize uni-modal view selection tasks as follows: Since we consider a single modality,
we drop the subscript m in this description. Let V = (V1, . . . , Vn) be the set of views for a modality,
and let the foundation model be F , with the downstream classifier h.

Definition 1 (Selection rule). A selection rule is a function σℓ : P → S|V|, where S|V| is the
permutation group of |V| elements, interpreted as the set of orders on V , such that for each patient
p ∈ P , σℓ(p) is an order of views in V with σℓ(p)(1) = Vℓ.

In this definition, Vℓ is the fixed starting view, corresponding, for instance, to the initially selected
(base) marker in spatial proteomics.

Definition 2 (k-optimality). Let σℓ : P → S|V| be a selection rule. For each p ∈ P and
k ≤ |V|, define the accuracy after seeing k views under the ordering given by σℓ as Acck(σℓ) =

Ep∼P

[
Ey∼Hℓ

k
[I{y = yp}]

]
, where Hℓ

k = (h ◦ F )
(
{Vσℓ(p)(1), . . . , Vσℓ(p)(k)}

)
. Then σℓ is called

k-optimal if for any other selection rule ρℓ, Acck(σℓ) ≥ Acck(ρℓ). Further, σℓ is called an optimal
selection rule if it is k-optimal for all k ≤ |V|.

We first note that due to the permutation invariance of the FM F , every selection rule is |V|-optimal.
Our goal is therefore to find a selection rule that is ideally optimal or k-optimal for values k ≪ |V|.
Whether an optimal selection rule exists depends on the target task and model. Lemma 3 shows that
an optimal selection rule—if existing—necessarily satisfies a greedy selection procedure.

Lemma 3. Let σℓ be an optimal selection rule. Then, for every patient p and every k ≤ |V|,
σℓ(p)(k) = argmax

i∈[|V|]\
⋃k−1

j=1 {σℓ(p)(j)}
(h ◦ F )({Vσℓ(p)(1), ..., Vσℓ(p)(k−1), Vi})(yp).

Our work makes the assumption that an optimal selection rule σℓ is in general non-trivial, i.e.,
there exist patients p1, p2 such that σℓ(p1) ̸= σℓ(p2). This assumption reflects the intuition that as
different patients exhibit varying marker profiles and diagnostic complexities, a fixed global ordering
of marker acquisitions is unlikely to be optimal for all cases.
These observations suggest that one needs to learn to (i) generate personalized sequences per patient,
and (ii) adaptively refine the selection strategy after incorporating feedback from h. Further, for
brevity we drop the patient (p) subscript, and we denote σℓ(p) as σℓ. We model view selection
as a RL problem with the state space as S = Rd × R|Y| × {0, 1}|V|, and the initial action space
A1 = V \ {Vℓ}. After t selection steps, we denote the sequence of selected views as σℓ

t , with the
kth selection denoted as σℓ

t (k). Each state is the tuple st = (F (σℓ
t ), logit(h ◦ F (σℓ

t )), αt), where
αt ∈ {0, 1}|V| is the mask over the available actions, where αt[i] = 1 if view i has not been acquired.
Following Huang & Ontañón (2020), at selection step t, we disallow selection of previously chosen
(invalid) views, and hence our action space evolves as At = At−1 \ {σℓ

t (t)}. Thus, if the policy
network produces unmasked logits z(s, a) at state s for each action a, invalid action masking can
be formulated as writing πθ(a|s) = SoftMaxa(z(s, a) + logα(s, a)), where α(s, a) = 0 if action
a has already been chosen, else 1. Following the insight of Lemma 3 that an optimal selection rule
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behaves greedily, we design the instantaneous reward for selecting view i at time step t as
ct(st, i) = β

(
log

[
(h ◦ F )({Vσℓ

t(1)
, ..., Vσℓ

t(t)
, Vi})(y)

]
− log

[
(h ◦ F )({Vσℓ

t(1)
, ..., Vσℓ

t(t)
})(y)

] )
,

where β is a hyperparameter. This provides a proxy for the decision criterion, guiding the RL agent
toward selecting optimal views, as the optimal view maximizes the above gain according to Lemma
3. In addition, we incorporate an episodic reward at the end of T -step sequence selection as cT =
δ(2I((h ◦ F )({VσT (1), ..., VσT (T )})} = y)− 1), which reinforces the overall objective and rewards
(penalizes) the selected sequence σT if the final observation has a correct (wrong) prediction, where
δ is large. The combination of instantaneous rewards optimize for both: (i) immediate diagnostic
improvement by prioritizing the most informative view at each step, and (ii) maximizing overall
classification accuracy by learning an acquisition strategy that leads to the most reliable diagnosis.

3.2 MAVIS FOR MULTI-MODALITY VIEW SELECTION

While MAVIS for uni-modal view selection can be trained using fixed-length episodes as outlined
in Section 3.1, multi-modal view selection introduces an additional challenge: The agent must learn
not only which views to acquire within a modality but also when to transition from one modality
to another. This requires jointly optimizing the number of views selected per modality and the
optimal switching point between modalities to balance diagnostic accuracy and acquisition cost. In
this section, we extend MAVIS to multi-modal view selection, focusing on two modalities: m1,m2,
with V1 = {V1,1, . . . , V1,n1} and V2 = {V2,1, . . . , V2,n2}, and the corresponding FMs as F1, F2

and classifiers as h1, h2. However, the framework is naturally scalable to an arbitrary number of
modalities (n) making it adaptable to more complex diagnostic pipelines where decisions must be
made across multiple complementary measurement techniques.

FM
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Figure 2: Overview of MAVIS’s multi-modality view
selection mechanism. Foundation models process H&E
and multiplex images separately, with the policy net-
work determining optimal test sequences and a reward
function guiding the learning process.

In general, we assume that the views of m2

have a higher acquisition cost that those of
m1 but also lead to higher downstream accu-
racy. This introduces an additional hierarchical
decision-making component, where the agent
must weigh the benefits of transitioning to m2

against its increased cost. The policy must learn
to prioritize lower-cost views in m1 when suffi-
cient for accurate diagnosis while strategically
selecting high-cost views from m2 only when
necessary. Mimicking real-life clinical sce-
nario, we begin our sequential measurements
with one of the views of m1 already present,
say ℓ1 = V1,ℓ. We modify the state space
to be S = Rdm1 × R|Y| × Rdm2 × R|Y| ×
{0, 1}n1+n2+2, and the action space A1 = V1 \ {V1,ℓ} ∪ V2 ∪ {stop, jump}. The stop token
signifies that we should stop the measurements overall, and the jump token signifies that we should
start measuring m2. After t selection steps, we denote the sequence of selected views for m1 as
σℓ1
t , and the sequence for m2 as ρt. Note that we allow free jumps from m1 to any view of m2,

and hence the selection rules for m2 are not conditioned on a fixed starting view. Each state is
represented as the tuple st = (F1(σ

ℓ1
t ), logit(h1 ◦ F1(σ

ℓ1
t )), F2(ρt), logit(h2 ◦ F2(ρt)), αt) where

αt ∈ {0, 1}n1+n2+2 denotes a mask over the available actions, and αt[i] = 1 if the ith action is valid
and not taken previously. Since we do not have access to ρt before the jump action has been taken,
we set the corresponding state vectors to

−→
0 . When the agent is in process of selecting views from

m1, we mask out all actions from m2 along with previously selected views from m1. Similarly,
when the agent is selecting views from m2, we mask out all previously selected views from m1 and
m2 along with the jump token.

We want to encourage the RL agent to stop when it believes the prediction from m1 could be right,
and only move forward to m2 when it is not confident. To do so, we design the following reward
function with the following case structure (where c is the reward):
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1. kth marker chosen (k > 1) for m• ∈ {m1,m2}, and η ∈ {σℓ1 , ρ} respectively:
c = β

(
log

[
(h• ◦ F•)({Vηt(1), ..., Vηt(k−1), Vi})(y)

]
− log

[
(h• ◦ F•)({Vηt(1), ..., Vηt(k−1)})(y)

])
,

2. stop action taken after choosing k views from V1:
c = ζδ(2I(argmax(h1 ◦ F1)({Vσ

ℓ1
k (1)

, ..., V
σ
ℓ1
k (k)

}) = y)− 1)

3. jump action taken, and view ℓ2 acquired for m2: we have the starting view as ℓ2 and

c = β
(
log

[
(h2 ◦ F2)({Vρ

ℓ2
t (1)

})(y)
]
− max

y′∈Y,y′ ̸=y
log

[
(h2 ◦ F2)({Vρ

ℓ2
t (1)

})(y′)
])

,

4. stop action taken after choosing k views from V2:
c = δI

(
argmax(h2 ◦ F2)({Vρ

ℓ2
t (1)

, ..., V
ρ
ℓ2
t (k)

}) = y
)

where β, ζ, δ are hyperparameters. To achieve stable and efficient learning, we train the RL agent
using PPO (Schulman et al., 2017), incorporating the invalid action masking mechanism described
earlier to prevent redundant acquisitions.

3.3 MAVIS FOR H&E AND SPATIAL PROTEOMICS

In this work, we study uni-modal view selection in context of multiplex imaging experiments, where
each view is a markers available for staining. Typically, high-dimensional multiplex imaging allows
the iterative measurement of few (Lewis et al., 2021) to near a hundred (Black et al., 2021) marker
measurements. Multiplex experiments typically begin with a cell or nucleus marker to provide
structural context, and we simulate this setup by initiating each selection run with the Histone H3
marker (i.e., Vℓ = Histone H3), which stains the cell nucleus. This ensures that all subsequent
marker acquisitions are conditioned on a common structural reference, aligning our experimental
setup with real-world staining protocols. We utilize VirTues (Wenckstern et al., 2025) as the FM
for spatial proteomics, that has shown remarkable zero-shot capabilities along with the ability to
aggregate marker signals into a unified representation and denote it as FSP.

For multi-modal view selection we consider two modalities, {H&E, SP}, with VH&E = {VH&E,1},
representing a single H&E stain, and VSP = {VSP,1, . . . , VSP,n}, representing the available markers.
For H&E, we utilize UNI2 (Chen et al., 2024), and for SP, we leverage VirTues (Wenckstern et al.,
2025) as before. Mimicking real-life clinicial scenario, we begin our sequential measurements with
the H&E measurement already present. Since H&E consists of a single view, the modality selection
task becomes immediate, as the agent must decide whether to proceed to spatial proteomics right
after observing the H&E representation.

4 EMPIRICAL RESULTS

We conduct experiments on MAVIS to showcase the effectiveness of our method across several
clinical datasets, under both view and modality selection for spatial proteomics and H&E staining.

Datasets. We experiment with three datasets: (i) Cords et al. (2023) containing imaging mass cy-
tometry (IMC) samples from non-small lung cancer patients, (ii) Danenberg et al. (2022) containing
IMC samples of breast cancer patients, and (iii) Rigamonti et al. (2024), a multi-modal dataset
consisting of H&E along with IMC samples from non-small lung cancer patients. For details, see
Appendix B. Although IMC involves parallel staining, we model it as a sequential acquisition task
as the principle of selecting and measuring specific markers remains consistent with a sequential
decision-making framework.

Baselines. For view selection, we compare our approach against seven methods: (i) Random, which
selects views uniformly at random; (ii-iii) Min/Max-Entropy, variants of greedy selection that use
VirTues inpainting capabilities to estimate missing marker values and prioritize acquisitions based
on information gain; (iv-v) Min/Max-ESM which selects views based on the distance of markers
in the ESM2 embedding space (Lin et al., 2023), (vi) Iterative Panel Selection (Sims et al., 2024),
a method for sequential marker selection which sets a global acquisition order based on the cor-
relations of reconstruction post inpainting; and (vii) an expert-defined order, where a pathologist
determines a fixed selection sequence as a clinically-informed baseline. For details, see Appendix C.

Evaluation. The datasets were split into an 80:20 train-test patient-wise split, with the training set
further divided into an 80:20 train-validation split. To ensure well-calibrated confidence estimates,
all classifiers were calibrated using temperature scaling (Guo et al., 2017). In case of uni-modal view
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Figure 3: Performance comparison of marker selection strategies for the first 15 markers, showing accuracy
(left) and uncertainty (right) trajectories for a. ER Status prediction (Danenberg et al., 2022) and b. cancer type
prediction (Cords et al., 2023).

Table 1: Performance in terms of accuracy and uncertainty of MAVIS with seven baselines after selection of
B = 5 and B = 10 markers. Bold denote the best, underlined second-best performers.

Method

Cords et al. (2023) Danenberg et al. (2022)
Cancer Type ER Status Cancer Grade

B = 5 B = 10 B = 5 B = 10 B = 5 B = 10

Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓
ESM (Max) 0.611 0.423 0.795 0.300 0.794 0.314 0.787 0.307 0.585 0.561 0.607 0.516
ESM (Min) 0.777 0.358 0.746 0.348 0.669 0.365 0.757 0.301 0.607 0.513 0.622 0.522
Random 0.684 0.396 0.735 0.346 0.694 0.383 0.752 0.318 0.514 0.580 0.585 0.529
Entropy (Min) 0.684 0.360 0.754 0.290 0.603 0.430 0.640 0.357 0.511 0.565 0.593 0.480
Entropy (Max) 0.710 0.421 0.759 0.396 0.706 0.379 0.809 0.323 0.496 0.619 0.526 0.582
IPS 0.705 0.387 0.754 0.307 0.574 0.439 0.669 0.370 0.504 0.568 0.630 0.503
Expert Order 0.723 0.359 0.756 0.338 0.750 0.309 0.794 0.294 0.519 0.562 0.607 0.498
MAVIS 0.798 0.302 0.808 0.262 0.831 0.267 0.846 0.215 0.622 0.479 0.674 0.443

selection, we compare the performance of MAVIS with the baselines on the test set on (1) classifi-
cation accuracy (↑) after sequential marker selection, and (2) prediction uncertainty (↓), quantified
using 1 − TCP, where true class probability (TCP) (Corbière et al., 2019) measures the model’s
confidence in the correct class. For multi-modal view selection, we measure the accuracies for
cases where the selection policy opted to stop at H&E and where it proceeded to acquire additional
IMC measurements, and the overall experimental cost of H&E and IMC acquisitions, assessing the
trade-off between diagnostic accuracy and resource efficiency.

Results on uni-modal view selection. We begin by evaluating the performance of MAVIS against
seven baselines in terms of classification accuracy and uncertainty reduction. Table 3 summarizes
the results of selection under an acquisition budget constraint of measurement of B = 5 and B = 10
markers. The key observations are: (1) MAVIS consistently outperforms all baselines across three
distinct diagnostic tasks on Cords et al. (2023) and Danenberg et al. (2022); (2) Although random
selection is often surprisingly effective in active learning, it performs poorly in diagnostic tasks,
as uniform selection of markers fails to align with the underlying biological and clinical relevance
of different markers; and (3) the expert-defined ordering, ESM-distance-based selection, and IPS
consistently emerge as the second or third-best performers, yet they are significantly outperformed
by the adaptive ordering learned by MAVIS. This underscores the advantage of dynamically
selecting markers based on patient-specific information rather than relying on a fixed global
sequence. In Fig. 3, we illustrate how classification accuracy and prediction uncertainty evolve over
the first 15 marker acquisitions, demonstrating that MAVIS achieves faster uncertainty reduction
and higher accuracy gains compared to baseline approaches. For further results, see Appendix E,
where in Fig. 7 we show that MAVIS inherently learns to select markers in a diverse manner
throughout the UMAP space, in Fig. 8 we show the order of markers chosen by MAVIS for Cords
et al. (2023), and in Fig. 9 we quantify the consistence of marker sequences selected by MAVIS
across patients for Danenberg et al. (2022).

Results on multi-modal view selection. We evaluate the performance of MAVIS in the multi-
modal setting, where the model determines whether to proceed with multiplex imaging acquisition
or stop at H&E to predict cancer type of non-small lung cancer (Rigamonti et al., 2024). Unlike
single-modality selection, this task requires balancing diagnostic accuracy with acquisition cost by
dynamically deciding when additional information is necessary. Since random selection lacks a
well-defined stopping criterion, we standardize the random baseline by fixing the selection to five
markers. In Fig. 10b, we present the variation of episodic reward (blue) and episode length (black)
over the course of training of MAVIS. The episodic reward steadily increases, indicating that the
agent progressively learns a more optimal selection strategy. Meanwhile, the episode length stabi-
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Figure 4: Results on a multi-modal view selection task between H&E and spatial proteomics-based diagnostics.
a. Accuracy after different diagnostic test strategies. b. Episodic reward and episode length throughout training
of MAVIS.

lizes, reflecting converged decision-making behavior. An episode length of 1 corresponds to cases
where the agent selects only H&E and chooses to stop, whereas longer episodes indicate that the
agent proceeds to spatial proteomics for additional biomarker acquisitions.

Table 2: Costs of different diag-
nostic test strategies.

Total Costs
H&E 5.00 $
SP (27-plex) 2250 $
Random 335.56 $
MAVIS 51.03 $

In Fig. 4a, we compare the accuracies of the multi-modal selec-
tion decisions made by MAVIS and random. The H&E (no policy)
baseline represents the accuracy when only H&E is measured for
all patients, while SP (no policy) represents the accuracy when only
27-plex imaging is used for all patients. We observe that while SP
achieves significantly higher accuracy compared to H&E, this im-
provement comes at a substantial cost increase—rising from $5.00
per patient (H&E) to $2250 per patient (SP), as detailed in Table 2.
The H&E (random) baseline represents the accuracy on patients
where the random selection policy opted to stop at H&E stains,
while H&E (MAVIS) corresponds to the accuracy on patients for whom MAVIS actively decided to
stop at H&E without proceeding to multiplex imaging. We observe that MAVIS effectively identi-
fies uncertain patients, leading to a 12.69% improvement in H&E accuracy compared to the H&E
(no policy) baseline. Similarly, the H&E + SP accuracy represents the final classification perfor-
mance across the entire patient cohort, integrating both cases where the model stopped at H&E and
those where it continued to SP, thereby reflecting the overall effectiveness of the adaptive multi-
modal selection strategy. We observe that MAVIS achieves accuracy on par with SP (no policy),
demonstrating that it identifies and selectively transitions only those patients who genuinely benefit
from additional multiplex imaging. This indicates that MAVIS effectively mitigates unnecessary SP
acquisitions, maintaining diagnostic accuracy while significantly reducing costs. In contrast, the ran-
dom policy underperforms, leading to suboptimal stop decisions and inefficient SP usage. Notably,
MAVIS reduces experimental costs by over 95% while achieving the same diagnostic accuracy as
27-plex spatial proteomics staining (see Table 2). Further, in Appendix C, Fig. 10a shows the mark-
ers selected by MAVIS for multiplex imaging, and we observe that MAVIS also learns to adaptively
limit its selections, choosing atmost four markers. This demonstrates the potential of adaptive multi-
modal selection to minimize resource-intensive assays without compromising diagnostic reliability.

5 CONCLUSION

This work introduces MAVIS, a unified framework for active multi-modal view selection in clinical
diagnostics that addresses the challenge of optimizing diagnostic procedures while balancing accu-
racy and cost. Through a novel RL approach, MAVIS unifies modality and feature selection, en-
abling dynamic adaptation to individual patient needs while leveraging foundation models to guide
test selection. The empirical results demonstrate that MAVIS consistently outperforms baseline
approaches in both classification accuracy and uncertainty reduction, while substantially reducing
testing costs. As diagnostic technologies continue to evolve, frameworks like MAVIS will become
increasingly important for optimizing clinical workflows and ensuring efficient use of healthcare
resources. Beyond clinical diagnostics, multi-modal RL frameworks such as MAVIS that interact
with clinical foundation models will set the stage for advanced reasoning systems that actively probe
biological mechanisms, guide biomarker discovery, and accelerate therapeutic development.
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Jonas Hübotter, Sascha Bongni, Ido Hakimi, and Andreas Krause. Efficiently learning at test-time:
Active fine-tuning of llms. arXiv preprint arXiv:2410.08020, 2024.

Diederik P Kingma and Max Welling. Auto-Encoding Variational Bayes. arXiv preprint
arXiv:1312.6114, 2013.

B Ravi Kiran, Ibrahim Sobh, Victor Talpaert, Patrick Mannion, Ahmad A Al Sallab, Senthil Yoga-
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oung Chung, David H Choi, Richard Powell, Timo Ewalds, Petko Georgiev, et al. Grandmaster
level in StarCraft II using multi-agent reinforcement learning. Nature, 575(7782):350–354, 2019.

Eugene Vorontsov, Alican Bozkurt, Adam Casson, George Shaikovski, Michal Zelechowski, Kristen
Severson, Eric Zimmermann, James Hall, Neil Tenenholtz, Nicolo Fusi, et al. A foundation model
for clinical-grade computational pathology and rare cancers detection. Nature medicine, 30(10):
2924–2935, 2024.

Johann Wenckstern, Eeshaan Jain, Kiril Vasilev, Matteo Pariset, Andreas Wicki, Gabriele Gut, and
Charlotte Bunne. Ai-powered virtual tissues from spatial proteomics for clinical diagnostics and
biomedical discovery. arXiv preprint arXiv:2501.06039, 2025.

Hanwen Xu, Naoto Usuyama, Jaspreet Bagga, Sheng Zhang, Rajesh Rao, Tristan Naumann, Cliff
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APPENDIX

A BACKGROUND

Foundation models in clinical diagnostics. FMs have gained significant attention in the medical
imaging and computational biology communities for their ability to learn powerful representations
from diverse datasets (Chen et al., 2024; Wenckstern et al., 2025; Vorontsov et al., 2024; Xu et al.,
2024). These models have shown remarkable downstream performance without additional super-
vision. In this work, we use UNI2 (Chen et al., 2024) as the underlying FM for H&E stained
images, a model with strong zero-shot and few-shot performance on effectively classifying and seg-
menting histopathology images without requiring extensive task-specific training data. For spatial
proteomics, we utilize VirTues (Wenckstern et al., 2025) to encode multiplexed images, since it is
adept at encoding multiple marker measurements into a single embedding, capturing complex rela-
tionships within an evolving representation of a potentially growing number of selected markers.

While foundation models demonstrate impressive capabilities, their real-world deployment often
faces challenges due to distribution shifts. Hübotter et al. (2024) address this through combining
test-time training (Sun et al., 2020) with active learning (Settles, 2009), which allows models to
adapt to test samples during inference through self-supervised learning objectives, without requiring
additional labeled data. Their approach actively selects samples to reduce uncertainty but requires
prior knowledge of the complete data space—a limitation in clinical settings. Gupte et al. (2024)
propose an uncertainty-based active learning strategies for improving the performance of foundation
models on downstream tasks, though focusing on sample selection rather than feature acquisition.

Reinforcement learning. RL has proven effective for a variety of sequential decision-making prob-
lems (Sutton, 2018), from game-playing agents (Vinyals et al., 2019) to autonomous vehicles (Kiran
et al., 2021). More recently, reinforcement learning from human feedback (RLHF) has been em-
ployed to refine reasoning in large language models (LLMs), guiding them toward generating more
coherent and contextually appropriate responses (Kumar et al., 2024; Guo et al., 2025; Shao et al.,
2024). In the context of clinical diagnostics (Ling et al., 2017; Coronato et al., 2020; Peng et al.,
2018), RL offers a principled way to iteratively decide which diagnostic analysis or features to ac-
quire at test-time in the clinic, where fine-tuning and supervision are not possible.

Formally, the RL problem can be framed as a Markov decision process (MDP) (S,A, P, c, γ), with
S as the set of possible states (partial test results), A being the set of actions (which test/marker
to select), P : S × A × S → R being the transition function defining how states evolve after
taking actions, c : S × A → R as the reward function, and γ as the discount factor. The goal
of RL is to learn a policy πθ : S → ∆(A) mapping states to a probability distribution over the
discrete set A. With τ being the sequence of ((st, at, ct))Tt=0, the goal of policy optimization is to
maximize the expected γ-discounted cumulative return J(θ) = Eτ∼Pπ(τ)

[∑T
t=0 γ

tc(st, at)
]
, and

π∗ = argmaxπ J(θ). Proximal policy optimization (PPO) (Schulman et al., 2017) is an effective
model-free policy gradient algorithm, which learns a policy πθ and a value function Vθ : S → R.
After collecting a set of new episodes E , using the policy prior to the update step, PPO updates the
policy and value networks by optimizing
L(θ) = E(st,at)∼E

[
min

(
rt(θ)Ât, clip (rt(θ), 1− ϵ, 1 + ϵ) Ât

)
− λ1 (Vθ(st)−Rt)

2
+ λ2H(πθ)

]
,

where H(πθ) = −∑
a∈A πθ(a|st) log πθ(a|st), and λ1, λ2, ϵ are hyperparameters, and the ad-

vantage Ât is calculated using an estimation scheme known as generalized advantage estimator
(GAE) (Schulman et al., 2015).

Active feature acquisition. Active feature acquisition studies the problem of collecting features
associated with a cost to maximize the prediction performance for a target variable while minimizing
the cost of selected features. Ling et al. (2004) utilize decision trees with minimal costs, while Ma
et al. (2019) propose a greedy mutual-information maximization procedure to select the next feature
to collect, where the mutual information is approximated using surrogate features generated by a
variational autoencoder (Kingma & Welling, 2013). Rückstieß et al. (2011), Shim et al. (2018), Yoon
et al. (2019) formalize the problem as as MDP and subsequently employ reinforcement learning
methods to learn a policy governing the feature selection. Li & Oliva (2024) model the feature
acquisition and prediction process as a partially-observable MDP and propose a generative-approach
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to impute missing features, which represent the dynamic belief state of the agent. Kossen et al.
(2023) extend the problem of active feature acquisition by an additional temporal dimension.

B DATASETS

In our experiments, we evaluate MAVIS on three real-world datasets, each selected to capture dif-
ferent aspects of multi-modal diagnostic test selection. For further details on the datasets, especially
dataset processing, normalization and curation, see Wenckstern et al. (2025) and Rigamonti et al.
(2024).

1. IMC dataset from Cords et al. (2023): This dataset consists of 2,034 IMC samples col-
lected from 1,068 patients diagnosed with non-small cell lung cancer (NSCLC). We pri-
marily use it for cancer type classification, distinguishing between Adenocarcinoma and
Squamous Cell Carcinoma.

2. IMC dataset from Danenberg et al. (2022): This dataset comprises of 677 IMC samples
from breast cancer patients and is used for predicting ER status and cancer grade. The
ER status classification task has two labels: positive and negative, while the cancer grade
prediction task involves three categories: Grade 1, Grade 2, and Grade 3.

3. H&E and IMC dataset from Rigamonti et al. (2024): This dataset integrates H&E-
stained images with corresponding IMC samples from non-small cell lung cancer (NSCLC)
patients, enabling a multi-modal diagnostic analysis. It consists of 158 samples, with can-
cer type labels classified as adenocarcinoma or squamous cell carcinoma.

For all datasets, we adopt a patient-wise split with an 80:20 ratio for training and testing. The
training set is further divided into an 80:20 split to form a validation set.

C EXPERIMENTAL DETAILS

Our experimental evaluation of MAVIS includes extensive comparisons against multiple baseline
methods. Below, we outline the key experimental settings and implementation details. For details
on the training of VirTues and UNI2, we refer the reader to Wenckstern et al. (2025) and Chen et al.
(2024), respectively.

C.1 BASELINES

To benchmark the performance of MAVIS, we compare against seven baseline methods for uni-
modal view selection:

• Random: At any time step, this selects views uniformly at random, and hence
Pr(V•|Vρ(1), . . . Vρ(k)) = 1

|V|−k . In our experiments, we run 5 iterations of random and
showcase the mean values.

• Entropy-based selection (min and max): VirTues (denoted as FSP) allows inpainting of
unseen markers, and hence at any timestep t, we can reconstruct the unseen markers based
on the history of markers queried. Entropy-based selection utilizes this inpainting ability to
approximate the embedding of the marker set after reconstructing the unseen marker, and
further selects the markers based on the performance of the downstream classifier hSP. In
essence, if (Vρ(1), . . . , Vρ(k)) is the sequence of markers queried, then, Min-Entropy selects
the next marker as

ρ(k + 1) = argmin
j∈[[1,n]]\

⋃k
i=1{ρ(i)}

H
(
(hSP ◦ VSP)

(
{Vρ(1), . . . , Vρ(k), Ṽj}

))
,

where H(·) denotes the entropy, and Ṽj = F recon
SP (Vj |{Vρ(1), . . . , Vρ(k), Ṽj}) is the recon-

struction from VirTues after seeing the markers from selection rule ρ. Similarly, Max-
Entropy chooses the marker which maximizes the entropy.

• ESM distance-based selection (min and max): Biomarkers used for multiplex imaging
can be encoded using ESM2 (Lin et al., 2023), and for each marker v, we can obtain a
ranked list of nearest and furthest markers in the ESM2-space based on euclidean distance.
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In essence, if (Vρ(1), . . . , Vρ(k)) is the sequence of markers queried, then Min-ESM selects
the next marker as

ρ(k + 1) = argmin
j∈[[1,n]]\

⋃k
i=1{ρ(i)}

∥E[Vj ]− E[Vk]∥2,

where E[Vj ] denotes the ESM2 embedding for marker Vj . Similarly, Max-ESM selects the
marker which maximizes the euclidean distance.

• Iterative panel selection: Sims et al. (2024) proposed an iterative selection approach that
selects the next marker based on the correlation of the reconstruction through inpainting
on the cellular segmentation mask for the ith image, IPS sets a global order on the training
data, by selecting

ρ(k + 1) = argmax
j∈[[1,n]]\

⋃k
i=1{Vρ(i)}

rs(F
recon
SP (V \ Vobs,j |Vobs,j),V \ Vobs,j),

where Vobs,j = ∪k
i=1{Vρ(i)} ∪ {Vρ(j)} is the set of markers previously observed and Vj

under consideration, and rs is spearman correlation between the mean intensities of the
reconstruction and ground truth. In essence, IPS selects markers based on informativeness
to reconstruct other markers.

• Expert order: A clinically informed fixed sequence determined by a pathologist. We
provide the top 15 markers selected below:

– Breast cancer: CK5, CD8-18, HER2, ER, Cav1, Ki-67, panCK, CD68, CD8, CD4,
CD16, CD11c, CD38, PDPN, SMA

– Lung cancer : panCK, CDH6, Cadherin-11, CD73, CD279, vWF, Cav-1, Ki-67,
VCAM1, FAP, LYVE-1, CD34, CD8a, CD20, CD68

For modality selection in the multi-modal setup, we include a random modality switching baseline,
where the system switches from H&E to spatial proteomics with a fixed probability (0.5).

C.2 EVALUATION

We consider two main criterion of evaluating the methods in uni-modal view selection: (1) Accuracy,
and (2) Uncertainty. Accuracy is simply the fraction of correctly classified images, measuring the
overall diagnostic performance, while uncertainty is defined as 1 - TCP, where TCP quantifies the
model’s confidence in the predicted class (Corbière et al., 2019). A lower uncertainty score indicates
more confident and reliable predictions. Let σℓ be the selection rule, F, h be the foundation model
and classifier respectively, and y be the ground truth label. For the uni-modal settings, after k
selections, we have

• accuracy after k: Acck(Ptest) = Ep∼Ptest

[
I
(
argmax(h ◦ F )({Vσℓ

t(p)(1)
, ..., Vσℓ

t(p)(k)
}) = y

)]
,

• uncertainty after k: Unck(Ptest) = Ep∼Ptest

[
1− (h ◦ F )({Vσℓ

t(1)
, ..., Vσℓ

t(k)
})(y)

]
.

For multi-modal view selection, we calculate the individual modality accuracies as above, ans the
overall accuracy is given as

Accoverall =
Acc(1)(Ptest,1)|Ptest,1|+ Acc(2)(Ptest,2)|Ptest,2|

|Ptest,1|+ |Ptest,2|
.

where Acc(k)(Ptest,k) is the accuracy of the selection rule on modality mk on those test samples
which were selected by MAVIS or Random on mk. Overall, this is the fraction of the total correct
classifications in both modalities.

C.3 HYPERPARAMETERS AND IMPLEMENTATION DETAILS

Training procedure. We train MAVIS using Proximal Policy Optimization (Schulman et al., 2017).
To stabilize learning, we implement invalid action masking, ensuring that already-selected biomark-
ers or invalid modality-switch tokens are not re-selected. We set β = 40, ζ = δ = 5. While
we did not perform exhaustive hyperparameter tuning, exploring the impact of these parameters
would be interesting. In Fig. 5, we show the episodic and instantaneous rewards for MAVIS in the
multi-modal view selection setting. This represents the reward structure as describe in Section 3. In
summary: (i) the rewards on choosing a new view for m1 and m2 are the difference in log prob-
abilities of the true class, (ii) the episodic reward for stopping at m1 if the prediction is correct is
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m1,
view ℓ1

c = β(log
[
(h1 ◦ F1)({Vσt(1), ..., Vσt(k−1), Vi})(y)

]
− log

[
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]
)
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Figure 5: Reward structure for multi-modal view selection by MAVIS, as described in Section 3.

higher than m2 (since ζ > 1), which is meant to encourage stopping at m1 when the prediction is
believed to be accurate, while there is a large penalty for an incorrect stop, indicating the fact that
uncertain predictions should move onto m2 regardless. The reward on moving to ℓ2 is the minimum
difference in probabilities between the true label and other labels.

Calibration and evaluation. All classifiers, implemented as ResMLPs (Touvron et al., 2022), with
2 residual blocks and hidden dimension of 512, are calibrated using temperature scaling (Guo et al.,
2017) to ensure well-calibrated confidence estimates.

Computational setup. Model training and evaluation were performed on A100 GPU clusters. We
utilize Stable Baselines 3 (Raffin et al., 2021) to implement the policy and reward functions. We set
γ = 0.99, with λ1 = 0.5, λ2 = 0 and ϵ = 0.2. We compute rollout updates every 100 steps for
multi-modal setting, while 1000 steps for uni-modal view selection.

D ADDITIONAL THEORETICAL ANALYSIS

D.1 PROOF OF LEMMA 3

Proof. Assume, for sake of contradiction, that there exists a patient p, 1 ≤ k ≤ |V| and an index
i ∈ [|V|] \ σ(p)([k − 1]) such that

(h ◦ F )({Vσ(p)(1), ..., Vσ(p)(k−1), Vi})(yp)
> (h ◦ F )({Vσ(p)(1), ..., Vσ(p)(k−1), Vσ(p)(k)})(yp)

We can then define a new selection rule σ̃ by the swapping k-th element of the order σ(p) with i,
i.e., setting

σ̃(q)(j) =


σ(q)(j) if q ̸= p

σ(q)(j) if q = p and j /∈ {k, σ(p)−1(i)}
i if q = p and j = k

σ(p)(k) if q = p and j = σ(p)−1(i).
For the new selection rule σ̃, it holds for patients q ̸= p that

(h ◦ F )({Vσ̃(q)(1), ..., Vσ̃(q)(k−1), Vσ̃(q)(k)})(yp)
= (h ◦ F )({Vσ(q)(1), ..., Vσ(q)(k−1), Vσ(q)(k)})(yp)
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a b
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Figure 6: Performance comparison of marker selection strategies for the first 15 biomarkers, showing accuracy
(left) and uncertainty (right) trajectories for cancer grade prediction in Danenberg et al. (2022).

ER Status  
(Danenberg et al., 2022) a b Positionc
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(Danenberg et al., 2022) 

Cancer Type 
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Figure 7: UMAPs of the ESM embeddings of the respective markers in Danenberg et al. (2022) and Cords et al.
(2023). The color map indicates the positions in the sequence determined by MAVIS in different diagnostic
classification tasks, i.e., ER status, cancer grade, and cancer type prediction.

and further for p that
(h ◦ F )({Vσ̃(q)(1), ..., Vσ̃(q)(k−1), Vσ̃(q)(k)})(yp)
> (h ◦ F )({Vσ(q)(1), ..., Vσ(q)(k−1), Vσ(q)(k)})(yp).

Taking the expectation, it follows that Acck(σ̃) > Acck(σ). This contradicts our assumption that σ
is optimal.

E ADDITIONAL EMPIRICAL RESULTS

In this section, we provide further analysis of the sequential marker selection behavior exhibited
by MAVIS for uni-modal view selection. In particular, we analyze the ESM embeddings and their
distributions given the sequential order determined by MAVIS, the distribution of marker selection
frequencies, and similarities between different patients given the marker orderings determined by
MAVIS in relation to further clinical annotations that are available.

In Table 3, we showcase the accuracy and uncertainty of MAVIS as compared to other baselines on
selection of 5 or 10 markers. We observe that MAVIS consistently outperforms all other methods
with a significant margin.

In Fig. 6, we present the accuracy vs. uncertainty trade-off plots for cancer grade classification
on Danenberg et al. (2022). The results indicate that MAVIS consistently selects more informative
biomarker sequences compared to baseline methods, leading to higher classification accuracy while
maintaining lower uncertainty.

Fig. 7 presents UMAP projections of the ESM embeddings for biomarkers from the Danenberg et al.
(2022) and Cords et al. (2023) datasets. In these visualizations, markers are color-coded based on
their selection order as determined by MAVIS across different diagnostic tasks, including ER status
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Table 3: Performance in terms of accuracy and uncertainty of MAVIS with seven baselines after selection of
B = 5 and B = 10 markers. Bold denote the best, underlined second-best performers.

Method

Cords et al. (2023) Danenberg et al. (2022)
Cancer Type ER Status Cancer Grade

B = 5 B = 10 B = 5 B = 10 B = 5 B = 10

Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓ Acc. ↑ Unc. ↓
ESM (Max) 0.611 0.423 0.795 0.300 0.794 0.314 0.787 0.307 0.585 0.561 0.607 0.516
ESM (Min) 0.777 0.358 0.746 0.348 0.669 0.365 0.757 0.301 0.607 0.513 0.622 0.522
Random 0.684 0.396 0.735 0.346 0.694 0.383 0.752 0.318 0.514 0.580 0.585 0.529
Entropy (Min) 0.684 0.360 0.754 0.290 0.603 0.430 0.640 0.357 0.511 0.565 0.593 0.480
Entropy (Max) 0.710 0.421 0.759 0.396 0.706 0.379 0.809 0.323 0.496 0.619 0.526 0.582
IPS 0.705 0.387 0.754 0.307 0.574 0.439 0.669 0.370 0.504 0.568 0.630 0.503
Expert Order 0.723 0.359 0.756 0.338 0.750 0.309 0.794 0.294 0.519 0.562 0.607 0.498
MAVIS 0.798 0.302 0.808 0.262 0.831 0.267 0.846 0.215 0.622 0.479 0.674 0.443
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Figure 8: Distribution of marker selection frequencies across the first 15 positions in spatial proteomics panel
design, highlighting the most commonly selected markers and their typical positions in the measurement se-
quence, here for cancer type prediction in Cords et al. (2023).

classification, cancer grade prediction, and cancer type identification. The UMAP projections reveal
that MAVIS learns to select biomarkers in a structured and diverse manner, effectively navigating the
embedding space to capture intrinsic marker relationships. Instead of relying on static, predefined
sequences, MAVIS dynamically adapts its selection strategy to the specific diagnostic task, ensuring
that informative and complementary markers are prioritized. This adaptive ordering highlight’s
the models ability to capture intrinsic relationships between the markers to determine an effective
ordering that adapts to the specific diagnostic task.

Fig. 8 illustrates the distribution of marker selection frequencies across the first 15 positions in
the spatial proteomics panel design, focusing on the cancer type prediction task in the Cords et al.
(2023) dataset. The figure highlights the most frequently selected markers at each step, providing
insights into the ordering preferences learned by MAVIS. Notably, several biomarkers consistently
appear in early selection positions across different patients, indicating their high diagnostic value
when acquired early in the sequence. In contrast, other biomarkers exhibit greater variability in their
position, suggesting that MAVIS employs an adaptive selection strategy tailored to individual pa-
tient profiles rather than adhering to a rigid global ordering. This shows the ability of MAVIS to not
only identify diagnostically important markers but also to optimize their acquisition order, balancing
early information gain with efficient resource utilization to maximize diagnostic performance while
controlling experimental costs.
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Similarity Score

Figure 9: Clustergram of the marker sequence selected by MAVIS quantified through the Kendall rank correla-
tion coefficient between the selection orders chosen by for all patients in Danenberg et al. (2022). The heatmap
corresponds to the pairwise Kendall tau coefficients for the task of predicting the ER status. Alongside, we
also display different clinical labels (integrative cluster (IntClust) subtypes, PAM50 subtyping in breast cancer,
cancer grade and ER status) for the patients.

Fig. 9 offers a clustergram that quantifies the consistency of the marker sequences selected by
MAVIS across patients, using the Kendall rank correlation coefficient (Kendall’s tau) as the sim-
ilarity measure between two sequences of chosen markers. The main heatmap corresponds to the
task of predicting ER status, while additional clinical labels (such as integrative cluster subtypes,
PAM50 subtyping in breast cancer, and cancer grade) are also analyzed. The clustergram reveals
strong correlations in marker ordering among patients with similar diagnostic characteristics, while
also highlighting distinct differences when comparing across varied clinical labels. This result con-
firms that MAVIS learns a patient-specific yet coherent ordering of markers, effectively balancing
the need for individualized test sequences with the overall diagnostic objectives.

In Fig. 10a, we illustrate the sequential marker selection order determined by MAVIS in the multi-
modal view selection setting. Unlike the uni-modal view selection setting, where the number of se-
lected markers was fixed, MAVIS was not explicitly constrained to choose a predetermined number
of markers in the multi-modal setting. Interestingly, MAVIS automatically learned to adaptively
limit its selections, choosing at most four markers in some cases while opting for only a single
marker in others.

In Fig. 10b, we present the variation of episodic reward (blue) and episode length (black) over
the course of training of MAVIS. The episodic reward steadily increases, indicating that the agent
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Figure 10: a. Selection rule by MAVIS for spatial proteomics modality for multi-modal view selection. b.
Episodic reward and episode length throughout training of MAVIS.

progressively learns a more optimal selection strategy. Meanwhile, the episode length stabilizes,
reflecting converged decision-making behavior. An episode length of 1 corresponds to cases where
the agent selects only H&E and chooses to stop, whereas longer episodes indicate that the agent
proceeds to spatial proteomics for additional biomarker acquisitions.
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