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Abstract

Supervised classification traditionally assumes that training and testing samples are drawn
from the same underlying distribution. However, practical scenarios are often affected by
distribution shifts, such as covariate and label shifts. Most existing techniques for correct-
ing distribution shifts are based on a reweighted approach that weights training samples,
assigning lower relevance to the samples that are unlikely at testing. However, these meth-
ods may achieve poor performance when the weights obtained take large values at certain
training samples. In addition, in multi-source cases, existing methods do not exploit com-
plementary information among sources, and equally combine sources for all instances. In
this paper, we establish a unified learning framework for distribution shift adaptation. We
present a double-weighting approach to deal with distribution shifts, considering weight
functions associated with both training and testing samples. For the multi-source case, the
presented methods assign source-dependent weights for training and testing samples, where
weights are obtained jointly using information from all sources. We also present general-
ization bounds for the proposed methods that show a significant increase in the effective
sample size compared with existing approaches. Empirically, the proposed methods achieve
enhanced classification performance in both synthetic and empirical experiments.

1 Introduction

Supervised classification traditionally assumes that training and testing samples are independently and
identically distributed (i.i.d.) drawn from the same underlying distribution. However, practical scenarios are
often affected by distribution shifts, such as covariate shift and label shift. In covariate shift, the marginal
distribution over the instances (covariates z) differs while the label conditional distribution remains the
same. In label shift, the marginal distribution over the labels (classes y) differs while the instance conditional
distribution remains the same. Additionally, in multi-source scenarios, the training data is obtained from
multiple sources, each of which has different probability distributions.

Distribution shifts are common in many practical applications, including electronic health record data ana-
lysis (Singh et all, [2022). For example, a model may be trained to learn a patient’s disease severity using
historical patients’ data, but there may exist shifts between training and testing populations due to the chal-
lenges in obtaining data from patients within the same population (Humbert-Droz et all, 2022). Moreover,
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we may also need to learn from multiple datasets collected from different hospitals due to health record
fragmentation.

Multiple techniques have been developed for correcting different types of distribution shifts
(Quinonero-Candela et al!, 12008; Sugivama & Kawanabe, 2012; [Zhang et all, 12013; [Lipton et all, 12018;
Sun et al); 2011; [Schweikert et al), 2008; |[Zhang et all, 12015). Most existing distribution shift correction
techniques are based on a reweighted approach. Reweighted techniques weight training samples assigning
lower relevance to the training samples that are unlikely at testing. However, these methods require certain
assumptions about the supports of the distributions and may achieve poor performance when the weights
obtained take large values at certain training samples (Cortes & Mohri, [2014; [Martino et all, 2018) (see
Fig.[M). Additionally, existing methods for multi-source distribution shift adaptation inherit the problems of
single-source reweighting methods. Most methods define classification rules as a linear combination of the
classifiers learned independently on each source (Zhang et all, 2015; [Shui et all, 2021; [Wang et all, 2023) (see
Fig.2)). Theoretical work (Mansour et all,[2008) has shown that it is more effective to have sample-dependent
coefficients to allow different combinations of classification rules for each instance. Further details on the
prior work are provided in Appendix [Al

@ Weights for training samples Weight for testing samples

Main conventional single-source approaches

Proposed single-source,approach

Figure 1: Different approaches for single-source distribution shift (the training and testing samples follow
Gaussian distributions with probability mass concentrated in the blue and black circles, resp.). Existing
methods obtain weights that take large values at certain training samples and do not consider weights at
testing (i.e., weights at testing are constant). The proposed approach reduces the large values of training
weights by utilizing weights at testing.

Recently, the double-weighting approach has been proposed to correct for single-source covariate shift
(Segovia-Martin et all, [2023), addressing the limitations of covariate shift reweighted methods by assigning
weights for both training and testing instances. The double-weighting approach does not require assumptions
for supports and can avoid large values by adjusting the weights given the relation of weights (see Fig. []).
However, it remains unclear how assigning weights to both training and testing data points can help more
general marginal distribution shift, like label shift and multi-source distribution shift adaptation. In the
latter case, weight estimation and weight employment in both training and testing require the consideration
of multiple training sources.

This paper establishes a unified learning framework for distribution shift adaptation using a double-weighting
approach, considering weight functions that depend on the covariates and the labels. The usage of the double-
weighting approach enables us to overcome the limitations of existing reweighted methods. Our framework
can be reduced to dealing with covariate shift, label shift, and multi-source cases. In particular, in the



Published in Transactions on Machine Learning Research (02/2025)

@ Weights for training samples of the source 1 Weight for testing samples learned from source 1

@ Weights for training samples of the source 2 Weight for testing samples learned from source 2

Main conventional multi-source approaches

Proposed multi-source approach

Figure 2: Different approaches for multi-source distribution shift (the two training sources and testing
samples follow Gaussian distributions with probability mass concentrated in the blue, orange and black
circles, resp.). Existing methods obtain weights that take large values at certain training samples and
classify each testing instance using linear combinations of feature mappings. The proposed approach reduces
the large values of training weights by also utilizing weights at testing and considers classification rules that
involve sample-dependent combinations of feature mappings.

covariate shift and label shift cases, our approach alleviates the problem of extreme weights by also assigning
weights for testing samples (see Fig. [[). In the multi-source settings, our proposed method leverages the
rich complementary information among sources (see Fig. [2), inducing classification rules that involve sample-
dependent weighted combinations of feature mappings.

The main contributions in the paper are as follows.

1. We establish a unified double-weighting learning framework to deal with general distribution shifts. Our
framework can be reduced to dealing with covariate shift, label shift, and multi-source cases. In general,
the double-weighting framework alleviates problems of reweighted techniques, avoiding extreme weights
considering weights associated with the training and testing samples.

2. In the multi-source distribution shift cases, the proposed double-weighting method assigns source-
dependent weights for training and testing samples to better utilize the information from multiple
sources jointly. In addition, our multi-source methodology obtains classification rules that involve sample-
dependent weighted combinations of feature mappings.

3. We develop generalization bounds for the proposed methods. Our analysis shows that double-weighting
techniques significantly increase the effective sample size for different types of distribution shifts adapta-
tion compared with reweighted approaches.

4. We demonstrate that the proposed techniques achieve a significant performance improvement in multiple
distribution shift scenarios with experiments on both synthetic and real-world datasets. Our results show
that in cases of significant shifts between training and testing distributions, most existing techniques
result in a negative transfer of information among sources, while the proposed approach achieves improved
performance.

Notation. Calligraphic upper case letters represent sets; bold lower and upper case letters represent vectors
and matrices, respectively; for a vector v, vl denotes its transpose, v(¥ denotes its i-th component, [v]
denotes its component-wise absolute value; 1 denotes a vector with all components equal to 1; || - ||1, || - o0,
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and || - || denote the 1-norm, the infinity, and the Hilbert space norm of its argument, respectively; < and
> represent vector component-wise inequalities; N (x; m,3) denotes the pdf of a Gaussian r.v. x with mean
m and covariance matrix 3; and E,{-} denotes the expectation of its argument w.r.t distribution p.

2 Preliminaries

This section describes the problem setup and the framework for minimax risk classifiers (MRCs), a supervised
classification learning framework that allows us to correct distribution shifts using the double-weighting
methodology.

2.1 Problem setup

Let X be the set of instances and ) be the set of labels represented by the set {1,2,...,|Y|}. We denote
by A(X x V) the set of probability distributions over X and ), and by T(X,)) the set of all classification
rules from instances X to labels V. For h € T(X,)), we denote by h(y|z) the probability of assigning label
y € Y to instance € X. With a slight abuse of notation, we denote by h(z) the label assignment provided
by the classification rule h for the instance z. We use the notation pye for the underlying distribution at test,
(x1,91), (x2,y2) . - -, (Tn, yn) for the training samples, and x,, 11, Tpy2, ..., Tnit for the testing instances. For
the multi-source case, we use the notation S for the number of training sources, [S] = {1,2,...,S} for the
set of sources, and (Zs.1,¥s,1), (Zs,2,Ys,2) - - -, (Ts,n,» Ys,n,) for the training samples that belong to the source
s e [9].

The /f-risk of a classification rule h is its expected classification loss with respect to the true underlying
distribution at test pie, i.e.,

Ry(h) = Ep, {€(h, (2,9))} - (1)

Supervised classification techniques use the training samples to find a classification rule h that has small
¢-risk Ry(h). In this paper, we consider 0-1-loss and log-loss:

Cor (b, (z,y)) =P{h(z) # y} =1 —h(y|z) (2)
Elog (hv (:L‘, y)) = - 10gh(y|$) (3)

although the results presented can be analogously used with general losses, as is done in (Mazuelas et all,
2022).

In the following, we assume that, for single-source distribution shift, n samples from py, and ¢ testing instances
from p¢e are available at learning. For the multi-source distribution shift, we assume that ns samples from
ps for s € [S] and t testing instances from pi. are available at learning.

Single-source marginal distribution shift (covariate and label shift). The training samples follow a
distribution py,(x, y) such that the marginal distributions of instances (resp. labels) differ, i.e., pt,;(x) # pre()
(resp. pir(Y) # Dre(y)), but the label conditional (resp. instance conditional) coincide, i.e., i (y|z) = pre(y|x)

(resp. pur(z]y) = Pre(z]y))-

Multi-source marginal distribution shift (multi-source covariate and label shift). The training
samples from each of the S training sources follow distribution ps(z,y) such that the marginal distributions
of instances (resp. labels) differ, i.e., ps(z) # ps () if s # &' € [S], ps(x) # pre(x) (resp. ps(y) # ps (y) if
s# s €[9)], ps(y) # pte(y)) for s € [S]; but the label (resp. instance conditional) conditional coincide, i.e.,
Ps(ylz) = pre(ylz) (resp. ps(zly) = pre(zly)) for s € [S].

2.2 Minimax risk classifiers

Similarly to other approaches based on robust risk minimization (RRM) also known as distributionally ro-
bust learning (Farnia & Tse, [2016; [Fathony et all, [2016), MRC methods (Mazuelas et all, 2022; [2023) do
not require that the training and testing samples follow the same distribution. Notice that these methods
are referred to as minimax risk techniques because they minimize the worst-case expected loss over distri-
butions in an uncertainty set, but such approach is different to classical minimax analysis of classification
methods (Tsybakovl, 2009). The uncertainty sets U are formed by probability distributions that match
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data-based constraints for the expectations of a function ® : X x J) — R"™ referred to as feature mapping
(Mazuelas et all, 2022; 2023). These feature mappings are defined using one-hot encodings of the elements
of Y as ®(x,y) = e, @ ¥(x), where e, is the y-th element of the canonical basis of RV, ® denotes the
Kronecker product, and ¥ : X — R? is a map that represents instances as real vectors of dimension d. Given
the uncertainty set U, a classification rule h” is an -MRC for U if
h” € arg min max/(h, 4
gheT(X,y) pEZ/)I( (h,p) )
where ¢(h, p) denotes the expected loss of classification rule h w.r.t. distribution p, and we denote by R(U)
the minimax risk against &/. The uncertainty set I is defined as

U={peAX xDY): |Ep®(z,y) — 7| 2 A and p(z) = pe(z),Vz € X'} (5)

where A is the confidence vector that assesses the inaccuracies in expectations estimates, and 7 denotes the
mean vector of expectation estimates.

The mean vector 7 in (B) is an estimate of the expectation of the feature mapping E,, ®(z,y) with
respect to the underlying distribution. In cases without distribution shift, the n training samples
(z1,91), (x2,Y2), - -, (Tn,yn) are drawn from the underlying distribution at test pge so that the expectation
E,,. ®(z,y) can be estimated using averages of training samples

=23 0nw) (

As shown in the following, the expectation estimate is modified in situations affected by distribution shifts
to account for the difference between the training and the testing distribution.

2.3 Novelty with respect to double-weighting methods for single-source covariate shift

The results in the paper provide a unified approach for the adaptation to general types of distribution shifts,
including label shift and multi-source shifts. On the other hand, the methods in (Segovia-Martin et all,
2023) address only the case of single-source covariate shift. The methods presented in the following address
a broader class of distributional shifts that not only include covariate shift but also general shifts, label shifts,
and multi-source shifts. The paper presents new algorithms for label shift, multi-source covariate shift, and
multi-source label shift. In addition, the experimental results in Section 6 below demonstrate that the
proposed methods obtain better performance than existing approaches, particularly in scenarios involving
distribution support mismatch, aligning with the theoretical performance guarantees and generalization
bounds presented in this paper.

Scenarios with multiple sources impose unique challenges and require different algorithms and classification
rules. The analysis of how the weights for different sources interact with each other and how they contribute to
the sample complexity is completely different from the single-source case addressed in (Segovia-Martin et all,
2023). Appendix [B] further discusses the contribution of the techniques presented with respect to those
in (Segovia-Martin et all, [2023). In particular, the appendix shows how the new methods presented for
multi-source adaptation can leverage the complementary information from different sources.

3 Unified Double-Weighting Framework for Single-Source Distribution Shifts

This section describes the unified learning framework for double-weighting for single-source distribution shift
adaptation. We also present generalization bounds for the proposed framework in comparison with the
reweighted framework.

3.1 Double-weighting pairwise distributions

The proposed framework considers weights 5(z,y) for the training distribution pi, and weights «(z,y) for
the testing distribution pte (see Fig. [l). For any function f, we exploit the fact that

]Epte(:v,y)a(x7 y)f(x, y) = ]Eptr(w,y)ﬁ(xa y)f(xa y) (7)
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can be achieved if we have
pte($7y)a($7y) = ptr(%y)ﬂ(%w (8)

that can be attained by multiple choices of the weights a(z,y) and f(x,y). For the reweighted approaches,
the choice of weights is
_ Pre(7,y)
=— (9)

ptr(xa y)
if pr(z,y) > 0 = pre(z,y) > 0 (Sugiyama & Kawanabe, 2012). However, the equality in () can be obtained
in multiple ways, for instance the usage of

oz, ) = min <1, “W)c) . B(z,y) = min (P(”) c) (10)

pte(xa y) ptr(xa y) ’

a(r,y) =1, B(x,y)

allows us to satisfy (7)) for any C' > 0. Notice also that weights as those in (I0) above can be utilized for
general train and test distributions without requiring assumptions for their supports.

As shown in the following subsection, the weight functions (x,y) assign relevance to the training samples,
while the weight functions a(z,y) determine the confidence in the predictions for the testing instances.
Weights as in (I0) can alleviate the limitations of reweighted approaches in distribution shift adaptation. By
applying @), if the ratio pie(x,y)/pec(z,y) is large, using a small a(x,y) enables having pie(z, y)a(z,y) =
per(2, y) (2, y) with moderate values of 8(z,y). Using weights as in (I0), we predict with high confidence
(a(z,y) = 1) by taking large C. Given that S(x,y) < C, we can consider small values of 8(x,y) by sacrificing
prediction confidence (decreasing C).

The usage of weights a(z,y) and B(z,y) tailored to general single-source distribution shift scenarios offers
a significant improvement over methods based on the reweighted approach. The proposed approach can
handle general single-source distribution shifts. In addition, this approach results in enhanced generalization
in comparison with the reweighted approach, as shown in Theorem

3.2 MRC learning using general double-weighting

This subsection describes the proposed learning methodology for the unified view of double-weighting using
weights a(x,y) and f(x,y).

Uncertainty sets. To address the single-source distribution shift, we construct an uncertainty set & defined
in terms of constraints of the expectation of a weighted feature ®,(x,y). Then, the uncertainty set U can
be defined as

U= {p EAX X)) |EpPu(z,y) — 7| XX and p(z) = pee(z),Vz € X} (11)

where the feature mapping @, (z,y) is defined as O, (z,y) = a(z,y)P(z,y). The expectation of such feature
mapping can be estimated using sample averages of training samples weighted by 8(z,y) as

n

T = %Zq)@’(x%yi)v for ®5(z,y) = Bz, y)2(z,y). (12)

i=1

Using weights «(z,y) and B(x,y) that satisfy () we can achieve that the estimate 7 above is an unbiased
estimator of Ey, (2,4)Pa(z,y)- In addition, the variance of such estimator can be reduced by using weights
a(x,y) that avoid large weights 3(z,y). The constraints in the proposed uncertainty set ¢/ in (I1]) characterize
weighted feature expectation matching on ®,(x,y) in the training domain with weights 8(x,y).

Convex optimization. MRCs corresponding with the uncertainty set (IIl) can be learned by solving the
convex optimization problem
min —7" p+ X || + By (o) 00 (1,2, ) (13)

where @y is a function defined in terms of the loss. For 0-1-loss, we have

Zyec (I)a (ZL’, y)TH’ -1
o1 () = 1 + max C]

(14)
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and, for log-loss, we have

Plog (/J'v xz, a) = IOg Z €xp {(I)Q(SC, y)T“’} (15)
yeY

Theorem 3.1. Let 7,A € R™ be such that the uncertainty set U in () is not the empty set. If u* is a
solution of ([@3) for 0-1-loss, the classification rule

Z ’ (I)a(m»y/)TlJ'* -1
u _ T, % y' eC
h"(ylz) = (@a(ﬂc,y) u— max 1 )+ (16)
is a 0-1-MRC for U. If p* is a solution of [I3) for log-loss, the classification rule
exp{®a(,y) Tp*}
h"(ylz) = 17
( | ) Ey/ey exXp {‘I’a(x,y’)Tli*} ( )
is a log-MRC for U. In addition, the minimaz risk R(U) is given by
RU) = 1T + AW [+ Ep, ) e (1,2, 0). (18)
Proof. See Appendix O

Remarks. The convex optimization problem in (I3]) can be addressed using conventional techniques such as
stochastic (sub)gradient method. Specifically, the optimization problem in (I3]) is an unconstrained convex
optimization problem for which stochastic subgradients can be readily obtained using the testing instances
Tpt1, Tnt2, -, Tntt. Note that such a subgradient can be efficiently computed even in cases with a sizable
number of classes using the greedy approach shown in (Fathony et all, 2016).

Regularization. The convex optimization problem (I3]) implements L1-type regularization, with the reg-
ularization parameter represented by the vector A. This regularization term in (I3]) enables to penalize
differently each component of the parameter p, ensuring that feature components with poorly estimated
expectations (i.e., components i with large A(?)) are strongly penalized.

Classification rule. The form of the classification rules allows the adjustment of the confidence of the
predictions based on the weight function a(z,y). For very small values of a(z,y) for all y € Y and a specific
testing instance x, the classifier h” uniformly assigns labels in the set ) for both losses, i.e., h¥(y|z) = 1/|)|
for all y € Y.

3.3 Generalization bounds

This subsection describes the generalization bounds of the proposed single-source methods. Such bounds
are given in terms of the smallest minimax risk, R*, that corresponds with the uncertainty set given by the
exact expectations, and is defined by

R* = m‘in —Epo (o) @a(z,9) 1+ Ep, ()00 (1,7, 00) (19)

The MRC corresponding to that smallest minimax risk R*° could only be obtained by an exact estimation of
the expectations of the feature mapping ®,, that in turn would require an infinite amount of training samples.
The theorem below provides risk bounds for the proposed MRCs in terms of smallest minimax risks R,
showing how the proposed methods can lead to a significant decrease in the estimation error compared to
existing methods.

Theorem 3.2. Let U be a non-empty uncertainty set given by [IIl) and h” be an £-MRC for U. If weights
alz,y) and B(x,y) are given by [I0) with C = B/v/D for D > 1, u* and u™ are solutions to (I8) and ([I9),
respectively, and

B = sup pte(xa y) . (20)

ceX yey Pur(T,y)
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Then, with probability at least 1 — & we have that

R(M) < R+ X7 (|p>| = [u*]) + |1 = ' [1l|7 — Ep, @a(2,y)l|

2B2 2m
< R )\T oo * M 00 % 27 og 2= 21
< B AT (] )+ My g (21)
where M is a constant satisfying ||®(z,y)||cc < M for allz € X, y € Y.
Proof. See Appendix [Cl O

Note that the difference between the risk R(h*) and the smallest minimax risk R* decreases with the
estimation error |7 —Ep,. Po (2, y)||oo- Note that the term || — p*||1 can be bounded by the constant term
2||p°|1 because the optimization problem (I3]) carries out an L1 penalization while that in (I9) does not
have the L1 penalization term and does not depend on the training samples.

Corollary 3.3. If weights a(z,y), B(x,y) are given by [I0) with C = B/\/D for D > 1, and B as in (20),
the estimation error is bounded as

2|B(z, )5, 2m 2B2  2m
HT - Ep,wc,y)@(y)‘I>(x,y)HOo < M\/n log == < M| 7~ log = (22)

with probability 1 — 0, where M is a constant satisfying that ||®(z,y)||cc < M for allz € X, y € Y.

Proof. The proof is straightforward using Hoeffding’s inequality. O

Using a reweighted approach, we have that

Pre (2, y)
B(x,Y)]lcc = B:= sup ——=. 23
156, 9)l zeX yey Pu(T,Y) (23)

If pie(z,y)/pic(z,y) take large values, using weights (@) as in reweighted leads to large values, while if we
consider weights as in ([I{), we can have B(z,y) = C < pte(z,y)/pwr(x,y). This is achieved at the cost of
using values of a(z,y) = Cpu(x,y)/Pre(x,y) < 1. Using the weights in (I0) we have that

1 pte(xvy)
B(x,Y)lloc = —= sup —F—=. 24
18 )l VD zex.yey Pu(,y) (24)

This way, the methods proposed can achieve an effective sample size D times larger using the double-weighting
given by () with C' = B/+/D. This is achieved at the cost of using classification rules with confidence in a
subregion of X’ x Y, since the region where a(x,y) is significantly large shrinks when C' decreases (i.e., when
D increases). Considering the ratio
minmeX,yey OZ(IL', y)
maxXgex yecy Oé(.’l?, y)

(25)

we have that using weights as in (I0)) the ratio is smaller than one, while if we consider weights given by
reweighted in (@) that ratio is one since all testing samples have the same confidence. Ratios in (25) signific-
antly smaller than one correspond to situations where some points are predicted with very low confidence.
This reduction in prediction confidence for points (x,y) with pe(z,y) < pre(z,y) reflects the scarcity of
training samples in such regions of X x ).

3.4 Double-weighting for different distribution shifts

This subsection describes how to apply the unified double-weighting framework presented in Section [] to
different types of distribution shifts. Specifically, in this section we describe the learning methodology using
double-weighting under single-source covariate and label shift.
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3.4.1 Single-source covariate shift

In cases where pio(y|x) = pir(y|x), the reference weights in (I0) simplify to

a(z) = min <1, Pur () C) , B(z) = min (p“(x) : c) (26)

Pte (CC) ptr(m>

for any C' > 0, so that the weights depend only on the covariates x.

The double-weighting (DW) approach has been recently proposed to deal with extreme weight values
in single-source covariate shift adaptation by utilizing weights for both training and testing samples
(Segovia-Martin et al., 12023).

3.4.2 Single-source label shift
In cases where pto(z|y) = pir(z]y), the weights in ([I0) simplify to

- ). 0 - ()

for any C' > 0, so that the weights depend only on the labels y.

Weights as in ([27)) can alleviate the limitations of existing reweighted label shift approaches. Considering
both weights 5(y) and a(y) we can assign low relevance to the training samples with labels that are unlikely
at testing, and also assign low confidence prediction to the labels that are underrepresented in the training
data.

Learning MRCs. We can derive the learning framework for label shift adaptation using the learning
methodology presented in Section by considering that the weight functions a(y) and S(y) only depend
on the labels, simplifying the general distribution shift framework to address label shift scenarios.

The classification rules associated to the MRCs corresponding with the uncertainty set I/ in ([[Il) with weight
functions a(y) and B(y) are given by

e ()P (2, )T ) — 1
b (ylz) = (a(y)é(x,y)Tu* — Iax Zyee () |(E| V)w) ) (28)
- +
for 0-1-loss and
b (yla) = — Pl y) et} (29)

Yyeyexp{a(y)®(z, y') )
for log-loss, where p* is a solution of ([I3]) considering weigh functions that only depend on the labels.

Predictive per label confidence. The values of a(y) adjust the confidence with which each label is
classified. Low values of a(y) reflect lower confidence in the classification of certain labels, meaning a
poor learning of those labels during training due to their underrepresentation in the training data. The
components of the parameter p associated to the labels with low value «a(y) will be less reliable, since the
feature components are poorly estimated. Low values of a(y) imply that the classifier would not assign label
y regardless of the instance we want to classify.

In this section, we described the unified learning framework for double-weighting for single-source distribu-
tion shift adaptation. In the next section, we will extend the unified learning framework for multi-source
distribution shift adaptation.

4 Unified Double-Weighting Framework for Multi-Source Distribution Shifts

This section describes the unified learning framework of double-weighting for multi-source distribution shift
adaptation. We also present generalization bounds for the proposed framework in comparison with the
reweighted approach.
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4.1 Double-weighting pairwise distributions

The proposed framework extends that presented in Section 3] for the case where we have multiple training
sources. We match multiple training distributions p1, pe, ..., ps with the testing distribution pt. (see Fig. 2]),
exploiting the fact that, for any function f, we have that

I[‘Eptc(av,y)O[s (l‘, y)f(x, y) = IEpS (z,y)ﬁs (.13, y)f('ra y) (30)

for s € [S], can be attained by multiple choices of the sets of weights {cv (7, y)}sels) and {Bs(z,y)}se(s)- In
this paper, we propose the usage of weights tailored to general scenarios of multi-source distribution shift as
follows

P ps(z,y) ps(z,y) C) 2.0) = min (Pte(W c) 31
+(@y) (Zi_lps/(:ﬁ,y)’pm(%y) o ey ZSS/:lpS’(%y)’ o

for any C' > 0. Such weights satisfy ([B0) and also address the limitations of reweighted approaches because
if the ratio ptc(x,y)/Zle ps(x,y) take large values, using small a4(z,y) can enable having (B0) with
moderate values of fs(x). In particular, for single-source distribution shift, the double-weighting approach
presented in (I0) can alleviate the limitations of reweighted approaches by sacrificing confidence in samples
such that pe(x,y) > Cps(z,y). For the multi-source case, the same improvements can be achieved by only
sacrificing confidence in the points such that pie(z,y) > C Esszl ps(z,y) that is a much smaller set because
Zle ps(z,y) > py(z,y) for all s’ € [S]. Using the same C as in Section B we alleviate the existing
trade-off between expectation estimates and confidence in the classification rules because we do not need to
have significant confidence in each source s € [S]. Instead, we need that 2;»921 as(z,y) ~ 1, that is achieved
since the weights in ([BI)) take into account the rest of the sources. This allows us to consider smaller sets of
weights {Bs(x)}se[s) without losing confidence in the classifiers. Specifically, weights as in (BII) can achieve
higher confidence predictions in comparison with weights as in (0] for the testing instances such that ps(z, y)
take large values for multiple s € [S].

The usage of weights {a,(x,y)}5_; and {Bs(x,y)}5_; tailored to multi-source scenarios offers a significant
improvement over methods based on the reweighted approach and the double weighting for single-source
distribution shift. The proposed approach can handle general multi-source distribution shifts. In addition,

this approach results in enhanced generalization, as shown in Theorem

4.2 MRC learning using general multi-source double-weighting

This subsection describes the proposed learning methodology for the unified view of double-weighting using
sets of weights {a(z,y)}5_; and {B(z,y)}5_,. To simplify the exposition, we assume that all training
sources have an equal number of training samples. In Appendix [D] we extend the paper’s results for cases

with a general number of training samples in each source.

Uncertainty sets. To address the multi-source distribution shift, we construct an uncertainty set ¢ defined
in terms of the intersection of S sets of constraints. Each set of constraints bounds the expectation of the
weighted feature ®,_ (z,y) for each training source s € [S]. Then, the uncertainty set U can be defined as

U= {p EAX X)) |Ep®Pqy,(x,y) —Ts| X As for s =1,2,...,5 and p(x) = pre(x),Vx € X} (32)

where the expectation of feature mapping @, (x,y) = as(x,y)®(z,y), for s € [S], is estimated using sample
averages of training samples from source s weighted by 8, (z,y) as

1 n
Ts = E Z (I)BS (xs;ia ys,i)7 for (I)Bs (l‘, y) = ﬁs(xv y)q)(x7 y) (33)

i=1

The proposed uncertainty set U, defined in ([B2), is the intersection of S sets of constraints, each of which char-
acterizing weighted feature expectation matching on @, (z,y) in each source domain with weights as(x,y).
This set is contained in each uncertainty set U; defined using (1) for each source s € [S] and is generally
significantly smaller.

10
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Convex optimization. MRCs corresponding with the uncertainty set ([B32]) can be learned by solving the
convex optimization problem

S S

min =Y T+ AT |+ By wyor (s} omr @, {os i) (34)

S
st s=1 s=1

where @y is a function defined in terms of the loss. For 0-1-loss, we have

S
et yee Pas(@y) Ty — 1
c

Po1 ({“s};g:l’ €, {a5}§:1) =1+ Iglga))](

and, for log-loss, we have

S
Plog ({Ns}sszlv z, {as}sszl) = IOg Z exXp {Z q)as (Z‘, y)Tﬂs} (36)
s=1

yey

Theorem 4.1. Let 75 € R™, A, € R™ for s € [S] be such that the uncertainty set U in [B2) is not the
empty set. If {u*}S_, is a solution of ([B4) for 0-1-loss, the classification rule

s 5 % e o ) T3 — 1
u _ T, % s=1 y' €C F s Y I“l’s )
b (o) = (3 e (0:0)i; — G X (37)
is a 0-1-MRC for U. If {u:}>_, is a solutions of ([B4) for log-loss, the classification rule
S T, *
expi) =1 Pa, (7, 4) " K5
W yle) = P Lo (20100} (39)
Sy exp {5 @, (o) s
is a log-MRC for U. In addition, the minimax risk R(U) is given by
s s
= s+ Y A 4 B e ({00} 2 o)) - (39)
s=1 s=1
Proof. See Appendix [Cl O

The theorem above is a generalization of Theorem [B.I] for the multi-source case. The classification rules in
@7 for 0-1-loss, and ([B8]) for log-loss involve sample specific weighted combinations of the feature mappings
given by {as(z,y)}se[s)- This way, we allow different contributions from each source to classify each testing
instance, as detailed in the following subsections.

Source-dependent weights for training and testing. We obtain the benefits of the double-weighting
approach in the previous section by considering both weights S4(x,y) and as(x,y) for each pair of training
and testing distribution, ps(z,y) and pie(x,y). We can assign low relevance to training samples that are
unlikely at testing and also assign low confidence to the testing instances that are unlikely at training. In
addition, since the uncertainty set U in ([B2]) is contained in each uncertainty set Us defined using (III) for
each source s € [S] we have that

i ¢(h,p) < min mi ((h, 40
m}}nrggg( p)fgg%g]mhmgg,f( p) (40)

and R(U) < minge[s) R(Us). Therefore, the minimax risk of the proposed multi-source method is smaller
than the minimax risk of the single-source method. This fact also differentiates the proposed approach from
“summing over the sources,” which involves obtaining an MRC associated with the uncertainty set U, for
each source s € [S] and then combining the classifiers. Directly applying Section Bl and Section to each
source will not lead to the minimax risk R(U).

11
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Sample-specific weights for classification rules. Considering the set of weights {c(x,y)}secrg), the
prediction of each testing instance is obtained by combining the relevant feature mappings, leading to classi-
fication rules that involve sample-specific combinations of feature mappings given by {as(z,y)}se[s). Since
the set {as(z,y)}se[s) depends on z and y, we allow different contributions from each source to classify each
testing instance. This way, the proposed learning methodology is capable of learning complex classification
rules to classify each instance with high confidence. Even if some a;(x,y) are small for a particular source s
and pair (z,y), we may be able to still achieve high confidence using the information from other sources. In
particular, we can leverage other aiy (z,y) to classify that instance as long as we have Zle as(z,y) ~ 1.

4.3 Generalization bounds

This subsection describes the generalization bounds of the proposed methods. Such bounds are given in terms
of the smallest minimax risk, R*°, that corresponds with the uncertainty set given by the exact expectations,
and is defined by

R = {Jmn Epie(a,y) Z(I) (z,9)" 1 + Epyo ()02 ({Hs}s Lo {os 1) (41)

The MRC corresponding to that smallest minimax risk R>° could only be obtained by an exact estimation
of the expectations of the feature mapping ®,,_, for s € [S], that in turn would require an infinite amount of
training samples from each source s € [S]. The theorem below provides risk bounds for the proposed MRCs
in terms of smallest minimax risks R*, showing how the proposed methods can lead to a significant decrease
in the estimation error compared to existing methods.

Theorem 4.2. Let U be a non-empty uncertainty set given by B2) and h” be an £-MRC for U. If weights
{as(z,y)}sers) and {Bs(z,y)}seis) are given by @) with C = B/V/D for D > 1 and

B= suwp M (42)

TEX YEY ZZ 1 pi(z,y)

Then, with probability at least 1 — & we have that

R(b") < B> + ZAT = ps]) + 12> = w7l max 175 = Ep, Pa, (,9)]

s=1
S
oo 00 * 00 * 2B2 2m
< R YA (] — ) + M = g - log 5 (43)
s=1

where pu®> = [u3°, ..., pF], p* = [pi, ..., pn5) are solutions to B9) and [Il), respectively, n is the number
of training samples available in each domain s € [S], and M is a constant satisfying ||®(x,y)|lcc < M for
allre X, ye ).

Proof. See Appendix O

Note that, similarly to Theorem B2 the difference between the risk R(h“) and the smallest min-
imax risk R™ decreases as the maximum of the estimation errors over the training sources s € [5],
max,e(s) || Ts — Ep,. Pa(2,y)]|oo, decreases. The set of weights {as(x,y)}sers) and {Bs(z,y)}seps) allow us
to reduce the estimation error in |75 — E,, @4, (%,¥)] w0, as detailed in the following section. We also detail
how weights for multi-source in (BI]) further reduce the maximum value of the weights ||3;(z,y)|| for each
source s € [S] in comparison with weights for single-source in (I0).

4.4 Leveraging complementary information from multiple sources

In this subsection, we explain how the usage of complementary information among different sources leads to
improved effective sample size. The bound in Theorem depends on the estimate of E,, @, (z,y) and, as
shown in Corollary B3] the error in the estimate depends on the values of the weights B¢(x, y).

12
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In Section B3] we show that the proposed single-source double-weighting can achieve an effective sample size
D times larger than reweighted approach considering weights given in (0. This was achieved at the cost
of using classification rules with significant confidence in a subregion of X’ that shrinks when D increases.

In multi-source cases we can improve the trade-off presented in Section [3.3]between the error in the estimation
of Ep,.®a,(z,y) and the confidence of the classification rules. In particular, using weights as in BI)) with

C =B/vD and B = SUD,ex yey pte(m,y)/z;-g:l pi(z,y), we have that

_ B _ 1 Pre(,Y)
18s(@, y)lloe = JD - V0. ST (44)

In the following, we will compare the reference solution for multi-source double-weighting in ([BI]) and the
reference solution for single-source double-weighting in (I0). If we consider weights Ss(z,y) as in () with
I1Bs(z,9)|lso = Bs/vD and By defined in (Z0), we have that for any source s

B = sup ptc(x7 y) < sup ptc(xa y) _ BS (45)

TEX,yeY Ziszl pi(x,y) - TEX,yeY ps(x7y)

and often B < By as long as the supports of the training sources significantly overlap (ps(x,y) > 0 for
multiple s € [S]). When we decrease ||Ss(x,¥)| oo, i-6., when we consider larger D, the region where the
classifier has significant confidence also decreases. Similarly as in Section [3:3] the ratio

. s
mingex yey Y o—1 (T, Yy)

S
maXgex yey 25:1 Qg (xa y)

(46)

is C(1/B) using weights for multi-source in (31]), while using weights for single-source in (I0]) such ratio is
c((1/9) Zle 1/By), that is smaller than C(1/B) since B < B, for any s € [S]. This means that using
weights as in ([BI]) the region of X’ x Y where the confidence of the classifier is significantly large is bigger than
if we use weights as in ([0). Using the set of weights {a(x,y)}5_; in BI) where each a,(x,y) depend on all
the sources s € [S], we can improve the trade-off between estimation error and confidence of the classifiers.
Using weights as in (31I), we do not need significant confidence «(x,y) = 1 for each source s € [S] but rather

that there is enough confidence among all sources, i.e., that Zle as(z,y) ~ 1.
4.5 Double-weighting for different multi-source distribution shifts

This subsection describes how to apply the unified multi-source double-weighting framework presented in
Section M to different types of distribution shifts. Specifically, we describe the learning methodology using
double-weighting under multi-source covariate and label shift.

4.5.1 Multi-source covariate shift

In a scenario with multi-source covariate shift we have that pie(y|z) = ps(ylz) for s € [S]. Hence, the
reference weights in (&1I) simplify to

as(r) = min < 55(@ s () C) ,  Bs(z) = min <Ete($>m),0> (47)

> iz1Pi(@) Pre(2) > iz Pil
for any C' > 0, so that the weights depend only on the covariates x.

The usage of weights {a(x)}5_, and {B,(x)}5_, tailored to multi-source covariate shift scenarios consti-
tutes a substantial improvement compared to methods based on reweighted approach. It also constitutes a
substantial improvement with respect to the double-weighting of a single-source covariate shift, since using
weights as in ([{7)) we alleviate the existing trade-off since we do not need to have significant confidence in
each source s € [S]. Instead, we need that Zle as(z,y) = 1, that is achieved since the weights in ([{@T]) take
into account the rest of the sources. This allows us to consider smaller sets of weights {f,(z)}se[s) without
losing confidence in the classifiers.

13
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We can derive the learning for multi-source covariate shift adaptation using the learning methodology in
Section by considering that the sets of weight functions {as(x)}seps) and {Bs(x)}serg) only depend on
the covariates. This simplifies the general distribution shift framework to address multi-source covariate shift
scenarios.

The classification rules associated to the MRCs corresponding with the uncertainty set ¢ in ([B2) with weight
functions {a(x)}sers) and {Bs(z)}seps) are given by

S Y e s(@)®(@,y) Tt — 1
h(y|z) = (Zas D — o S C| )+ (48)
for 0-1-MRC and s
u exp{d_._, as(z)®(z,y) T p*

2yey OXP {25:1 as(z)®(z, y’)Tu*}

for log-loss, where {u}}sc(s) is a solution of (34]) considering sets of weight functions that only depend on
the covariates.

Predictive per source and per instance confidence. The classification rules learned for multi-source
covariate shift are given in terms of the set of weights {as(2)}se[s). The weights () adjust the confidence
with which testing instance z is classified using the contribution from the source s. Low values of as(x) imply
that if we rely only on the information from source s, the classifier would uniformly assign labels in the set
of labels Y. By considering weights a,(z) for each source, we can classify instance x with high confidence
even when some of the o (x) take small values, as long as Zle as(z) = 1.

4.5.2 Multi-source label shift

In a scenario with multi-source label shift we have that pio(z]y) = ps(z|y) for s € [S]. Hence, the reference
weights in [BI) simplify to

aty) =min (3., 2D00) ) = min (5.0 2. ) (50)

for any C' > 0, where 05(y) = ps(y)/ Zf:l pi(y), so that the weights depend only on the labels y.

The usage of weights {a,(y)}5_, and {Bs(y)}5_; tailored to multi-source label shift scenarios constitutes
a substantial improvement compared to methods based on the reweighted approach. As for multi-source
covariate shift, it also constitutes a substantial improvement with respect to the double-weighting of single-
source label shift, since using weights as in (B0 alleviate the existing trade-off between estimation errors
and confidence of the classification rules, as detailed in Section [£.4]

As for multi-source covariate shift, we can simplify the general distribution shift framework in Section to
address multi-source label shift scenarios by considering that the sets of weight functions {a(y)}se[s) and
{Bs(y)}sers) only depend on the labels.

The classification rules associated to the MRCs corresponding with the uncertainty set I/ in ([82]) with weight
functions {as(y)}sers) and {Bs(y)}sels) are given by

S 5 ree s ()@ (z,y") Tt — 1
h*(y|z) = <§_:1a @)0(z,y) " i ~nax REApRIS (|? LA )+ (51)
for 0-1-MRC and -
hu (y‘x) — eXp{Z =1 aS( ) ( ) y) /J’ } (52)

Yyey exp {Zil as(y')®(z, y’)Tu*}

for log-loss, where {u}}sc(s) is a solution of (34]) considering sets of weight functions that only depend on
the labels.

14



Published in Transactions on Machine Learning Research (02/2025)

Predictive per source and per label confidence. The classification rules learned for multi-source label
shift are given in terms of the set of weights {c(y)}se[s). The weights a4(y) adjust the confidence with
which label y is classified using the contribution from the source s. Low values of a;(y) imply that if we rely
only on the information from source s, the classifier would never assign label y regardless of the instance we
want to classify. By considering weights «(y) for each source, we can learn how to classify with label y with
high confidence even when some of the a;(y) take small values, as long as Zil as(y) ~ 1.

Addressing other types of shifts. The unified framework proposed above can be used to adapt to
multiple types of distribution shifts, such as conditional shifts or even a general distribution shift. Even
thought the double weighting framework is general enough to deal with any shift, the estimation of weights
for conditional shift usually requires specific methods to estimate the conditional relations between instances
and labels, that, in practice, would require multiple assumptions regarding the distributions. This additional
difficulty is common in the literature. For instance, the methods in (Schweikert. et all, [2008; [Sun et _all, [2011;
Chattopadhyay et all, 2012) assume that labeled examples of the test distribution are known, while those in
(Zhang et all, [2013; 2015) assume a specific relationship between the conditional distributions.

In this section, we described the unified learning framework for double-weighting for multi-source distribution
shift adaptation. In the next section, we will present the algorithms and the implementation of the proposed
double-weighting for specific distributions shifts.

5 Practical Algorithm and Implementation

This section describes the implementation of the proposed techniques for double-weighting label shift
(DW-LS), double-weighting multi-source (MS) covariate shift (DW-MSCS), and double-weighting MS la-
bel shift (DW-MSLS) detailed in Algorithm [, Algorithm 2] and Algorithm Bl respectively.

5.1 Practical algorithm for double-weighting label shift

Algorithm [ shows the implementation of the proposed techniques for DW-LS that is further described in
the following. In this section, we assume that n training samples (z1,41), (22,y2),- .., (Zn, yn) and ¢ testing
instances .41, Tnt2,--., Tyt are available at learning.

Algorithm 1 The proposed algorithm for label shift adaptation: DW-LS

Input: Training samples (z1,91), (X2,92) ..., (Tn, Yn)
Testing instances p41, Tnt2,- - -, Tntt
Hyperparameters A and D

Output: Weights B and &

Classifier parameter p*, and Minimax risk R(U)

DPte(y)/Der(y) < solution of (B3]

B, & + reference solution in (57!)

T > By) @ (i, vi)

p* + solution of (B3]

R(U) + optimum value of (55)

Computing weights. We obtain weights e and 8 considering the reference solution in ([27). The weights
are obtained using the ratio w(y) := pto(y)/pPu:(y), for y € Y, that can be estimated using multiple
methods (Lipton et all, [2018; |Azizzadenesheli et all, [2019; |Garg et al), 12020). In particular the method
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in (Zhang et all, 2013) estimates such ratio by solving the optimization problem

t n 2
|11 A 1
min| |~ > Ka(wngi) - Uxiy > ey wKy(y:)
i=1 i=1 Ha
st. 0<e,,w<B, fori=12,...,n
1 n
EZeyiw—l <e (53)
i=1

where K, : X — H is a feature map corresponding with a reproducing kernel Hilbert space (RKHS) #,
with kernel kg (z,2) = (Kz(x), K(Z))n,, Ky : Y — H, is a feature map corresponding with a RKHS
H, with kernel k,(y,4) = (Ky(y), Ky(y))#,, and UXD; is an estimation of the operator that maps H,
into H,, representing the conditional embedding of p(z|y). The optimization problem (G3)) minimizes the
discrepancy between two empirical means of distributions pt, and pi. considering embeddings of conditional
distributions, studied in (Fukumizu et all, [2004; [Song et all, |2009;2010). The minimization problem in (G3))
can be written as a standard quadratic problem that can be solved by applying standard techniques. In
particular, the parameters related to (53] are determined as proposed in (Song et all, 12009; Zhang et all,
2013).

Using the estimated ratios Pre(y)/Der(y), the weights o and B are computed using (27)) as

5(y) = min (f)te(y) L ax fm(z/)) " a(y) = min (fm(y) 1 D) ’ 1) (54)

forye ).

Learning MRCs. After computing the sets of weights, we solve the optimization problem in (I3]) by
approximating the expectation term in ([3)) using the ¢ testing instances 1, Tpy2, .- ., Tnit and n training

Samples (xlvyl)ﬂ (CEQa y2)7 R (xn,yn)a given (m)a as

+t

1 : . i
min Tyt N + L (Z e nisne) + Y TS0 <u,xi,a>> (55)
i=1 i=1 ¢

that is an unconstrained convex optimization problem and can be addressed in practice using conventional
optimization methods such as stochastic subgradient methods.

We determine hyperparameters D and A following the same approach as in (Segovia-Martin et all, [2023),
detailed in Appendix [El

Complexity and implementation without testing instances. The computational complexity of the
proposed methods for label shift adaptation is similar to that of existing methods. In particular, the step
of obtaining the parameters of the classifiers solving the convex optimization problem in (o) has similar
complexity as that for conventional methods. The main difference is that existing reweighted methods
estimate the expectation term in (I3]) utilizing the training samples available at learning. In our approach,
if ¢ testing instances are available at learning, we utilize both training and testing instances to estimate the
expectation term in (I3)), making use of the equality in ().

5.2 Practical algorithm for double-weighting multi-source covariate shift

This section describes the implementation of the proposed DW-MSCS, detailed in Algorithm In this
section, we assume that n, training samples (s 1,Ys.1);-- -, (Zsn,s Ysn,) from each source s € [S] and ¢

testing instances 41, Znt2,...,Tn+t are available at learning.
Computing weights. We present an extension of the kernel mean matching (KMM), multi-source KMM

(MS-KMM), to determine weights {8, € R, ay € R'},¢[g) for multiple sources by solving the optimization
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Algorithm 2 The proposed algorithm for multi-source covariate shift adaptation: DW-MSCS

Input: Training samples {(2s,1,¥s 1), (Tsn.s Ys,n, ) Fsels]
Testing instances x,41, Tn+t2, - - -, Tntt
Hyperparameters {\;}5_; and D

Output: Sets of weights {Bs}se[s] and {di}¢s)

Classifier parameter {pu*}5_;, Minimax risk R(IA)

: {IBS}SE[S]v {ds}se[S] + solution of (LT)E)

T 230 Bo(26)®(xs4,ys.) for s € [S]

: {MZ}SG[SS] + solution of (&1)

R(U) < optimum value of (57))

oWy e

problem

S 2

min
{stas}sszl ;
st. 0< B9 < B,/VD, foric [ng],seS]
0<al <1, forielt],sels]

to @

Ns
Z a: Kz(‘rn+z) - Z
i=1

i=1

B

S

Kz (‘rs,i)

Ha

Ns

1 S - 1 zt:am
s ) t i=1 )

i=1

<, for s € [5]

iagi)—l‘ﬁ (1—\/15), for ¢ € [t] (56)

where K, : X — H, is a feature map corresponding with a RKHS H, with kernel k,(z,z) =
(K.(z), K;(Z))3. The optimization problem (B6) minimizes the sum of the discrepancy between two em-
pirical means of distributions ps; and pye, for s € [S], subject to multiple constraints. The hyperparameter
D > 1 balances the confidence of the classification rules. The minimization problem in (B6) can be written
as a standard quadratic problem, as detailed in Appendix [E], that can be solved by applying standard tech-
niques. The appendix also shows a significant decrease in estimation error, similar to that of Theorem
for multi-source covariate shift.

Learning MRCs. After computing the sets of weights, we learn the parameters of the classifier in ()
for 0-1-loss (resp. (#J) for log-loss) solving (34). We use the set of mean vectors {7} .¢[s) defined in (B3]
and the set of confidence vector {A,},¢[s). We solve the optimization problem in (B34) by approximating the

expectation using the ¢ testing instances x,41,Tp12,. .., Tptt as
S 1<
. T
Jmin = Do X g+ Y e (g iwn (e} ) (57)
sts=1 s=1 i=1

that is an unconstrained convex optimization problem and can be addressed in practice using conventional op-
timization methods such as stochastic subgradient methods. We determine both hyperparameters {Xs}eqg
and D following the same approach as in (Segovia-Martin et al!, 2023), detailed in Appendix [l

Complexity. The computational complexity of the step for MS-KMM that obtains weights is similar to
existing methods |Sun et all (2011), that compute KMM S times. The main difference in the proposed
methods is that (B has ¢S additional variables and ¢(S + 1) additional constraints corresponding to the
weights {a;}5_;. Solving the optimization in (57) to obtain the classifier parameters has similar complexity
as that for conventional methods, since we consider Sm variables and conventional methods compute S times
a convex optimization problem with m variables.
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5.3 Practical algorithm for double-weighting multi-source label shift

This section describes the implementation of the proposed DW-MSLS, detailed in Algorithm Bl In this
section, we assume that n, training samples (zs1,¥s.1), (€s,2,Ys.2)s - -, (Ts,n.s Ys,n. ) from each source s € [S]
and t testing instances x,, 41, Tnt2,--.,Tnte are available at learning.

Algorithm 3 The proposed algorithm for multi-source label shift adaptation: DW-MSCS

Input: Training samples {(2s,1,¥s,1)s - - (Tsn,s Ysn.) Fsels]
Testing instances p41, Tnt2,-- -, Tnitt
Hyperparameters {\,}5_, and D

Output: Sets of weights {Bs}se[s] and {di} e[

Classifier parameter {p*}5_,, and Minimax risk R(U)

: Dte(y)/Ds(y) + solution of (B3 for s € [S]

2: B,, d, + reference solution in (53

3 Ty ni S Be(yi)® (240, ys.) for s € [S]

4: {p}}sers) < solution of (BJ)

5: R(U) + optimum value of (B9)

—_

Computing weights. We obtain the set of weights {as}scis) and {Bg}se(s) considering the reference
solution in (B). The weights are obtained estimating the ratios pie(y)/ps(y) for each source s € [S], and
the ratios are estimated solving (&3)) for each source s € [S]. The set of weights {a}scps) and {B,}s¢[s) are
computed as

Bu(y) = min <Sp<y> 1maxw>

Zsle bs (y)

as(y) = min < Sﬁs(y) bs () max —z lA > (58)

for y € Y and s € [9].

Learning MRCs. After computing the sets of weights, we learn the parameters of the classifier in (&II) for
0-1-loss (resp. (B2) for log-loss. We solve the optimization problem in ([34]) by approximating the expectation
using the ¢ testing instances x,, 41, Tn42,.-., Tntt a8

S S t
. 1
{HH}I}D[ : - Z T;F“s + Z Arsr“'l‘a| + ; Z Pe ({I“l’s}se[s]’ Tn+ti, {aS}SE[S]) (59)
sfs€[S s=1 i=1

s=1

that is an unconstrained convex optimization problem and can be addressed in practice using conventional
optimization methods such as stochastic subgradient methods. We determine hyperparameters D and {A}5_,
following the same approach as in for Algorithm ] detailed in Appendix [El

Complexity and implementation without testing instances. The computational complexity of the
proposed methods for multi-source label shift adaptation is similar to existing methods. In particular, the
computational complexity of the step for KMM in (53) that obtains weights is similar to existing methods
Zhang et all (2015), that compute all the weights in a single optimization problem.

Solving the optimization in (7)) to obtain the classifier parameters has similar complexity as that for con-
ventional methods, since we consider Sm variables and conventional methods compute S times a convex
optimization problem with m variables. The main difference is that existing reweighted methods estimate
the expectation term in (34)) utilizing the training samples available at learning. In our approach, if ¢ testing
instances are available at learning, we utilize the testing instances to estimate the expectation term in (34]).

Remark. The proposed methodology can be utilized with general types of feature mappings, including those
defined using neural networks. For instance, the feature mapping ®(z,y) can be given by the output of the
penultimate layer g(-,6) of a neural network, i.e., ®(x,y) = e, ® g(, ), where 6 correspond to the weights
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of the network. By feeding the data through the network, the outputs of the penultimate layer provide
a high-level representation of the input data, capturing complex patterns and relationships learned during
the training of the network. This way, we can deal with shifts in the semantic representation space. We
have used pretrained ResNets to map images into feature vectors in the new numerical results, as detailed
in the general responses. The results presented in Section show how the proposed methodology can
accommodate deep learning frameworks, obtaining good performances dealing with multi-source covariate
shift.

6 Experiments

This section shows experimental results for the proposed approaches in comparison with the state-of-the-art
methods. The source code for the methods and the experimental setup presented are publicly available
in https://github.com/MachineLearningBCAM/Unified-Double-Weighting-TMLR-2025. The results are
complemented by those in Appendix [[] that provide further implementation details.

6.1 Experiments for single-source label shift adaptation
This subsection shows experimental results for the proposed approach for label shift adaptation.

Baseline methods. As baseline, we employ logistic regression (No Adapt.), which ignore label shift. We
also consider four label shift adaptation methods: Reweighted where we perform importance weighting using
the true marginal ratios; DW where we perform double-weighting using the true marginal ratios to compute
the reference solution in (27)); target shift (TarS) (Zhang et all, [2013) that obtain weights solving a KMM
problem; black box shift estimation (BBSE) (Lipton et all, [2018) that computes marginal ratios using an
invertible confusion matrix; regularized learning under label shift (RLLS) (Azizzadenesheli et all,[2019) that
adds a regularization term to the weight computation problem; and Maximum Likelihood Label Shift (MLLS)
(Garg et all, 12020) that assumes access to a classifier that outputs the true source distribution conditional
probabilities pt, (y|x).

Experimental details. The methods TarS (Zhang et all, 2013), BBSE (Lipton et all, [2018), RLLS
(Azizzadenesheli et all, 2019), and MLLS (Garg et all, 2020) have been implemented as detailed in their
references. For the proposed method, the corresponding hyperparameters are obtained following the ap-
proach described in (Segovia-Martin et all, [2023), as detailed in Appendix [Fl

6.1.1 Experiment with synthetic data

In the experiments using synthetic data, we show how the proposed approach can achieve label shift adapt-
ation in a scenario where the existing reweighted approaches are challenged. For such results, the training
and testing data are drawn from Gaussian distributions

p(zly=1)=N (x; 0.5,0]" ,0.11) p(zly=2) =N (x; 05,07, 0.11) (60)

and labels are y = 1 if z(Mz?) > 0, y = 2 otherwise. We fix pie(y = 1) = pre(y = 2) = 0.50 and
we consider training distribution of the form py(y = 1) = 6, pu(y = 2) = 1 — 5. We use values
§ € {0.05,0.1,0.15,0.2,0.25,0.3,0.35,0.4,0.45,0.5} to simulate different relations between the marginals
of training and testing labels. We assume that the true marginal probabilities pie(y) and p¢,(y) are known,
and compute weights as B(y) = pte(y)/ptr(y) for the reweighted approach, and as in ([27) for the proposed
double-weighting approach. In addition, for each type of label shift (value of §), we carried out 200 random
repetitions with 100 training samples and 100 testing samples.

Results. Figure Bl shows box-plots corresponding to the classification error of existing and proposed ap-
proaches. The results in the figure show how methods that do not take into account label shifts obtain poor
performances. In addition, the figure show that reweighted methods obtain poor performances in the cases
where 0 takes small values (pt,(y) is small) because the ratios 8(y) = pte(y)/pt:(y) become large, as discussed
in Section 3.1l The proposed methods can adapt to label shifts in situations where the shift between train-
ing and testing distribution challenges reweighted approaches. In particular, the double-weighting approach
allows us to consider smaller weights S(y) in those situations by reducing the corresponding weight «(y).
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Figure 3: Classification error for the synthetic experiment using different approaches. The boxplot shows
the different classification error with different proportions of the labels ratios for the training sets.

6.1.2 Experiments with real datasets

In the second set of experiments, we assess the performance of the proposed methods in comparison with
existing techniques using real datasets publicly available in the UCI repository [Dua & Grafl (2017). We
generate label shifts in the datasets following (Lipton et all, [2018). In the “tweak-one” shift, the training
distribution is uniform over the set of possible labels, py,(y) = 1/|)|, while in the testing distribution, we
assign probability pte(y) = ¢ to half of the classes (rounded up). We set § = 0.05 for 10 repetitions and
0 = 0.10 for another 10 repetitions. In the “knock-out” shift, the testing distribution is uniform over the
set of possible labels, while in the training distribution, we remove a proportion ¢ of the samples from the
selected classes. We set 0 = 0.9 and select half of the classes (rounded up) for all 20 repetitions. In the
“Dirichlet” shift, the training distribution is uniform over the set of possible labels, while in the testing
distribution follow a Dirichlet distribution with parameter v = 0.1. Note that we conducted experiments
using Dirichlet shift exclusively on multiclass datasets. For the experiments using “redwine”, we considered
only three of the labels (2, 3, 4), discarding those with a small number of samples (0, 1, 5).

Results. Table [1l shows the averaged classification error across various datasets and scenarios of single-
source label shift, along with their respective standard deviations. The second column of Table [0l describes
the different types of label shifts described above.

Overall, the experimental results show how the proposed methods provide improved adaptation to single-
source label shift in binary and multiclass classification setting in situations where the distribution of training
is uniform while that of testing is not and vice versa. The label shift adaptation improvement for the proposed
DW methods compared to reweighted methods is also observed when the training and testing distributions
are assumed to be known. Note that for “knock-out” shift, the ratios pie(y)/ptr(y) become large since pe,(y)
is small for certain labels y € ). In these cases, reweighted methods achieve poor performance compared
with the double-weighting approach that can reduce the large values 8(y) by reducing the corresponding
value a(y). The results agree with the theoretical results in Corollary B3] that show how the proposed
methodology results in increased effective sample size in comparison with the reweighted approach.

6.2 Experiments for multi-source covariate shift adaptation

This subsection shows experimental results for the proposed approach for multi-source covariate shift adapt-
ation in comparison with the state-of-the-art methods.

Baseline methods. Three single-source baselines are employed: logistic regression (LR), which ignore
multi-source covariate shift, KMM (Huang et all, 2006; |Gretton et all, [2008) and double-weighting covariate
shift (DW-GCS) (Segovia-Martin et all, 12023), where we compute a classification rule from each of the
training sources and evaluate the classification rule that achieves the smallest classification error on the testing
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Table 1: Classification errors in 16 scenarios show that the proposed methods can more adequately adapt to
single-source label shift. The bold values represent the lowest classification error in each scenario.

No Exact prob. Estimated prob.

Datasets Adapt. | Reweighted DW TarS BBSE RLLS MLLS DW-LS

Adult
tweak-one | .43 + .01 .08 £ .02 .07+.02 | .0OT+.02 .29+£.01 24+.24 .07+.02 .07+.02
knock-out .38 +.02 .27 + .03 .26 +.02 | .30+ .04 42 + .05 .43 + .06 39+.05 .28+.03
Diabetes
tweak-one | .45+ .02 .08 +.03 11 +£.03 .09 £.03 .33 £.05 37+.15 .08+.03 .08+.03
knock-out .40 + .01 .32 +.03 .29+ .02 | .33+£.03 .45 + .06 .46 + .05 43+ .06 .29+ .02
Mammo
tweak-one | .37 £ .01 .08 + .02 .08 .02 | .12+.02 11 +.02 A8+ .25 .08+ .03 .11+ .01
knock-out 31 +.01 .21 £+ .02 .20 + .01 .21 +.02 44+ .11 44 + .11 424+ .11 .23 £+ .09
Usenet2
tweak-one | .50 &+ .02 .33 £.01 .30+.02 | .34+ .01 .29 £ .01 32+.11 .204+£.01  .24+.02
knock-out | .38 +.03 41 +.05 37+.02 | .39+.03 .39 +.03 .39 4+ .03 45+ .06 .38 +.02
Credit
tweak-one | .48 £ .02 .14 + .01 A114+.01 | .19+ .01 .32 + .05 294+.17 .104+.01 .16 4+.03
knock-out .27 + .03 .23 + .06 .21 4+.05 | .24+ .06 .25 + .08 .27 + .09 30+.06 .22+ .05
20news
tweak-one | .64 £ .03 .59 + .06 .44 4+ .05 | .58 £.08 59+ .07 57+.07 .70+ .12 .58 + .09
knock-out | .64 £+ .02 .63 £ .04 61+.03 | . 64+.04 .64+£.02 .65+.03 73 £.05 .66 £ .03
dirichlet .66 + .04 .65 + .05 .61 +.02 | .65+.04 .65 + .04 .65 + .05 72+.02 .64+ .02
Redwine
tweak-one | .66 £ .13 41 + .22 .24+ .06 | .48+ .22 .55+ .26 .59 + .25 57+ .25 .52 + .25
knock-out .60 + .03 .51 +.04 494+ .03 | .55 +.07 .58 + .07 .58 + .07 59+ .08 .55+ .09
dirichlet .65 £ .07 .56 £ .13 .51 +.07 | .58+ .12 b8 £ .12 b8 £.12 63+.07 B57+.12

domain. We also compare with the performance obtained by the 2-stage weighting for MS domain adaptation
(2SW-MDA) method that extends the reweighted approach for multi-source covariate shift (Sun et al); |2011),
and the MS distributionally robust learning (MS-DRL) method that considers the same combination of
classifiers learned independently on each of the sources (Wang et all, [2023).

Experimental details. The methods KMM (Huang et all, 2006), DW-GCS (Segovia-Martin et all, 2023),
2SW-MDA (Sun et all, 2011), and MS-DRL (Wang et all, 2023) have been implemented as detailed in their
references. In addition, we implement a practical version of the theoretical work proposed in (Mansour et all,
2008), called combination-weighted KMM (CW KMM), where the initial set of classifiers {h},cs are
learned using KMM. Then, we combine the classifiers to obtain a new classification rule of the form
hylz) = >0 vs(@)hs(y|z), with v5(z) = ps(x)/ Zil pi(z) for s € [S], where the training probabilities
ps(z) are estimated using kernel density estimation (KDE) (Sugiyama & Kawanabsd, [2012). For the existing
methods, we consider the default hyperparameter values provided by the authors. For the proposed method,
the corresponding hyperparameters are obtained following the approach described in (Segovia-Martin et all,
2023), as detailed in Appendix [E]l

6.2.1 Experiment with synthetic data

In the experiments using synthetic data, we show how the proposed approach can achieve multi-source
covariate shift adaptation in a scenario where the existing approaches are challenged. For such results, the
training and testing data are drawn from Gaussian distributions

pi(z) = N <x; ~0.5,0" ,0.521) pa(z) = N (x; 0.5,0", 0.521) pre(z) = N (x; 0,0", 0.521) (61)
and labels are

ion(z(® if x>0
sign(x if @
y= { gn( ) - (62)

—sign(z®) if 2() < 0.
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Notice that this synthetic data can be easily classified switching between classifiers h,u)~q and
h,a) .odepending on the sign of (1), However the synthetic data is quite difficult to classify without knowing
the change of sign corresponding to (). We carried out 100 random repetitions with 200 samples from each
source and 200 testing samples and considered linear feature mapping. In addition, as a benchmark, we
implemented an LR referred to as LR ideal that classifies using h,a)>, when () > 0, and using h, o)<
when (1) < 0, i.e., has access to the optimal assignment of the testing instances to their respective classifier.
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Figure 4: Classification error for the synthetic experiment using different approaches. The boxplot shows how
considering classification rules that involve instance-dependent weighted combinations of feature mappings
is needed (DW-MSCS). Note that LR ideal is a lower bound as it is the ideal case when we know the optimal
assignment of testing instances to their respective classifier.

Results. Figure @ shows box-plots corresponding to the classification error of existing and proposed ap-
proaches. Existing approaches obtain initial classifiers learned from each source and then combine them
regardless of the testing instance x we want to classify, i.e., consider final classification rules of the form
h = v1hy 4+ hy, with 1,7 > 0, 1 + 2 = 1 The figure shows how those approaches obtain poor perform-
ances since the assignment of the testing instances to their respective classifier is not properly conducted.
The proposed methods can adapt to multi-source covariate shift considering classification rules that involve
instance-dependent weighted combinations of feature mappings, i.e., the final classification rules are given
in terms of combinations of ~1(x) and 5 (z), with v1(z),v2(z) > 0, 71 (z) + Y2(x) = 1 for all x € X. This
way, the classifiers learned assign labels to each testing instance = using the sources that are more likely to
classify that instance.

6.2.2 Experiments with real datasets

In the second set of experiments, we assess the performance of the proposed methods in comparison with
existing techniques using real datasets. We consider Spam Detection, 20 Newsgroups, and Sentiment classific-
ation datasets. We also consider two common domain adaptation image datasets, Office-31 and DomainNet.
For the experiments using “Spam detection” dataset, we consider a binary classification problem, where we
select the labeled email set as the testing set, and the three annotated email sets as the training sources
similar to done in (Duan et all, [2012). For the experiments using “20 Newsgroups” dataset, we consider
6 binary problems and 3 multiclass problems. Each of the training sources is generated by selecting the
samples from two subcategories selected randomly for each binary task, and the testing set by selecting the
samples from all the subcategories. For the experiments using “Sentiment” dataset, we consider 5 binary
problems. Each of the training sources is generated by selecting the samples from each of the domains, and
the testing set by selecting the samples from all domains. For the experiments using “DomainNet” dataset,
we considered 6 multiclass problems. FEach of the training sources is generated by selecting the samples
from each of the domains, removing one domain (the one corresponding to the experiment’s name), and the
testing set is obtained by combining the samples from all the domains. For the experiments using “Office-31”
dataset, we consider 4 multiclass problems, selecting labels depending of the type of the object. Each of the
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two training sources are generated by selecting the samples from domains ‘amazon’ and ‘webcam’, and the
testing set by combining the samples from all the three domains.

Table 2: Classification errors in 31 scenarios show that the proposed methods can more adequately adapt to
multi-source covariate shift. The bold values represent the lowest classification error in each scenario.

Datasets LR KMM DW-GCS 2SW-MDA MS-DRL CW KMM DW-MSCS
Spam detection

500 features A45+.07 45+ .07 .39+.04 43 £+ .07 .50 £.05 A7+ .05 40+ .04
1000 features A45+.07  444+.09 .41+.03 45 4+ .07 .49 £.09 46 £ .05 .38 +.03
1500 features A46£.07 46+ .07 .40+ .04 46 £+ .07 .46 £ .06 .45 £ .06 .36 + .04
2000 features A7+£.08 454+.07 .39+ .05 46 £ .06 49 £ .07 .46 £ .05 .35+ .04
2500 features A48 +£.07 47+.05 .38+.04 A7+ .06 .49 £+ .07 A7T+.04 .35+ .03
3000 features A43+£.07 454+£.07 .38+£.04 45 £+ .05 .50 £ .08 A7+ .04 .34+ .03
20 Newsgroups

comp Vs rec A46£.04 45+£.04 .36+£.03 42+ .04 45 + .05 A1+ .11 .32+.04
comp Vs sci 46 +£.04 45+£.04 .39+.04 43 £ .04 45 £+£.04 A43 £ .11 .34+ .05
comp vs talk 36£.06 .34+£.05 27+.04 44+ .03 .36 £.05 .32+£.08 .22+ .03
rec vs sci A46£.05 47+£.04 39+.04 46 £ .04 A7+ .04 .46 £ .03 .36 + .04
rec vs talk A40+£.05 .384+£.03 .35+.04 .46 £+ .04 .39 £.05 .35+£.09 .29+ .04
sci vs talk A43+£.04 424+.04 36+£.05 .45 £ .06 .39+£.05 .35+£.09 .32+.03

comp Vs rec vs sci b7+.05 B57X+.06 .51+£.06 59+ .04 b7 +.04 .54 + .05 .45 £+ .05
comp vs rec vs talk .47+ .05 47+.05 .43+ .05 49 + .06 .51+ .05 .45 + .03 .35 +.03
comp vs sci vs talk  .504+.05 .51+.05 .44+.04 .52+ .05 57 +.05 49+ .04 41+ .04

rec vs sci vs talk b53+.06 .524+.05 .484.05 .56 £+ .05 .56 £+ .04 .49 + .05 .41 + .05
Sentiment

All Domains A48 £ .06 434+.04 324 .01 .34 4+ .02 49 4+ .04 46 + .03 .23 +.01
books A7+ .04 484+ .04 .32+ .01 .50 £ .02 .50 £ .03 48 + .03 .25 +.02
dvd A48 £.05 444+.04 .32+ .01 48 £+ .01 .50 £ .02 48 £+ .02 .24 + .01
electronics 46+ .06 454+.04 324 .01 49 4+ .03 49 £+ .03 A7+ .03 .25 +.01
kitchen 46+ .05 454+.04 .334+.03 48 £+ .02 49 £ .02 A7+ .03 .25 +.02
DomainNet

clipart 414+ .05 444 .05 .46+ .03 42 4 .06 .51+ .03 .33 £.03 .31+ .03
infograph 38+ .04 434+.05 .454+.03 .44 + .05 .55 + .05 .35 .04 .30 £+ .03
painting 38+ .04 444+ .06 .46 £+ .02 43 £+ .05 .55 £ .05 .35 £ .05 .32 +.02
quickdraw 42+ .04 45+£.04 464+ .04 44 + .03 .55 + .04 .34 + .04 .31+ .03
real 404+ .05 454+.05 .47+ .02 43 + .04 .54 £+ .04 .35+ .03 .31 4+ .03
sketch 40+ .04 45£.05 47+.04 44 £+ .04 b5+.04 .33+.04 .33 +£.03
Office-31

electronics 124+.04 194+.05 .234.03 .09 + .03 .39 + .03 .14+ .03 11 +.02
stationery 144+.03 .16 E£.05 .18 +.04 114+.03 38+ .07 .10+.03 .10 £.03
organization A13+£.03 .17+.04 .21 4.05 13 +.04 .39 £ .05 .13 £.03 .12+ .03
mixed 094+.03 .144+.05 .204.03 .08 + .03 314+.04 12+ .04 .10+ .02

Results. Tablelshows the averaged classification error across various datasets and scenarios of multi-source
covariate shift, along with their respective standard deviations. The first column of Table 2] describes the
different classification tasks. The experimental results show that the proposed methods provide improved
adaptation to multi-source covariate shift in binary and multiclass classification settings. Since the testing set
contains samples from an unseen domain for the training sources, in the experiments the support of the testing
distribution is larger than the support of the training distribution. Therefore, methods like 2SW-MDA,
MS-DRL, and CW KMM, that obtain weights using reweighted techniques, result in poor performance
even when compared to LR methods. This is clearly observed in the experiments using the Sentiment
dataset. In such dataset, method 2SW-MDA results in a negative transfer in all cases except for the "All
domains", where all four domains are used as training sources. In the other cases, one domain is removed
(the domain corresponding to the experiment’s name). In these experiments, it is clear that considering
double-weighting and classification rules that involve instance-dependent weighted combinations of feature
mappings substantially improves the model performance.
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6.3 Experiments for multi-source label shift adaptation

This subsection shows experimental results for the proposed approach for multi-source label shift adaptation
in comparison with the state-of-the-art approaches.

Table 3: Classification errors in 20 scenarios using “sentiment analysis” dataset show that the proposed
methods can more adequately adapt to multi-source label shift. The bold values represent the lowest classi-
fication error in each scenario.

Datasets Dirichlet LR KMM DW-LS LWC KMM DW-MSLS
books v =0.01 A43+.03 43£.02 444+ .02 A1+ .02 .36 = .06
v=0.1 A424+.02 .43 +£.02 41+ .06 41 +.03 .38 £ .08
vy=1 42+ .02 42+ .02 .33+ .03 41+ .03 .28 £.03
v =10 A424+.02 42+ .02 .32+ .02 40 £ .02 .26 £ .02
v =100 424+ .03 .42+ .02 .30 £.02 .39 £.02 .26 £+ .02
dvd v =0.01 A43+£.02 .43+ .02 43 £.03 42 4+ .02 43 £ .07
v=0.1 A43+.02  43+£.02 40 £+ .05 42+ .03 .37£.08
y=1 A424.02 .43 +£.02 .34+ .04 A1 £ .02 .27+ .03
v =10 42+ .02 42+ .02 31+£.02 .40 + .02 .26 £+ .03
v =100 A43+.03  43+£.02 .30 .02 41+ .02 .26 £ .02
electronics -~ =0.01 A43+.02  43£.02  454£.02 42+ .03 .40 £ .06
v=0.1 43+ .03 43+£.02 .40+ .05 .40 £+ .02 .40 £+ .08
vy=1 43+ .02 43 +£.02 .35+ .03 .40 + .03 .32+.05
v =10 43 +£.02 .43 +.02 .30 £.02 40 £ .02 .28 +£.05
v =100 424+ .03 .42+ .02 .30 £ .02 40 £ .02 .26 £+ .03
kitchen v = 0.01 43+ 02 43+.02 45+.04 .41+ .02 44+ 07
v=0.1 A43+.02 42+£.02  43£.05 42 4+ .02 .45 + .06
y=1 424+ .02 424+.02  36+.06 414 .02 31+ .06
v =10 424 .02 424+.02  31+.03 404 .02 26 + .02
v =100 42+ .03 42+ .02 .30 = .03 40 + .02 .26 = .03

Baseline methods. We employ three single-source baselines: LR, which ignore multi-source label shift,
KMM (Zhang et all, 2013) and DW-LS. For the baseline methods, we compute a classification rule from
each of the training sources and evaluate the classification rule that achieves the smallest classification error
on the testing domain. We also compare with the performance obtained by a reweighted method for multi-
source label shift label-dependent weighted combination KMM (LWC KMM) (Zhang et all, 2015), where the
initial set of classifiers {hs}se[S] are learned using KMM. Then, we combine the classifiers to obtain a new

classification rule of the form h(y|x) = Zle vs(y)hs(ylx), with v4(y) = ps(y)/ Zle pi(y) for s € [S], where
the training probabilities ps(y) are estimated as the ratio of samples with label y from source s, for y € ),
s € [S]. The methods KMM (Zhang et all, 12013), and LWC KMM have been implemented as detailed in
their references.

Experimental details. We assess the performance of the proposed methods in comparison with existing
techniques using “sentiment analysis” datasets. We consider 4 binary problems, where each of the training
sources is generated by selecting the samples from each of the domains, and the testing set by selecting the
samples from all the domains. We generate label shifts in each training source using Dirichlet distributions
with concentration parameter < for all classes, while the testing distribution is uniform over the set of labels.
We use values v € {0.01,0.1,1,10,100} to simulate different label shifts in each training source, so that
smaller ~ corresponds to bigger shifts, similar to done in (Azizzadenesheli et all, [2019). For each type of
multi-source label shift (value of 4) we carry out 20 random repetitions with 1000 training samples in each
source and 150 testing samples.

Results. Table[3 shows the averaged classification error using “sentiment analysis” datasets across different
types of multi-source label shifts, along with their respective standard deviations. The first column of the
Table B describes the training source that we removed. The experimental results show how reweighted
approaches struggle to effectively adapt to the label shift between the different sources, so that using a
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single-source KMM achieve similar results as that for LWC KMM. In contrast, the proposed methods show
significantly improved adaptation to multi-source label shift, leveraging the information between the different
training sources.

7 Conclusion

In this paper, we presented a unified framework to address general distribution shifts, including label and
multi-source shifts. The learning framework for distribution shift adaptation is based on a double-weighting
approach, considering weight functions at training and testing that depend on the covariates and the labels.
By assigning weights to both training and testing samples, our methods alleviate the problem of existing
methods when the weights functions at training take large values. In the multi-source settings, the proposed
methods leverage the rich complementary information among sources, considering classification rules that
involve sample-dependent weighted combinations of feature mappings. In addition, we present generalization
bounds and empirical results for the proposed methods that show an improved adaptation to single-source
label and multi-source shifts. The proposed unifying view of double-weighting proposed can enable techniques
capable to adapt to a more general range of scenarios affected by distribution shift.
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A  Prior Work

In this section, we describe the main existing approaches in the literature that deal with single-source and
multi-source covariate and label shift.

A.1 Covariate shift

Reweighted approach. Most of the techniques for covariate shift adaptation are based on the reweighted
approach (Sugivama & Kawanabe, 2012; Shimodaira, [2000; Zadrozny, 2004; ICortes et. al., 2008; Dudik et all,
20085; ILin et all, 2002). These methods weight loss functions at training by means of the function f(x) =
Pie()/pir(2). Using these weights, reweighted methods can account for the fact that some training instances
are unlikely at testing, and assign low relevance to such instances at training. Reweighted methods assume
the support of py, contains that of pee (i-e., pte(z) > 0 = pu(x) > 0). Even if this condition is satisfied,
such methods may achieve poor performances if the ratio pie(z)/per(z) takes large values at certain training
samples. In these cases, the learning process is dominated by few training samples (Cortes & Mobhri, 2014).

Robust approach. Robust methods for covariate shift adaptation (Liu & Ziebart, [2014; [2017; |Chen et all,
2016) are derived from a distributionally robust learning framework. These methods weight functions at
testing using the weight function a(z) = pi(z)/pte(x). Using these weights, such methods obtain classifica-
tion rules that produce less confident predictions for testing instances are unlikely at training. Reweighted
methods assume the support of pt. contains that of pt, (i.e., pir(z) > 0 = pie(z) > 0). Even if such condition
is satisfied, robust methods may achieve poor performances if the ratio pe(x)/pre(x) take large values at
certain testing samples, leading to overconfident classification rules.

A.2 Label shift

The main existing techniques for label shift adaptation are based on reweighted approach for covariate shift
extended to label shift. These methods exploit the fact that, for any function f, we have that
_ Prely)

Ep,. f(2,y) = Ep, B(y) f(z,y), for Bly) = ou(0) (63)
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if pre(y) > 0= pie(y) > 0 for all y € V.

Using (G3)), reweighted approaches weight loss functions at training using weight function 3(y) defined in
[63). Using weights 5(y), reweighted methods assign lower relevance to the training samples whose labels
are unlikely to be observed at testing. The following describes how the different approaches estimate the
weight function 5(y).

Black-box predictor approach. Some existing techniques for label shift adaptation (IL_ipj;anj;_a.lJ7 [ZLII_S)
estimate both pi(y) and pt.(y) in order to compute weights in (G3]). p¢(y) can be easily estimated, and pie(y)
is estimated using a confusion matrix. However, the inverse of the confusion matrix may be arbitrarily close to
a singular matrix for a reduced number of training samples. The regularized approach dAzmzadﬁm&h@lmj_alJ
M) alleviates the problems regarding the confusion matrix by introducing a regularization term of the
form ||8 — 1||. The approach proposed in (Garg et a 1, 202()) applies a calibration heuristic to the classifier.
In particular, they present a unified view of both (Lipton et alJ7 DDE) and (IAzizza&lﬁmsthi_e&_au, lZM),
encompassing the methods proposed in @M, M) for a particular choice of the calibration method.

Conditional KMM approach. Certain label shift techniques (Zhang et al, IZ_O_]ﬁ) compute the weight
function ((y) generalizing the conventional KMM method (Huang et all, 2006; Gretton et all, 2008) for
label shift adaptation. In order to obtain the weight function S(y), the method in (th;mgﬁLﬁlJ, I2Q13)
considers kernel mean embedding of marginal and conditional distributions dSﬂgmﬂ, lZQQQ)

Black-box predictor and conditional KMM correct the label shift performing a reweighted approach using the
weights S(y) estimated. These methods inherit the problems of standard reweighted methods for covariate
shift adaptation. If the weights 5(y) take large values at certain samples with specific labels, the learning
process is dominated by samples with those labels.

A.3 Multi-source covariate shift

Two-stage weighting approach. The main existing techniques for multi-source covariate shift adaptation
(I&mﬁ_t_al], 2011; Nomura & Saito, I2Q2J.|) extend the existing reweighted approach for covariate shift to
the multi-source case. Two-stage weighting methods weight training samples using the function f,(z) =
Pte(2)/ps(x) for each source s € [S] to learn an initial set of classification rules. Then, they rescale functions
Bs(x) by a vector v that multiplies all the weights for each source s € [S] by 7s. Using the rescaled Welghts
<PBs(x), such methods learn a new classification rule over all the training sources. In (Nomura & §

@), the vector « is computed in order to reduce the variance of the estimators, while in (f

it is computed in order to minimize potential mismatches between conditional probability dlstrlbutions.
Two-stage weighting methods inherit the problems of single-source reweighted method. These problems are
related to the assumption that the support of py,; contains that of pie (i.e., pte(z) > 0 = ptr(z) > 0). Even if
this condition is satisfied, reweighted methods may exhibit poor performance if the ratio pge(x)/pe(x) takes
large values at certain tralmng samples. In these cases, the learning process is dominated by a few training
samples (Cortes et all, [2008; [Cortes & Mohri, 2014; lSJ_].glgLam_a_&_KamnaM 12_(112 In addition, two-stage
weighting approaches only share information between sources to rescale all the weights for each source by
the constant vector «.

Approaches based on classification rules combinations. Certain multi-source domain adaptation
approaches Yang et all, [2007; [Schweikert et all, 12008; Tu & Suxl, 12012; |Sun & Shi, [2013; Xu et all, M
[Peng et. all, 12019 Mkmgﬂ_aﬂ |21123 ) are based on combining an initial set of pre-learned classifiers {hs},
from each of the sources s € [S] in a post hoc manner. For example, (Xu et all, 2018; [Peng et all,
obtain the pre-learned classifiers minimizing the discrepancy between first moments of the training and
testing distributions. These approaches consider the same comblnatlon of mformation from sources for each
testing sample to derive a new classification rule h = Z _17shs with Z _17s = 1. However, the pre-
learned classifiers associated with each training source do not take into account the other training sources.
In addition, the theoretical work (Blitzer et all, [2007; Mansour et all, [200&; [ZDD_Q) provide a general theory
regarding how to use the samples from the different sources in order to minimize the expected loss, showing
that a linear combination rule may perform poorly and using instance-dependent combinations of information
from sources can result in improved performance.
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A.4 Multi-source label shift

Conditional KMM approach. The techniques presented in (Zhang et all, 12015) extend the KMM ap-
proach for label shift correction proposed in (Zhang et all, [2013). This approach considers a set of clas-
sifiers learned on each source. These classification rules are combined considering the theoretical work of
(Mansour et all, [2008). However, similar to the reweighted methods, KMM methods also inherit the high
variance problems of single-source reweighted methods when the weights obtained take large values at certain
training samples. Moreover, these methods only share information among sources to rescale all the weights
for each source by a constant that represents the overall relevance of such source.

B Contributions for multi-source distribution shifts

The main contributions of the proposed methodology for multi-source distribution shifts are as follows.

The methods in the paper result in improved classification rules that involve sample-dependent combina-
tions of the most relevant feature mappings. Applying directly the double-weighting approach proposed in
(Segovia-Martin et al., 2023) would result in obtaining a set of S classification rules {h,(y|x)}ses) that we
would need to combine in order to obtain a classification for the testing instances. However, there is not
a direct way to combine the initial set of classification rules. On the other hand, the proposed approach
obtains a single classification rule defined in terms of combinations of the most relevant feature mappings.
This combination is given by the set of weights {c(,y)}sc1s) and depends on the testing instance we want
to classify. In addition, our methodology differs from the state-of-the-art since most of the existing methods
obtain a set of classification rules and combine them in a post-hoc manner.

The proposed uncertainty set U is formed by the S sets of constraints, each of which characterizing weighted
feature expectation matching on ®,_(z,y) in each source domain with weights as(z). This set is contained
in each of the S uncertainty sets {}5_; and often significantly smaller. Since U C U,

. o
min max ((h, p) < minmax ((h, p), (64)

and R(U) < R(Us) for s € [S]. This means that the minimax risk of the proposed multi-source method is
smaller than the minimax risk of the single-source method. This also differentiates us from directly applying
(Segovia-Martin et all, 2023) to each source, since it will not lead to our minimax risk. The classification
rule obtained from our method contains instance-dependent combinations of the different feature mappings
{®,, (x,9)}5_,, where the set of weights {c(z,y)}5_; may be interpreted as the ratio of information learned
from each of the sources to classify the instance x. Besides a smaller minimax risk, the resulting classification
rule also has the advantage that we only need one a,(x,y) from the set {a,(x,y)}5_; to be sufficiently large
in order to have classification rules with high confidence. By allowing the sources to share information
between them, we are able to alleviate the trade-off in (Segovia-Martin et all, [2023), where weights a,(z,y),
for s € [S], € X, need to be sufficiently large in order to have classification rules with high confidence. Then,
we can consider more flexible values of §,(x,y), for s € [S], z € X, leading to better expectation estimates
and better bounds than just applying (Segovia-Martin et all,|12023), where weights are independent for each

of the sources.

The techniques presented achieve an improved trade-off between the effective sample size and the confidence of
the classification rules. Using the set of weights {3,(x, y)}sc[s], we improve the effective sample size, obtaining
better generalization bounds in comparison with existing reweighted techniques and single-source double-
weighting. Using the set of weights {a(x,¥)}se[s), we obtain classification rules that achieve significant
confidence in a larger region in comparison with the double-weighting method in (Segovia-Martin et all,
2023). By choosing carefully the reference weights {as(7,y)}sers) and {Bs(w,y)}se(s), We can improve the
existing trade-off in the double-weighting methodology. In particular, we defined weights a(z,y) in B
taking into account that we do not need significant confidence a;(z,y) = 1 for each source s € [S] but
rather that there is enough confidence among all sources Zle as(z,y) ~ 1. This way, the region where the
confidence of the classification rule is large is bigger than using the weights in (Segovia-Martin et all, 2023).
The reference weights Ss(x) proposed in ([BIl) take into account all the sources, and they are smaller than
those in (Segovia-Martin et all, [2023), leading to reduced error due to finite sample sizes.
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The generalization bounds presented in Section 3] for multi-source distribution shift are non-trivial and
different from the ones in Section [3.3] for single-source distribution shift. Specifically, our generalization risk
under the true probability distribution R(h*) is bounded by the minimax risk R():

S
R (W) < RU)+ Y (175 = Ep, Ba, (2,)| = A)" |1l (65)

s=1

On the right-hand-side, we have R(U) < R(Us) Vs € [S], and, since, with probability 1 —

2

: (66)

2

I~ Ep o, (o)l < 2y
where M is a constant satisfying that ||®(z,y)||cc < M for all x € X, y € Y, smaller weights 5,(z) lead
to better expectation estimates. Therefore, we obtain much better generalization bounds compared to
applying (Segovia-Martin et all, [2023) multiple times. Alternatively, if we use (Segovia-Martin et all, 2023)
to solve S optimization problems independently and then take the sum, the resulting generalization bounds
are strictly worse. Moreover, as shown in the paper (Mansour et all, |2008), considering rules of the form
h(y|z) = 25521 h;(y|z) can lead to poor performance.

The methods introduced effectively leverage information from multiple sources. The methodology presen-
ted in Section [ is specific for multi-source distribution shift. This is not a straightforward extension of
(Segovia-Martin et all, 2023), since the proposed methods efficiently leverage information from multiple
sources by considering a set of weights {a(z,y)}scs) and {Bs(x,y)}sers) that depend on all the train-
ing sources, allowing us to obtain improved generalization bounds and allowing us to adapt to more general
distribution shift scenarios where state-of-the-art methods are challenged. Finally, the weights considered
take into account the number of examples of each source, and may penalize more those where the expectation
is worse estimated due to a lower number of training samples available, as we show in Section

C Proofs for Section [3] and Section [4]

In the following, we prove Theorems 1] and B2 while the proofs of Theorems Bl and are analogous by
setting S = 1. The proofs of Theorems [£.1] and below are done for the case of finite X'. The proofs for
infinite X can be carried out analogously using Fenchel duality instead of Lagrange duality, similarly to as
is done in |Altun & Smola (2006); Mazuelas et al) (2023).

Proof of Theorem [{.1]. Firstly, for each h € T(X,)), we have that

maxpey ((h,p) = max 1"p—I;(p)
o

s.t. Zyey p(x,y) = Pte($)7 VreX (67)
Ts—As X ®L p =T+ A, Vs€[S]

where 1, p, and ®,, denote the vectors and matrix with rows £(h, (z,%)), p(z,y), and a,(z,y)®(z,y)T,
respectively, for x € X', y € Y, and

0 ifp>=0

oo otherwise.

I (p) :{

Optimization problem (G7) has Lagrange dual

s S
T T
min — Ts— A + Ts+ A s
{11 }oers) Aba 2 oeis V(@) ; (7= A) e ;( A e
S
+ Epte(fﬂ)y(‘r) + f*<z (pas (“s,l - /'Ls,2) - V)

s=1

s.t. M1, Mo =0, Vs € [5] (68)
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where v is the vector in RI*I¥l with component corresponding with (x,y) for z € X, y € Y given by v(z),
and f* is the conjugate function of f(p) = —1Tp + I, (p) given by

fr(w) = sup wip+1Tp
P~

_ 0 ifw=<-1
"] oo otherwise.

Therefore, the Lagrange dual above becomes

. T T
min 0 (T = A) B X (T + A g + By oy (2)
{/’Ls,l}se[s]7{/"’5,2}56[5]7’/(1:) 69
st {1 oo (b2} 5o, = 0, Vs € [8] (69)

Zf:l q)Oés (xvy)T(iu’s,l - u’s,Q) - V(I‘) < 7€(h7 (Ivy))a Vo € va € y

It is easy to see that the solution of such optimization problem {f, ;, i1, 2}3e ] satisfies that ug )1;]2)2 =0

for s € [S] and any 4 such that A > 0. If there exist a set {is}5_, with AU > 0 and [is. 1);182 # 0 for

=(is) = (is)

s € [S], there would exist an € > 0 such that fig ;" > €, i35

> e. Then fis1, fis2, v*(z) with

) = 1 — e D= 59 tox o 214,
Aaly =y —e als'= aly) for jo # 1

for s € [S] would satisfy the constrain in (69) and

S S
=D (T A s Y (T4 A iy B o (@)

— s=1
S S

== Z T (Bgy — frg ) + Z Ay (g1 + g o) + Ep, )" ()
s=1 s=1
S S

*727 Frg1 — g 2 Jrz)‘ (B0 + Bg2) + Ep V" (@ 722>‘ €
s=1
S S

<_ZT3T( /1’92 Z “91+M92)+Epte($)y ( )
s=1 s=1
S S

:_Z( _)‘ u’sl_'_z T‘5+A ﬂ312+EPte(w)V*(Jj)
s=1 s=1

contradicting the fact that {f1, 1, [ 2}ses), v*(x) forms a solution of (GJ).

Then )\E(ﬂ&l + o) = )\E|/1371 — [ 5| and taking p, = pgy — p, 5 the Lagrange dual above is equivalent
to

. s s
min - 23:1 T:srtu’s + 25:1 )‘:sr|p‘9| + ]Epte(:v)y(x)
{Bs}sers)v(@) B
Zs:l (I)as (m7y)T/"’s - V(‘T) < —f(h, (mvy))’ Vo € X>y ey
that has the same value as maxpey ¢(h, p) since the constraints in (G7)) are affine and U is non-empty.

Therefore,

min max/¥(h,p) = _ T, )\T JHE (e
heT(X,Y) peU ( p) h{p, }SE[S] v(z) Z K Z |IJ’| Pte () ( )

Zq)%(x,y) IJ’S_V( )S_E( ’( T,y ))7 V.%‘EX,yEJ}.
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For 0-1-loss we have that
s

S
Z(bas(m7y)T“s - V(‘T) <-1+ h<y|$) = Zq)as(xay)T“s - Z/(SL’) +1< h(y|$)7 Vr € Xay ey (70)
s=1

s=1

and, since » .y, h(y|lz) = 1 implies that }° . h(ylz) <1 for all C C ), we have

s
éZ(Z@as(z,y)Tus—y(az)—kl) <1,VCCY,zeX

yeC s=1
S T
_1 Do, (2, s—1
L (a) 3 14 2veC Lot |C‘( Wkl vecyaen
= V(‘T) > 9001({11’5}5:17567 {Ols}le), Vi e X. (71)

Therefore, for each set {f,}se[s), we have that any classification rule satisfying

s
h(yle) > @a, (2,9) 1, — o1 ({p}omr, 2. {os}i)) +1, Vo e X,y €Y (72)
s=1
is solution of
hn;i(g) Ep..(o)v () = Ep.. ()01 ({15 o1, @, {ors } o)
s
> @a.(2,9) 1, —v(z) + 1 <h(ylz), Yz € X,y € V.
s=1
Specifically, ~ since we are minimizing the function E, (,yv(z) and we have that

v(z) > ({51, v, {as}s ;) for all * € X (), the best possible v(x) would be at
v(z) = por({ps 151, 7, {as 5 ) if it satisfies the restrictions of the optimization problem, i.e., if the
classification rule h(y|z) satisfy (2.

To prove that 3_ ), h(y[z) = 1 we will show that if

S *
= arg max 25:1 Zy’ec ‘Pas(%y/)Tus —1
cey ‘C

and o1 ({p,}5_1, 2, {as}5_) is defined as in (35), then

. S Y e e (0, y) Tpi — 1
I — d T, * s=1 Zay'€C * s\ s <
(y|) ;:1 o (@, 9)" prs — max c <0
if y ¢ C’ and
. S Y e e (0, y) Tpi — 1
u _ T, * s=1 y'eC F s Y K
b (ylz) = E_l o, (2,y) " s — max c >0

if y € C’, so that

> h(ylz) = > hylx)

yey yec’
S ZS Z Do (2,9 T — 1
” s=1 rec’ Fas Y') T
-5 (S - B B 1)
yeC’ \s=1
S ZS Z o (:C NT %
§ o1 2yee o, (2,Y) 1
= ( (I)as (x’y)Tl'l’s> - ‘Cl| - 5 EC|C/|O{ d +1=1.
yeC’ \s=1
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To prove that if y ¢ C’, then Zle Do, (2,9) Tt — (o1 ({ms}ioi z, {as}s ) —1) <0, we use
S * *
Y1 Yyee P @ y) I -1 PO Zy'ec’u{y} Do, () ps —1
| - Ic'l+1
s . .
_ Zs=1 Zy/gcl q)as (x’ y/)Tus - 1 + 255’21 (I)ocs (LU, y)Tl"’s
IC’| +1 IC’'| +1 '
Then,

S CGERNRS S r
)IEMEIINESEAN 3 oE SERIUTIE I D ob DL MENTLTE
s=1 s=1y’eC’ s=1y'eC’

ZSS:1 Zy’EC’ (I)Oés (‘I’ y/)Tﬂz - S S
= |CI| = $o1 ({“5}3217x7 {a5}3:1) - L
To prove that if y € C’, then Zle )Tt = (por ({psdsy, o, {as}sy) — 1) >0, we use
s X s .
Zs:l Zy’GC’ ®0¢s (x? y/)Tl'l’s -1 > Zs:l Zy/ec/\{y} q)(ls (l’, y/)TIJ‘s -1
i’ - Ic'l =1
5 . . s .
- Zs:l Zy’ec’ (pas (:E7 yl)Ty’s -1 + ZSS:1 (bas (557 y)TIJ/S > 23:1 Zy/ec/ (I)Oés (i)’], y,)Tl’l‘s -1
i’ i’ - ' =1
Then,
S ' — 1 s
Z‘I’a“/ 2D ea (@)1 - C > Pal -1
s=1 s=1y’eC’ s=1y'eC’

ZS 1 2yecr ® o () s —
= |Cl| = ¥o1 <{l‘l’s}§:17$7 {aS}sS:I) -1

The case of log-loss is analogous to the case for 0-1-loss above taking into account that

S
> @0, (2,y) 1y — v(z) <log(h(ylz)), Vo € X,y €Y

s=1
éZeXp{Zq)aé ) p, — v )} <1, VeeX

yey

x) > log Zexp{zq)asxy } , Ve e X

yey
= V(.’L') Z wlOg({us}s:17x7 {as}s:1)’ Vo e X.

The lemma below is used in the proof of Theorem

Lemma C.1. Let U be the uncertainty set given by B2) for s € R™ Ay € R™ for s € [S], and h be a
classification rule. If

g s
R(U,h) = min Z‘r /,Ls—l-Ept(x)max{l—i—Zasch@(ﬂc,y) w, —h(y|z) }—I—Zx\ sl (73)

S
{rstom s=1 s=1

S
Riog (U, ) = v ZT s+ Bp, @) maX{Zas z,y)®(x,y) ", —logh(ylz) }+Z>\ | (74)
Hsts s=1
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then, for any p € U

IN

lo1(h,p) < Ro1 (U, ) (75)
log(h, D) < Ryog (U, h). (76)

Proof of Lemma [C. 1l The case U = () is trivial. For the case where U # 0, we will first calculate the
Lagrange dual of the optlmlzatlon problem mingey Epq for a general function g : X x Y — R. Then we will
consider the fact that for any p € f and h € T(X,}Y),

mlnﬁ(h p) </{(h,p) < malicé(h D)
€

and

max o1 (h, p) = —min Ep {h(y|z) — 1}
peu

peu

max fog(h,p) = — min E; logh(y|x)
peu peu

for 0-1-loss and log-loss respectively. First, we have that minsey Epq is equal to

mgn qa'p+1.(p)

st. — Z D(z,y) = —pte(z) for all z € X
yeY

Ts—As < BL P T+ A, Vs [S] (77)

where P, q, {®,.}5_, denote the vectors and set of matrices with rows p(z,y), q(z,y) and a,(z, y)®(z,y)T,
respectively, for x € X', y € Y, and
R 0 ifp=0
I.(p) = { :

oo otherwise.

Optimization problem (7)) has Lagrange dual
s s

ax Z(Ts - As)Tus,1 - Z(Ts + ’\S) Mo+ Ep (@v(z (Z Do, (Hs1 Ns,2> + V)

{/J‘s‘ 1} 15{/"’< 2} 1,1/(:1}) s=1 s=1
s.t. {Hs,l}sszla {l‘l’s,2}§:1 =0

where v denotes the vector in RV with component corresponding with (z,y) for z € X, y € ) given by
v(z), and f* is the conjugate function of f(p) = qp + I (p) that becomes

f*('w){ 0 ifw=q

oo otherwise.
Therefore, the previous Lagrange dual becomes
s s

max (s — )‘S)Tﬂs - (s + AS)TMS + Ep, () V()
(Y5, A 2} (@) ; & ; 2 (o)

s.t. {IJ‘a l}ss 1 {Hs,2}§:1 = 0

Zq» (o — ru) + < g for s € [9]

which is equivalent to
s s

max Z(TS - )‘S)Tﬂs,l - Z(Ts + )‘S)THS,Q

{ﬂs,1}§:1a{ﬂs,2}:§:1 s=1 =1
S
+ Epte(x) 2161.{)1 {Q(xa y) - Z as(IC, y)(I)(ZL', y)T(I‘I‘s,l - l"’s,2)}
s=1
s.t. {Hs,1}§=1a{#s,2}§=1 =0
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Taking pg = pg ; — pg o, for s =1,2,...,5, the Lagrange dual problem is equivalent to

S

s
max ZT s +Ep (@) mm{ (z,y) — Z s(x,y)P(x } ZAT“LS
s=1

e} i

that has the same value as its primal minyey Epq since the constraints defining ¢/ are affine and ¢ # (). Then,
we have that

Iglggfgm(h,l)) == Iglelll}]Eﬁ {h(ylz) — 1}

s S
= min Z‘r e +E, (w)max{l—FZagxy‘I)( y) ug—hyx} Z)‘T|M|

{MS}S s=1 s=1

Ig)lgzjizlog(hvﬁ) = —mnin Fy log h(y|z)

{esdin s=1 s=1

s s
= min Z‘r p, +Ep () max {Z as(z,y)®(z,y) p, — logh(ym)} + AT
O

Proof of Theorem [{.2. Let U™ be the uncertainty set given by the exact mean vectors
Too,s = Bp,. Pa, (,y), for s =1,2,...,5, ie,

U ={p e A(X xY) E, Q. (2,y) = Too,s, for s € [S], and p(x) = pre(z),Vz € X'} (78)

It is clear that we have pie(z,y) € U, then using Lemma [C] for 0-1-loss and the definition of h(y|x) in
BT), we have that

s s
R(h") <Ro1 (U™, h") = { m;? ZTOO sks T Eo (@) max {1 + Zas z,y)®(x,y) p, — h(y|x)}
79 p—

s=1
il S
<= T T o) maX{HZas (z,y)®(z,y) " i —h(yx)} (79)
s=1 s=1
3 S5 S b ()t — 1
5= C Tas 7y) Mg
;Too s FEb ) max{1+rglg§ 1 2uye : } (50)
s S5 S @ ()Tt — 1
= T ut s=1 2uyec Pa. (T, )" H
o S;T“”S“S et {1 e i } (81)
; > ZS O, (v,y)Tpue —1
T yel s=1 La (L, Y)" Ky
<= T 4 B {”%?% 4
S
+Z>\T|u |+Z § = Toos) uz—ZAE|u:|
S
=R°°+ZAE<|uz°|—|u:|>+Z<TOO,S_ +Z )T
s=1 s=1
s s
* T %
SROO+ZAST(|I"’§O|_|p’s|)+Z|T5—TOO’S 2 — . (82)
s=1 s—1

where, for inequality (79)-([B0), we have used the fact that

Yyee Sony Pa, (2,y) Tz — 1
h* > s ) _ y€eC Lus= s s .
(ylz) = au(z,y)®(z,y) " p max |c
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For log-loss, using Lemma [C.]] and the definition of h(y|z) in [B])), we have that

S S
R(h“) gﬁlog(uw7hu) = . m}lg ZTOO ks —|—IEpt (z) maX {Zas x y CI)(%y)T“S — log h(y|$)}
Hsis s=1

s=1
S S
< - Z Zo,s“': +Epte(ar) 1151633}7( {Zas(x,y)q)(x,y)TuZ - logh(y|x)} (83)
s=1 b s=1
S S
<- Z Zo st +Ep () mafic log Z exp {Z o, )TM:} (84)
s=1 yey s=1
S S
== ToHi+ By mlog ) exp {Z P, (z, y)TM:} (85)
s=1 yey s=1
S S
<= Tiud + By )log Y exp {Z @, (x, y)Tué"’}
s=1 yey s=1

S

S
ZATW?"\ - Z — Toos) M- ZASTIMZI

S
:Roo+ZAST(\u§°\*IMZI)+Z(700757S +Z D

s=1 s=1
S S
) 0o * T o0 *
<R Y AT (1] = (i) + D 17— Toos| " 1S — (86)
s=1 s=1

Using Hoeffding’s inequality, we have that with probability at least 1 — §

max
s€[S]

Zﬂs (s 0(05,0) ~ B )00, | < sy 2L 2

s€[S

B2 2m
< My/2—1
?é?éﬁ Dn 875 )

B2 2m
< My/2—1 87
\V 25, log - (87)
Then, using (87) and Holder inequality in (88l), we have that

. B2 2m
RO < R+ 5O NT (]~ )+ M — gy 22 hog 22 (58)

s=1

with probability at least 1 — 4. O

D Main Results of the Section [4] when each domain has different number of
training samples

This section presents the main results of the Section Hl for the case with general number of training samples
in each source.

Reference Solutions. We consider reference solutions of the form
. ps(z,9) . Pte(Z, )
as(T,YyY) = Inn 58 z,y 705) ) ﬁs T,Yy)=min (68 T,y 7708 89
(@9) ( (.9) Pte(Z,Y) (.9) (@y) ps(®,y) (89)
for any C' > 0, where

ps(x,y)\/qTS .
Zf’:l Ps’ (ZL’, y)\/@

0s(z,y) =
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Generalization bounds. Using the reference weight functions defined in ([89) and ([@0)), we get the following
generalization of Theorem

Theorem D.1. Let U be a non-empty uncertainty set given by B2) and h* be an £-MRC for U. If weights
{au(w,y)}acrs) and {B.(@.y)}ocis) are given by (9) with Cy = B,/v/D for D> 1 and

B. = iz su Pre(®,y) 01
fzegz:/ 1\/7fp§($y) ( )

Then, with probability at least 1 — & we have that

s
o0 o0 * o0 * p € X y 2m
RO) < B+ 37 AT (3] = latl) + Ml =l s D) [ 20, 2
= TEX yey Zg, 1 Vs Ps (T, y)
where
Hie My
py° LM
p>e =1, =
p3 K

and M is a constant satisfying |P(z,y)||cc < M forallz e X, y €.

Proof. The proof is analogous to the proof of Theorem E2] considering {a(z,y)}5_; and {B.(z,y)}3_; as
defined in (89)). 0

Using the weights given by ([89)) and (@) we have that the ratios B,/\/ns do not depend on the source s, so
we can avoid that training sources with a smaller number of training samples penalise more in reducing the
estimation error.

E Performance guarantees of MS-KMM

The MS-KMM approach in (&) is an empirical version of the population problem given the exact expectation
as

S

min E

(8. (@) 0 (@)}5y 5
s.t. 0 < Bs(z) < B,/VD, for s € [S]
0 < as(z) <1, for s € [9]
Ep..(oy(r) = Ep_(5)Bs(x), for s € [S]

ias(x)—l < (1—\%), for 2 € X. (92)

Since ([B9) is a feasible solution of (@2), the value at the optimum is zero. Then, the solutions of (@2),
{Bs(7) }sers), {Qs () }sers), provide consistent estimators of expectations because

2

Epas(2) Ko (2) = Ep, Bs(2) Ko (2)

Ha

Eptc(x,y)@s (l‘)‘b(l‘, y) = IEpS (z,y)Bs (.13)(1)(.1‘, y) (93)

is satisfied for s € [S] if the kernel k, is characteristic or if Ey, (,12)®(z,y) belongs to H,, analogously as
shown in (Yu & Szepesvari, 2012).

The following theorem presents bounds for the discrepancy between empirical means withing the feature space
for solutions of (@2), when we have a limited amount of samples from each source and testing distribution.
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Theorem E.1. For s € [S], if Bs(x) and as(x) are solutions of @2), with probability at least 1 — & we have
that

¢
1 .
s § 1:68 s,i) Ko (75.4) 1 Eﬁ bis(Tn45) Ko (Tntj)

Ha
2 1 pre(T) ’ 1
< <1+\/210g5>/<a <51€1£qu N )) +¥ (94)

where the constant r satisfies |ky(x,z)| < k? for allz € X.

Learning jointly achieves better estimation errors than learning independently. The difference
between the empirical means in feature space of solutions of (32) depend on the maximum of the values of
the weight functions a(z) and Bs(z) associated with each source s € [S]. In (Segovia-Martin et all, 12023),

8s(%)loo < Bs/VD, with By = sup,¢ x Pre()/ps(x), resulting in bounds of the order O(y/Bs/Dng + 1/t).
In methods that obtain weights based on reweighted techniques (Sun et all, [2011; [Wang et all, 12023),
185 (2)|lco < Bs with Bs = sup,¢x Pte(®)/ps(z) resulting in bounds of the order O(y/Bs/ns + 1/t).

Therefore, since the B, defined in (@) is smaller than in for DW-GCS (Segovia-Martin et all, [2023), and
KMM (Huang et all, [2006; |Gretton et all, [2008), the proposed MS-KMM significantly decreases the estima-
tion error.

Proof of Theorem [El The proof is similar to the proof of Theorem 4.1 in [Segovia-Martin et al. (2023).
We consider ng + t independent random variables taking values in the Hilbert space H, as follows

%B(x“) +(Tsi) fori=1,2,...,n
fsi= (95)
%o?(xnﬂ)Kw(an) ifs=0,andi=1,2,...,¢

and we will first bound || 3272, fsi + Sr_; fo.ill2.. We have that,

%\1/355/{ fori=1,2,...,n,
[ fsillr. < (96)
1K ifs=0, andi=1,2,... ¢t

2
Taking v, = k> ( 1]385 %) and using the bounded differences inequality, we have that, for all [ > /v

t t t
Y foil[>1p =P - ity foil[>1-E it fo
i=1 Ho i=1 Ho i=1 i=1 Ho
2
(l -E ‘ ‘ZZL:l fsit+ 22:1 Jfo,i " )
<expg — 50 = . (97)

Finally, using Holder’s inequality and by independence, we have that

<

t

2 2

e+ O Elfoills, < v
=1

Therefore,
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so that,

1 Ng 1 t
nZﬂs(xs,i) xsz ;Z@ xn+z xn+z)

Ha
[ 2 1 pro(2) *
< (1 +1/2log 5) K — (igg ZS/ N )) + 7 (98)

O

with probability at least 1 — 4.

Quadratic version of MS-KMM. The convex optimization in (B6]) is a quadratic problem since the
squared norm in H, can be written as

S

D

s=1

t 2
12 ()K l‘n-&-z _725(1 xsz

i=1

Ha

S t t
Z Z Z) (J)k er+1aer+_/ +7 Z B )ﬂ(J)k (Jf‘a Laxb,] 2 Zza(l J)k xn-‘rnxs J)
j=1

s=1 i,j= S i,j=1 n t i=1
s $7:+1afEn+1) oo ke (Tng1, Toae) o | ke(@sa,@s1) o ka(@s1,Tsn,)
. . (e 65 . . . /Bs
> . - e : 3 . £
— t Ng . . N
s xn-&-ta xn-&-l) e k:t (xn—i-tv xn+t> kw (xs,nS ) xs,l) tee kx (-rs,ns y Ls ns)
T k xs 1 anrl e kz(‘rs,la xn+t)
— 2—S . : s
,',LS . . . t
kﬁ(zsynmxn—ﬂ—l) e km(xs,nsyxn-&-t)
Bi1/n1]
—ozl/t
= lBrlI‘/nla_arlr/ta'~'a/8g‘/n57_ag/t Kx
,Bs/ns
—ag/t)

where K, is the kernel matrix.

Therefore, the optimization problem (&) is equivalent to the quadratic optimization problem

B1/m
—al/t
” mir}{s [ﬂlT/nl,—af/t,...7ﬂg/ns,—ag/t}K
s s Ss=1 ﬂg/ns
—ag/t
st. 0=<pB,=<(Bs/VD)1, 0=<a, =1, for s €[S
‘ﬁzl/ns - a;rl/t‘ <, for s € [5] (99)

o1

g(l—\/%), for i € [t].
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F Implementation details and additional experimental details

This appendix details the datasets and settings used for the experiments in Section

Hyperparameters. In principle, cross-validation can be used to determine both hyperparameters {As}¢(s)
(X for single-source) and D. However, it is important to note that standard cross-validation is not applicable
when dealing with covariate shift (Sugivama et all, 2007). We hence avoid cross-validation and determine
both parameters as done in (Segovia-Martin et al), [2023). We select the value of D to achieve the lowest
minimax risk R(U), defined as the optimal value of [B4]) (([I3]) for single-source), over a certain range D > 1.
The second set of hyperparameters {A,}5_, are determined solving

min 1T,

P, As

t

s.t. Ts — As j Z Z p(y|$n+i)¢as (xn+iay) j Ts + As

i=1yey
As;p= 0
> plrn) =1/tfori=1,... .t (100)
yey

for s € [S] (S =1 for single-source), that ensures the uncertainty set considered is non-empty.

Additional synthetic experimental details. For the synthetic experiments presented in Section [G.T.1] we
utilize linear feature mapping ¥(x) = [1,2T] and implement the method referred to as no adapt. using 0-1-
loss as shown in (Mazuelas et all, [2023), and reweighted and DW method using true marginal probabilities
and 0-1-loss.

For the synthetic experiments presented in Section E.2.1] we utilize linear feature mapping ¥(z) = x and
implement the existing DW-GCS method estimating weights using 0-1-loss and double-weighting kernel mean
matching (DW-KMM) as shown in (Segovia-Martin et all, 2023), 2SW-MDA method estimating weights
using KMM as shown in (Huang et all, 2006), and the proposed DW-MSCS method using 0-1-loss and
estimating weights using (Ba).

Additional real datasets experimental details. For the experiments in Section[6.1.2] we have considered
7 binary and multiclass classification datasets: “Adult”, “Diabetes”, “Mammographic”, “Usenet2”, “Credit”,
available at the UCI repository (Dua & Grafl, 2017), “20 Newsgroups”, available at http://qwone.com/
~jason/20Newsgroups/,and “Redwine”, available at (Cortez et all, 2009). For the experiments using “20
Newsgroups” dataset, we utilize the 300 features with highest Pearson’s correlation. We considered linear
feature mappings ¥(r) = [1,2T] and 0-1-loss.

Table M details the characteristics of the datasets used in the experiments of Section [6.I.21 The table also
shows the number of training and testing samples selected for each of the experiments.

For the experiments in Section [6.2.2] we have considered three multi-source classification datasets: “20
Newsgroups”, available at http://qwone.com/~jason/20Newsgroups/, “Sentiment Analysis”, available at
https://www.cs.jhu.edu/~mdredze/datasets/sentiment/, and “Spam detection”, available at http://
www.ecmlpkdd2006.org/challenge.html. These datasets have been previously used in single-source
and multi-source covariate shift papers (Mansour et al), |2008; [Ben-David et al); 2010; [Sun et al), 2011
Duan et all, [2012; [Sun et all, 2015; [Wang et al), 2023). We have also considered two image classification
datasets: “DomainNet”, available at https://ai.bu.edu/M3SDA/, (Peng et all,[2019), and “Office-31”, avail-
able at https://github.com/jindongwang/transferlearning/blob/master/data/dataset.md. For the
experiments using “Spam detection” dataset, we utilize multiple number of features with highest Pearson’s
correlation, and randomly sample 200 training samples from each source and 200 testing samples in each
repetition. For the experiments using “Sentiment” dataset, the features were defined as the set of unigrams
that appear five times or more in all domains. We used a binary feature vector encoding the presence of
those unigrams, as done in (Mansour et all, [2008). We randomly sample 1,000 training samples from each
source and 150 testing samples in each repetition. For the experiments using “DomainNet” dataset, we
reduce the number of classes to 4, since the original dataset has 256 different classes. The goal is to predict
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Table 4: Datasets used in the experiments of Section [6.1.2]

Samples Selected

Dataset Type of Shift Covariates Samples training  testing
tweak-one 500 500
Adult knock-out 14 18842 330 500
. tweak-one 100 100
Diabetes knock-out 8 768 94 192
. tweak-one 100 100
Mammographic knock-out 99 1500 151 276
tweak-one 250 250
Usenet2 knock-out 9 1500 179 360
. tweak-one 100 100
Credit knock-out 15 690 112 198
tweak-one 300 300
20 Newsgroups knock-out 500 9016 6017 330 400
dirichlet 300 300
tweak-one 100 100
Redwine knock-out 15 690 101 189
dirichlet 100 100

Table 5: Summary of sources using “20Newsgroups” dataset.

Sources comp rec sci talk

Source 1  comp.graphics rec.autos sci.crypt talk.politics.guns
Source 2 comp.os.ms-windows.misc  rec.motorcycles sci.electronics  talk.politics.mideast
Source 3 comp.sys.ibm.pc.hardware rec.sport.baseball sci.med talk.politics.misc
Source 4 comp.sys.mac.hardware rec.sport.hockey sci.space talk.religion.misc

if the image is an airplane, bus, ambulance or police car. We first use a ResNet-18 to obtain features of
dimension 512, and randomly sample 100 training samples from each source and 200 testing samples in each
repetition. For the experiments using “Office-31” dataset, we first use a ResNet-50 to obtain features of
dimension 2048. We have considered different classification problems, selecting five labels depending of the
type of the object. For electronics, the goal is to predict if the image is a laptop, monitor, mouse, keyboard
or speaker. For stationery, the goal is to predict if the image is a pen, paper notebook, ruler, scissors or
eraser. For organization, the goal is to predict if the image is a file cabinet, ring binder, letter tray, clipboard
or trash can. For mixed, the goal is to predict if the image is a backpack, mug, monitor, trash can or scissors.
We have utilize the 100 features with highest Pearson’s correlation, and randomly sample half of the samples
from each domain as training samples, and half of the samples from each domain, ensuring that the same
number of samples from each domain, as the testing set in each repetition.

Table Bl details the procedure followed for the creation of the different sources in the “20Newsgroups” dataset.
For this experiments, we first generated four sources as shown in Table Bl Then, we generated three training
sources subsampling 100 samples from one of the sources and 50 samples from other two sources. For the
testing set, we subsampled 40 samples from the three sources from which we sampled 100 samples at training
and 30 more samples from the fourth source.

Table[dl details the characteristics of the datasets used in the experiments. The table also shows the parameter
o used in the computation of the kernel matrix K for the KMM, DW-GCS, 2SW-MDA, CW KMM and
DW-MSCS methods, which is determined using the common heuristic based on nearest neighbors with
K = 50. For these experiments, we have considered 0-1-loss for the methods based on double-weighting.

For the experiments in Section we also considered “Sentiment analysis” dataset, described in Table [6]
defining the features as for multi-source covariate shift. We considered linear feature mappings of the form
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Table 6: Datasets used in the experiments of Section [6.2.2]

Ratio of

Dataset Sources  Covariates Samples ..
majority class

Spam detection

500 features 3 500 200,/200/200 200 0.5000 12.6828
1000 features 3 1000 200,/200/200 200 0.5000 15.3386
1500 features 3 1500 200/200/200 200 0.5000 16.9269
2000 features 3 2000 200,/200/200 200 0.5000 17.7283
2500 features 3 2500 200,/200/200 200 0.5000 19.1219
3000 features 3 3000 200/200/200 200 0.5000 21.5424
20 Newsgroups

comp Vs rec 3 1,000 ~1,174/1,174/1,174 3,143 0.4937 18.7058
comp Vs sci 3 1,000 ~1,172/1,172/1,172 3,128 0.4952 18.6501
comp vs talk 3 1,000 ~1,066/1,066/1,066 2,856 0.5435 20.4118
rec vs sci 3 1,000 ~1,188/1,188/1,188 3,161 0.5015 19.1100
rec vs talk 3 1,000 ~1,082/1,082/1,082 2,889 0.5497 21.2683
sci vs talk 3 1,000 ~1,080,/1,080/1,080 2,874 0.5483 20.8485
comp Vs rec vs sci 3 1,000 ~1,767/1,767/1,767 4,716 0.3368 37.1962
comp vs rec vs talk 3 1,000 ~1,661/1,661/1,661 4,444 0.3579 37.6344
comp vs sci vs talk 3 1,000 ~1,659/1,659/1,659 4,429 0.3565 37.5618
rec vs sci vs talk 3 1,000 ~1,675/1,675/1,675 4,462 0.3555 38.0282
Sentiment

All domains 4 3,034 2,000/2,000/2,000/2,000 8,000 0.5000 10.3441
books 3 3,034 2,000/2,000/2,000 8,000 0.5000 10.3441
dvd 3 3,034 2,000/2,000/2,000 8,000 0.5000 10.3441
electronics 3 3,034 2,000/2,000/2,000 8,000 0.5000 10.3441
kitchen 3 3,034 2,000/2,000/2,000 8,000 0.5000 10.3441
DomainNet

clipart 5 512 385/216,/258/698,/1900 600 0.2931 21.8061
infograph 5 512 2226/216/258/698/1900 600 0.3028 21.5041
painting 5 512 2226/385/258,/698 /1900 600 0.2891 21.5743
quickdraw 5 512 2226/385/216,/698/1900 600 0.2984 21.5364
real 5 512 2226/385/216/258/1900 600 0.2994 21.4893
sketch 5 512 2226/385/216/258 /698 600 0.3171 24.0266
Office-31

electronics 2 100 249/80 141 0.2181 8.6251
stationery 2 100 232/59 90 0.2234 8.7266
organization 2 100 214/65 102 0.2240 9.1813
mixed 2 100 225/73 111 0.2451 8.5133

U(z) = [1,27T] and implemented existing reweighted methods using log-loss, and DW-MSLS using 0-1-loss.
Additional experiments regarding the hyperparameters. In the additional experiments we have
studied the effectiveness of the proposed selection method for hyperparameters D and A.

The hyperparameter A controls the confidence with which the true underlying distribution is contained in
the uncertainty set U. Table 7] shows the mean error and the standard deviation of the different experiments
performed to see the impact of the hyperparameter A in label shift scenarios. The proposed value of A = A,
is obtained by solving the optimization problem in ([I00). The rest of the values of the hyperparameter A
considered are of the form A = \g1 with \g € {0,278,276, 274 272 2=1 1}, Table[Mshows how the proposed
method for selecting A results in performances near those obtained with the best values of A. As we can
see from the table, properly tuning the hyperparameter A is crucial, with small values of being preferred in
order to achieve small classification errors.

The hyperparameter D controls the trade-off related to the set of weights {8s(2,y)}sers), {as(2,y)}sers)-
As presented in Section 4 ||Bs(x, ¥)|lo < B/\/E, where B = sup,cy ey Pte(,y)/ Zle ps(x,y), and

43



Published in Transactions on Machine Learning Research (02/2025)

Table 7: Classification error in 6 scenarios using DW-LS methods varying the value of the hyperparameter
A. The bold values represent the lowest classification error in each scenario.

Dataset )‘p Ao = 2-8 Ao = 2-6 Ao = 2-4 Ao = 272 Ao = 2-T M =1
Redwine

knock-out .52+ .09 .524+.09 .53+.09 b544+.10 554+.09 .57+.07 .64+ .07
tweak-one .49+ .24 A7+.24 444+ .24 46+.31 53+£.27 .59+ .21  .65+.20
dirichlet b3 £ .11 52+ .11 .50 £ .10 b24+.10  624+.09 .624.08 .66 +.03
20news

knock-out .64 £+ .04 .62 £+ .02 .64 £+ .03 69+.04 714+£.02 734+.02 .T4+.02
tweak-one .61 +.08 .58 +.04 .59+.05 b9+.10 614+£.06 .684+.07 .70+£.07
dirichlet .65 £ .02 65+.02 .63+.02 .65+.04 .72+.03 .72+£.03 .74+.02

milgex yey Zle as(z,y)/ maxgex yey Zle as(z,y) = 1/v/D. Considering small values of D results in
poor expectation estimate, since the expectation estimate is bounded by ||8s(x, )]s < B/vVD, as discussed
in Section 4l On the other hand, considering small values of D results in classification rules with significant
confidence in a large region. If D = 1, then the weight functions as(z) = 1 for all s € S. This way, the
double-weighting approach is simplified to the standard reweighted approach, and we equally combine the
training sources to obtain the classification rules. Figure Bl and Figure [0l show the different values of the
sum of the weights alpha, Zle as(x), when we consider different values of the hyperparameter D for the
synthetic experiments corresponding to Section of the paper. In the figures we can see how the sum
Zle as(z) decreases when we increase the value of the hyperparameter D. In addition, Figure [7 shows how
the value of the weights {8,(x)}e[g] is also reduced when we increase the value of the hyperparameter D.
As we can see in the figure, we avoid large weights 8,(z) by reducing the corresponding value aj(x).

D=1.6 D=1.6
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Figure 5: Visualization of Zle as(x) for hyperparameter D = 1.6. Left: Plot of the testing instances on

R? together with the colorbar representing the sum values the values of Zle as(z). Right: Histogram of
the values of Zle a(x) for the testing instances.
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Figure 6: Visualization of Zsszl as(z) for hyperparameter D = 25. Left: Plot of the testing instances on R?
together with the colorbar representing the sum values the values of Zle as(z). Right: Histogram of the
values of 25321 as(z) for the testing instances.
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Figure 7: Histogram of {3¢(z)}5_, for hyperparameter D € {1,1.6,25}. Note that for D = 1 the weights
correspond to those of the reweighted methods.
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