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Abstract
Machine Translation (MT) is undergoing a
paradigm shift, with systems based on fine-
tuned large language models (LLM) becom-
ing increasingly competitive with traditional
encoder-decoder models trained specifically for
translation tasks. However, LLM-based sys-
tems are at a higher risk of generating halluci-
nations, which can severely undermine user’s
trust and safety. Most prior research on hallu-
cination mitigation focuses on traditional MT
models, with solutions that involve post-hoc
mitigation − detecting hallucinated translations
and re-translating them. While effective, this
approach introduces additional complexity in
deploying extra tools in production and also
increases latency. To address these limitations,
we propose a method that intrinsically learns to
mitigate hallucinations during the model train-
ing phase. Specifically, we introduce a data
creation framework to generate hallucination
focused preference datasets. Fine-tuning LLMs
on these preference datasets reduces the hallu-
cination rate by an average of 96% across five
language pairs, while preserving overall transla-
tion quality. In a zero-shot setting our approach
reduces hallucinations by 89% on an average
across three unseen target languages.

1 Introduction

LLMs are gaining popularity for various NLP appli-
cations, including machine translation. Fine-tuning
LLMs for MT has been proven to be highly data-
efficient, requiring orders of magnitude less parallel
data than large standalone multilingual MT models,
while achieving increasingly competitive perfor-
mance (Liao et al., 2024; Xu et al., 2024; Alves
et al., 2024). Moreover, there is a significant and
ongoing effort within the research community to
push the performance limits of foundational LLMs
and expand their multilingual capabilities (Jiang
et al., 2023; Dubey et al., 2024; Aryabumi et al.,
2024).
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Despite these advantages, LLM-based models
are more prone to hallucinations: the models gen-
erates information that is inaccurate or entirely fab-
ricated. This issue has lead to a growing research
area, focusing on the causes, detection, and miti-
gation of hallucinations in LLMs (Tonmoy et al.,
2024). In the context of MT, hallucinations mani-
fest as highly pathological translations, which can
lead to misunderstandings in conversations, poten-
tially damaging relationships and undermining user
trust in the system (Kumar et al., 2023).

Most of the existing research on hallucination
mitigation in MT has focused on traditional encode-
decoder models, establishing effective post-hoc
mitigation strategies (Guerreiro et al., 2023c; Dale
et al., 2023a,b). These strategies first detect
whether a translation contains hallucination, and
if so, generate and present a mitigated translation
to the user. In practical scenarios, using post-hoc
mitigation has several drawbacks: i) the need for
deploying an additional hallucination detector in
production; ii) running the hallucination detector
on every translation, which increases cost and la-
tency; and iii) re-running inference if a translation
hallucinates (which often much slower than regular
inference).

To address these issues, we propose a framework
that intrinsically integrates hallucination mitigation
during the LLM development phase, aiming to min-
imize hallucinations from the outset. Specifically,
we apply post-hoc mitigation strategies offline on a
large-scale monolingual corpus, generating a cor-
pus of model hallucinations alongside their corre-
sponding mitigated translations. We then fine-tune
the LLM using Contrastive Preference Optimiza-
tion (CPO) (Xu et al., 2024), guiding the model
away from hallucinations.

Our approach requires no additional human-
annotated data, is easily scalable across many lan-
guage pairs, and is highly effective − achieving
a 96% reduction in hallucination rates across five



language pairs without sacrificing general transla-
tion quality. It also generalizes well, achieving an
average 89% reduction in hallucination rates across
three unseen target languages. Overall, our main
contributions include:

• Proposing a novel approach for creating
hallucination-focused preference datasets.

• Identifying the most effective fine-tuning tech-
nique for leveraging this preference dataset.

• Exploring the cross-lingual generalization capa-
bilities of the fine-tuned models in a zero-shot
setting.

• Determining the most effective post-hoc mitiga-
tion strategies for LLM based translation models.

2 Dataset Creation Framework

One of the techniques for fine-tuning LLMs for
translation is preference optimization (Xu et al.,
2024) which uses a dataset of triplets, consisting of
a source sentence x, its preferred translation yp, and
a dispreferred translation yd. Preference optimiza-
tion trains the model to prioritize the generation of
preferred set of translations over dispreferred ones.
Xu et al. (2024) focus on optimizing general trans-
lation quality, and hence in their datasets, yp and
yd differ only in quality and do not explicitly con-
sider the notion of hallucination. For instance, both
translations could be broadly correct, but one might
be preferred over the other due to minor errors or
subtle differences in style.

To address hallucinations, we develop a frame-
work for automatically creating a hallucination fo-
cused preference dataset and propose to fine-tune
the LLM on this dataset to effectively mitigate hal-
lucination generation. In this dataset, the dispre-
ferred translations contain hallucinations, whereas
the preferred translations do not. The set of dispre-
ferred translations are derived from the LLM’s own
generated outputs. This is particularly important
as it enables the model to learn from its own errors
and correct them. Our approach for creating this
preference dataset is completely unsupervised and
can easily scale to multiple languages without any
human annotation. At a high level, the dataset cre-
ation process consists of translating monolingual
data using the LLM and automatically detecting
hallucinations (Section 2.1) and mitigating them
using existing post-hoc methods (Section 2.2)

2.1 Hallucination Detection

In the first step, we construct a set of source sen-
tences and their corresponding dispreferred trans-
lations containing hallucinations. To achieve this,
we translate publicly available monolingual cor-
pora Dm from the source language into the target
languages using the model M, which we aim to
fine-tune for reducing hallucinations. We then au-
tomatically identify translations y (y := M(x))
that exhibit hallucination using the state-of-the-
art hallucination detector model based on BLASER
2.0-QE (Chen et al., 2023; Dale et al., 2023b).
BLASER 2.0-QE is a reference-free machine trans-
lation quality estimation metric that predicts cross-
lingual semantic similarity between a source sen-
tence x its translation y. It operates on a scale
of 1-5, where 1 denotes completely unrelated sen-
tences and 5 signifies fully semantically equivalent
sentences. We re-normalize the BLASER score to a
hallucination score (HS), with a higher value indi-
cating a greater likelihood of hallucination in y:

HS(x, y) = 1− BLASER(x, y)

5
(1)

After fixing a threshold T , we classify a transla-
tion as containing hallucination if its hallucination
score exceeds the threshold. Collecting such in-
stances where hallucinations are detected provides
us with a hallucination dataset Dh, which consists
of source sentences and their corresponding hallu-
cinated translations as follows:

Dh := {(x, y) | HS(x, y) ≥ T ∀ x ∈ Dm} (2)

2.2 Post-hoc Hallucination Mitigation

The second step involves mitigating the halluci-
nated translations in Dh to create hallucination-free
alternatives. Previous works (Dale et al., 2023a;
Guerreiro et al., 2023a,c) have proposed several
post-hoc mitigation strategies, though they are typ-
ically applied during test time. In contrast, we ex-
plore using these strategies offline to build a prefer-
ence fine-tuning corpus. We consider a few notable
strategies, outlined below:

Fallback System Guerreiro et al. (2023a)
demonstrated that simply switching to a differ-
ent fallback translation system when hallucinations
occur is an effective mitigation strategy. Follow-
ing this, we employ the NLLB-3.3B model (NLLB
Team et al., 2022) as a fallback.



Candidate Generation and Selection Dale et al.
(2023a) propose generating multiple alternative
translation candidates from the original model and
selecting one of them as the mitigated translation
based on a specific criterion. This approach in-
volves two degrees of freedom: (i) candidate gen-
eration and (ii) candidate selection. To generate n
candidates we explore the following strategies:

• MC beam: Using n iterations of beam search
with Monte Carlo dropout (Gal and Ghahramani,
2016).

• Temperature sampling: Sampling from the full
probability distribution, adjusted by a tempera-
ture parameter t, to control the sharpness of the
distribution.

• Nucleus sampling: Sampling from a set of to-
kens that covers top p% of the posterior proba-
bility distribution at each step (Holtzman et al.,
2020).

• Epsilon sampling: Sampling from a set of to-
kens where each token has a probability greater
than or equal to a threshold ϵ (Hewitt et al., 2022;
Freitag et al., 2023).

To select the best candidate, we explore the follow-
ing algorithms:

• MBR decoding: Selects the candidate that max-
imizes the average utility with respect to all
other candidates. (Kumar and Byrne, 2004; Fre-
itag et al., 2022). We evaluate utility between
two candidates using chrF (Popovic, 2015),
LaBSE (Feng et al., 2022), and COMET (Rei et al.,
2022).

• Re-ranking: Selects the candidate that maxi-
mizes utility with respect to the source sentence,
using LaBSE and COMET (Rei et al., 2020) as
utility metrics.

We compare the effectiveness these strategies in
mitigating hallucinations, analyzing the impact of
different generation and sampling methods in Sec-
tion 5.

We select the best mitigation strategy based on a
held out development set and use it to generate al-
ternative translations ỹ corresponding to each sam-
ple (x, y) ∈ Dh. We construct our hallucination
focused preference fine-tuning dataset Dp by retain-
ing samples where the alternative translation suc-
cessfully mitigates hallucination (HS(x, ỹ) < T ).

Formally Dp is defined as follows:

Dp := {(x, ỹ, y) | HS(x, ỹ) < T ∀ (x, y) ∈ Dh} (3)

3 Fine-tuning Using CPO

We fine-tune the baseline LLM M using
our hallucination-focused preference dataset Dp

through CPO, a variant of Direct Preference Opti-
mization (DPO) (Rafailov et al., 2023), which has
shown to be effective for fine-tuning LLMs on the
translation task. The CPO objective is formally
defined as follows:

LCPO = LNLL + LP (4)

where

LP = −E(x,yp,yd)∼Dp log σ
(
β log

πθ(yp|x)
πθ(yd|x)

)
(5)

LNLL = −E(x,yp,yd)∼Dp log πθ(yp|x) (6)

In equations above, x, yp and yd represent the
source sentence, preferred (hallucination free)
translation and dispreferred (hallucination contain-
ing) translation, respectively, sampled from the
preference dataset Dp. The policy πθ refers to the
conditional probability distribution from the model
M, σ is the sigmoid function and β is a scaling
hyperparameter from (Rafailov et al., 2023).

The CPO objective combines the standard nega-
tive log-likelihood NLL loss, which encourages the
model to generate yp, and the preference loss Lp,
which aims to increase the probability gap between
yp and yd. The preference loss term explicitly in-
structs the model to prioritize the generation of yp
and reject yd. In Section 6.2 we show that this loss
term is crucial for reducing the model’s likelihood
of generating hallucinations.

In our dataset, we ensure that yp always has
higher quality than yd, as measured by hallucina-
tion score (HS(x, yp) < T and HS(x, yd) ≥ T ).
However different preference pairs may exhibit
varying quality gaps. To account for this variation
in quality gaps in the preference fine-tuning, we
introduce a scaling term to LP . A preference pair
(yp, yd) with larger quality gap provides a more
informative data point, so we design the scaling
term to assign greater weight to pairs with a larger
gaps, proportional to the quality ratio of yp and yd.
With this scaling term, the modified preference loss
(L′

p) is defined as follows2:
2We found scaled CPO performs slightly better then stan-

dard CPO as shown in Table 19 in Appendix E.



L′
p =− E(x,yp,yd)∼Dp

[
log σ

(
β log

πθ(yp|x)
πθ(yd|x)

+ β log
ϕ(x, yp)

ϕ(x, yd)

)] (7)

where, ϕ is a scoring function that measures the
quality of a translation given the source. We choose
ϕ to be the hallucination score (HS). With this
change, our final CPO loss is shown in equation 8

L′
CPO = L′

p + LNLL (8)

4 Experimental Setup

4.1 Evaluation Metrics
Given a model M, we evaluate it on a monolingual
dataset D using hallucination rate. Hallucination
rate (HR) computes the ratio of source sentences
for which model produces translations containing
hallucinations:

HR(M,D) =
|{x | HS(x,M(x)) ≥ T ∀x ∈ D}|

|D| (9)

where | · | counts the number of elements in a set.
We split the monolingual corpus Dm into Dtrain

m

(train), Ddev
m (dev) and Dtest

m (test) sets. The
hallucination-focused preference dataset (Dp) is
derived from Dtrain

m as described as Section 2.
We evaluate the baseline and fine-tuned LLMs us-
ing hallucination rates computed against unseen
set Dtest

m . All the hyperparameters and the best
post-hoc mitigation strategy for preparing the fine-
tuning set are selected based on Ddev

m .
To ensure that improvements in hallucina-

tion mitigation do not come at the expense
of general translation quality, we also eval-
uate the baseline and fine-tuned models on
the WMT’22 and WMT’23 testsets using
three COMET models: wmt22-cometkiwi-da,
wmt23-cometkiwi-da-xxl, and XCOMET-XXL.
This evaluation methodology aligns with that of
Xu et al. (2024).

4.2 Baseline Model and Language Coverage
We choose ALMA-7B-R as our baseline LLM. Built
upon LLAMA-2 (Touvron et al., 2023), ALMA-7B-R
has been extensively optimized for translation
through multiple rounds of fine-tuning, including
continued pre-training on multilingual data, super-
vised fine-tuning with parallel corpora and pref-
erence tuning using CPO. ALMA-7B-R has shown
competitive performance, matching or surpassing

top systems in WMT shared evaluation, and even
GPT-4 (OpenAI et al., 2024), making it a strong
baseline for our hallucination mitigation experi-
ments.
ALMA-7B-R supports translation across ten lan-

guage directions: English↔{Czech (cs), German
(de), Icelandic (is), Russian (ru) and Chinese
(zh)}. However due to resource constraints, in our
study, we focus on a subset of five language pairs:
en→{cs, de, is, ru, zh}.

4.3 Hallucination Focused Preference Dataset
Construction

We follow the data creation framework outlined
in Section 2 to construct a hallucination focused
preference fine-tuning dataset, as detailed below:

4.3.1 Monolingual Data
As our study is restricted to language pairs with En-
glish as source, we randomly sample English sen-
tences from the NewsCrawl dataset (Kocmi et al.,
2022)3 for Dm. We sample 0.5M sentences each
for Ddev

m and Dtest
m , and these evaluation sets are

shared across all language pairs. To create prefer-
ence sets for each language pair, we sample sep-
arate Dtrain

m sets, with sizes of 2M (en→zh), 5M
(en→cs, en→is, en→ru), or 10M (en→de) sen-
tences. The sizes are determined based on halluci-
nation rates of the baseline model for each language
pair, with larger sets allocated to language pairs ex-
hibiting lower hallucination rates, ensuring that the
resulting preference sets are of comparable sizes
across all language pairs. All the above datasets
are cleaned by applying a series of filters to remove
noisy samples.4

4.3.2 Hallucination Detection
As outlined in Section 2.1, for each language pair,
we translate the corresponding Dtrain

m ,Ddev
m ,Dtest

m

sets using the baseline ALMA-7B-R into the target
language. We then create the corresponding hallu-
cination datasets Dtrain

h ,Ddev
h ,Dtest

h by retaining
translations where hallucination score exceeds the
threshold T . We set T to be 0.5 based on manual
verification of the resulting Ddev

h sets for en→zh
and en→de. Native chinese and german speak-
ers verified that 97% and 87% of translations in
the en→zh and en→de sets, respectively, did con-
tain highly pathological errors. Consequently, this

3https://data.statmt.org/news-crawl/ (2023 release)
4Appendix A provides more information on the filtering

process, and monolingual data statistics.



threshold is adopted for all language pairs through-
out our study, unless otherwise specified. The num-
ber of samples in hallucination datasets for each
split and language pair, along with the correspond-
ing hallucination rates (%) are summarized in Ta-
ble 1. For additional analysis on hallucination pat-
terns see Appendix 6.4. Our experiments indicate
that hallucinations occur on different source sen-
tences for different languages, and the presence of
specific features (e.g. quotes, urls, all cap phrases)
could significantly increase the likelihood of hallu-
cination.

Dtrain
h Ddev

h Dtest
h

en→cs 2085 (0.04) 202 (0.04) 179 (0.04)
en→de 673 (0.01) 47 (0.01) 39 (0.01)
en→is 3682 (0.08) 384 (0.08) 388 (0.08)
en→ru 1933 (0.04) 186 (0.04) 196 (0.04)
en→zh 8470 (0.45) 2178 (0.46) 2192 (0.46)

Table 1: Hallucination count (HR in %) for ALMA-7B-R.

4.3.3 Post-hoc Hallucination Mitigation
We evaluate the post-hoc mitigation strategies de-
scribed in Section 2.2 on Ddev

h . Given a sample
(x, yd) ∈ Ddev

h , where yd contains hallucinations,
each mitigation strategy S attempts to generate an
alternative translation ỹ := S(x) which is likely
free of hallucinations. We evaluate these strategies
using mitigation rate (MR), which is the ratio of sam-
ples where ỹ successfully mitigates hallucinations.
Higher MR values indicate better performance.

MR(S,Dh) =
|{x | HS(x,S(x)) < T ∀(x, yd) ∈ Dh}|

|Dh|
(10)

For the Fallback strategy, we use a beam size of 40.
For Candidate Generation and Selection approach,
we generate n = 40 candidates using temperature
sampling with t ∈ {0.8, 1, 1.5} in conjunction with
either nucleus sampling with p = 0.9 or epsilon
sampling with ϵ = 0.02. For MCBeam, we generate
candidates using a beam size of 5. When using
COMET with MBR, we use eamt22-cometinho-da
which is a distilled model that takes as input the
source sentence, translation and reference transla-
tion. For COMET with Re-ranking, we employ the
wmt20-comet-qe-da, which only takes the source
sentence and translation as input.

A detailed comparison of the mitigation strate-
gies is presented in Section 5.1. We use the best per-
forming strategy (re-ranking using LaBSE) to con-
struct our preferences datasets Dtrain

p from Dtrain
h

en→cs en→de en→is en→ru en→zh
2063 671 3598 1931 8349

Table 2: Number of samples in Dtrain
p .

for all language pairs as described in Section 2.2.
The number of samples in these preference datasets
across all language pairs is presented in Table 2.5

4.4 Combining Hallucination and Translation
Quality Preference Datasets

While Dtrain
p is specifically constructed to mitigate

hallucinations, fine-tuning solely on this dataset
can lead to a decline in general translation quality.
To address this, we mix Dtrain

p with Dtrain
alma , the

preference dataset originally used to fine-tune the
baseline ALMA-R model by Xu et al. (2024), which
focuses on overall translation quality. Combining
the two sets helps preserve the original translation
quality while improving hallucination mitigation.
Dtrain
alma is comparable in size to Dtrain

p , with de-
tailed statistics provided in Table 18

4.5 Fine-tuning Using CPO

We adhere to a fine-tuning setup that closely fol-
lows the methodology described in Xu et al. (2024).
In line with their approach, we fine-tune LoRA
adapters (Hu et al., 2022) and utilize the same
prompt structure.6 For the modified preference
loss function (L′

p), we use HS as the scoring func-
tion ϕ for Dtrain

p and COMET as the scoring function
for the Dtrain

alma dataset.7 We normalize the scoring
functions of both datasets to ensure their ranges
align with each other.

Most hyper-parameters are optimized based on
the hallucination rate of the fine-tuned model on
the smaller Ddev

h sets to facilitate quick iterations.
However, when multiple configurations yield simi-
lar results, we decide based on the full development
set Ddev

m .

5 Results

We present the comparison between different post-
hoc mitigation strategies in Section 5.1 and main
results of our fine-tuned models in Section 5.2

5Detailed statistics comparing the hallucination scores and
lengths of preferred vs. dispreferred translations can be found
in Appendix D, and example preference pairs in Appendix I.

6Details on hyperparameters are available in Appendix B.
7The COMET scores are part of the original preference

dataset, which are average of KIKI-XXL and XCOMET.



Fallback MBR Re-ranking
NLLB-3.3B chrf COMET LaBSE COMET LaBSE COMET LaBSE COMET LaBSE

ϵ = 0.02 ϵ = 0.02 ϵ = 0.02 ϵ = 0.02
en→cs 100 96.6 96.1 97.6 97.6 97.1 98.1 99.5 98.1 99.5
en→de 100 100 100 100 100 100 100 100 100 100
en→is 98.3 92.3 92.9 95.4 95.1 95.4 95.7 97.7 96.3 98.9
en→ru 97.4 99.0 99.5 98.4 98.4 99.5 99.0 99.5 100 100
en→zh 86.9 97.6 98.1 98.4 98.6 99.1 96.9 99.1 97.1 99.4
Average 96.5 97.1 97.3 98.0 97.9 98.2 97.9 99.2 98.3 99.6

Table 3: Mitigation rates MR in % (↑) for different post-hoc mitigation strategies on Ddev
h set.

Hallucination count/rate (↓) WMT’23 COMET(↑)
Model en→cs en→de en→is en→ru en→zh avg avg HR (%) en→X
NLLB-3.3B 471 732 1459 252 38302 8243 1.743 75.9
ALMA-7B-R 179 39 388 196 2192 599 0.127 81.8
Mp 5 2 37 2 74 24 0.005 80.8
Mp+a 4 1 35 0 80 24 0.005 81.6
ALMA-7B-R + post-hoc∗ 1 0 8 1 28 7.6 0.002 -

Table 4: Main Results: Hallucination count and HR (%) on Dtest
m , and average COMET scores on WMT’23 testsets.

∗ indicates an upper bound and should be seen as a reference point since it is not a modeling technique.

5.1 Post-hoc Mitigation Strategies
Table 3 summarizes the mitigation rates of vari-
ous strategies across different selection methods
and utility metrics, focusing on the top perform-
ing sampling settings.8 All strategies significantly
reduce hallucinations, with even the worst perform-
ing one achieving an average mitigation rate of
over 96%. The optimal setting, achieved through
epsilon sampling with ϵ = 0.02 followed by re-
ranking with LaBSE, results in an impressive aver-
age mitigation rate of 99.6%. Notably, we observe
that for both MBR and Re-rank, LaBSE consistently
outperforms COMET. This aligns with previous re-
search on hallucination detection, which has shown
LaBSE to be superior to COMET (Dale et al., 2023b).
Furthermore, model-based metrics for MBR, such
as COMET and LaBSE outperform chrF. Comparing
both candidate selection methods overall, Re-rank
outperforms MBR. The Fallback strategy using
NLLB-3.3B achieves a mitigation rate of 96.5%.
While quite substantial, it falls short of the best
results, possibly due to the baseline ALMA-7B-R be-
ing a stronger model, generating higher quality and
more diverse translations.9

5.2 Fine-tuning Using CPO
We present the main results in Table 4.10 Our pri-
mary baseline, ALMA-7B-R, achieves an average

8Table 14 in Appendix shows several sampling methods.
9Comparison of NNLB-3.3B and ALMA-7B-R on general

translation quality is shown in Table 25, 26 in Appendix.
10Individual COMET model scores for WMT’22 and

WMT’23 across each language pair are detailed in Ta-
ble 25, 26, 27, 28.

hallucination rate of 0.127%. ALMA-7B-R is a much
stronger baseline compared to traditional encoder-
decoder based NLLB-3.3B, which exhibits an aver-
age hallucination rate of 1.73%, nearly 14 times
higher than that of ALMA-7B-R. This difference is
expected, given that ALMA-7B-R is a stronger trans-
lation model, as reflected by its superior average
COMET scores on the WMT testsets. Examining the
hallucination rates across all language pairs, we
observe that the en→zh language pair consistently
shows the highest hallucination rates across all the
models.

Next, we analyze the results obtained by fine-
tuning ALMA-7B-R on different preference datasets.
Fine-tuning using our hallucination focused prefer-
ence dataset Dtrain

p , gives us model Mp. The hallu-
cination rate of this model drops significantly from
0.127% to an average of 0.005%. This demon-
strates the effectiveness of our unsupervised pref-
erence data creation approach, resulting in a re-
markable 96% reduction. We additionally confirm
the effect of the hallucination mitigation in Ap-
pendix G with a top-n-gram based hallucination
detector (Raunak et al., 2021). However, along the
reduction in hallucinations, we observe a decline in
general translation quality, with the average COMET
score dropping by 1.0 from the baseline.

To mitigate this drop in translation quality, we
fine-tune the model using a combined dataset
Dtrain
p ∪ Dtrain

alma , which gives us model Mp+a. By
balancing training between hallucination mitiga-
tion and general translation tasks, we observe an
improvement of 0.8 points in the average COMET



score, bringing the model nearly on par with the
baseline performance, while still maintaining hal-
lucination rate of 0.005%. For more detailed gen-
eral translation quality comparisons, refer to Sec-
tion L in the Appendix. Examples of hallucinated
translations from the baseline model, which are
mitigated by our fine-tuned model, are shown in
the Appendix J. To establish an upper bound, we
apply the best post-hoc mitigation strategy to the
hallucinations from the baseline ALMA-7B-R model,
reporting this as ALMA-7B-R + post-hoc in Table 4.
This represents using the post-hoc mitigation sys-
tem during test time. Our findings indicate that our
best model, with a hallucination rate of 0.005%,
comes very close to this upper bound of 0.002%,
without requiring any additional mitigation systems
at test time.

6 Analysis and Discussions

6.1 Cross-lingual Zero-shot Generalization

To assess the cross-lingual generalization of our
fine-tuning approach in reducing hallucinations on
unseen language pairs, we conducted zero-shot ex-
periments comparing baseline ALMA-7B-R with our
best fine-tuned model (Mp+a) in a zero-shot set-
ting. In these experiments, we translated our test
set Dtest

m from English into three target languages
− French (fr), Italian (it), and Spanish (es), none of
which were prominently present in the pre-training
and fine-tuning stages of ALMA-7B-R.

Table 5 presents the hallucination rates and
COMET scores for both models across these lan-
guage pairs.11 Notably, both models perform well,
despite the target languages being unseen during
training. The baseline model achieves an average
COMET score of 83.31, with the fine-tuned model
trailing slightly at 83.17. However, in terms of hal-
lucination rates, the fine-tuned model significantly
outperforms the baseline, reducing the average hal-
lucination rate from 0.273% to 0.03%, representing
an 89% reduction. These results demonstrate that
our fine-tuning approach generalizes effectively
to unseen language pairs, substantially reducing
hallucinations without significant loss in general
translation quality.

6.2 Ablation of Loss Function Components

As shown in equation 8, the CPO loss consists of
two components: i) preference loss and ii) NLL

11The COMET scores were computed using the wmt22-
cometkiwi-da model.

HR % (↓) COMET (↑)
ALMA-7B-R Mp+a ALMA-7B-R Mp+a

en→es 0.164 0.007 83.30 83.25
en→fr 0.399 0.077 83.05 82.39
en→it 0.256 0.007 83.57 83.87

Average 0.273 0.030 83.31 83.17

Table 5: Cross-lingual zero-shot results.

loss. We conduct an ablation study to understand
the contribution of each component. When only
the NLL loss is active, it corresponds to supervised
fine-tuning (SFT) on the source and mitigated trans-
lations. We optimized the hyperparameters corre-
sponding for each loss configuration based on hal-
lucination rates on the Ddev

h set and then evaluated
both the baseline and the fine-tuned models on the
full Ddev

m set.
Table 6 summarizes the results of these ablations.

The findings reveal that using only the preference
loss results in poor performance, with a hallucina-
tion rate of 3.556%, which is significantly worse
than the baseline ALMA-7B-R (0.127%). In contrast,
using only the NLL loss yields a lower hallucina-
tion rate of 0.078%, outperforming the baseline.
However, the best performance is achieved when
both losses are combined, reducing the hallucina-
tion rate to just 0.005%. This demonstrates the
effectiveness of the CPO loss over simple SFT us-
ing mitigated translations, highlighting the comple-
mentary benefits of preference and cross-entropy
losses.

ALMA-7B-R
Mp

L′
P LNLL L′

CPO

en→cs 202 10 216 7
en→de 47 5 124 1
en→is 384 72 441 37
en→ru 186 83836 127 2
en→zh 2178 174 931 73

Avg. HR (%) 0.127 3.556 0.078 0.005

Table 6: Hallucination counts (HR in %) of ALMA-7B-R
and Mp using different loss variants on Ddev

m .

6.3 Ablation of Data Quantity vs. Quality
To create Dtrain

p , we select dispreferred translations
with a hallucination score ≥ 0.5. Lowering this
threshold yield more training samples, but risks
including translations that do not accurately reflect
true hallucinations, thus reducing the quality of the
preference dataset. To explore the tradeoff between
data quantity and quality, we conducted an experi-
ment by creating a version of Dtrain

p with a lower
threshold of 0.45. We fine-tuneed the baseline on



both versions of the preference dataset and eval-
uated the models on Ddev

m . As shown in Table 7,
lowering the threshold to increase the dataset size
led to a decline in performance, indicating that the
quality of the preference data is more crucial than
its quantity.

0.5 (default) 0.45

en→cs 7 24
en→de 1 5
en→is 37 135
en→ru 2 10
en→zh 73 259
Avg. rate (%) 0.005 0.018

Table 7: Hallucination counts (HR in %) on Ddev
m after

fine-tuning with Dtrain
p collected at different thresholds.

6.4 Hallucination Characterization

To gain a deeper understanding of the nature of
hallucinations, we conducted a detailed analysis of
the source sentences and the corresponding halluci-
nated translations on the test set Dtest

h

Source sentences We examined source sentences
to identify any patterns that might consistently trig-
ger hallucinations when translating to different tar-
get languages. Table 8 presents these statistics of
the overlap of source sentences between halluci-
nation samples of different language pairs. For
e.g., in the en→zh language pair, 2178 source sen-
tences generate hallucinations, however only 5-19
of source sentences result in hallucinations when
translating other target languages. A similar trend
is observed across all language pairs. This indi-
cates that the source sentences do not exhibit strong
patterns that trigger hallucinations across different
target languages.

en→cs en→de en→is en→ru en→zh
en→cs 202 3 9 10 17
en→de 3 47 3 2 7
en→is 9 3 384 10 16
en→ru 10 2 10 186 17
en→zh 17 7 16 17 2178

Table 8: Number of common source sentences between
Dtest

h sets of different language pairs.

Manual analysis of the examples also show a
trend that presence of quotes, urls/online handles,
or words/phrases in all capital letters in the source
sentence triggers hallucinations. In Table 9 we per-
form a chi-squared test to test whether the presence
of such features has a statistically significant im-

pact on triggering hallucinations in the baseline
model. We find that different language pairs have
different source triggers.

en→de en→zh en→cs en→is en→ru

quotes 0.54 2e-9 3e-6 0.56 5e-11
urls 0.32 4e-19 0.86 0.91 0.33
caps 0.06 0.48 0.02 0.08 1e-3

Table 9: Chi-square p-values of features’ impact on
hallucination in Dtest

h . We bold entries with statistical
significance (p < 0.05).

Translations In our analysis of hallucinated
translations, we observed a substantial number of
oscillatory hallucinations, characterized by repeti-
tive sequences within the translation. These oscilla-
tory hallucinations can be effectively identified us-
ing a top n-gram based hallucination detector Rau-
nak et al., 2021, 2022; Guerreiro et al., 2023c,a.
This detector flags a translation as a hallucination
if the count of the top n-gram in the translation
exceeds that of the source by a specified threshold.
Based on prior works, we set n-gram to 4 and the
threshold to 2. We find that 60% to 80% of the hal-
lucinations were oscillatory in nature. The statistics
for all language pairs are presented in Table 10.

en→cs en→de en→is en→ru en→zh

74.9% 76.9% 58.2% 60.7% 86.2%

Table 10: Oscillatory hallucination (%) in Dtest
h .

6.5 Evaluation at Different Hallucination
Score Thresholds

Our main evaluation results in Table 4 use a hallu-
cination score threshold of 0.5. This threshold is
also applied to create hallucination focused pref-
erence datasets. To assess whether our approach
is biased toward this threshold, we re-evaluated
both the baseline (ALMA-7B-R) and our best fine-
tuned model (Mp+a) at a few lower thresholds.
It’s important to note that as we lower the thresh-
old, the distinction between hallucination and non-
hallucination becomes increasingly blurred. How-
ever, a well-tuned model should still show im-
proved performance over the baseline. Table 11
presents the evaluation results at different halluci-
nation score thresholds (0.5, 0.45, and 0.4). While
our Mp+a consistently outperforms ALMA-7B-R
across all thresholds, the performance gap de-
creases as the threshold is lowered.



Threshold 0.5 0.45 0.4
ALMA-7B-R Mp+a ALMA-7B-R Mp+a ALMA-7B-R Mp+a

en→cs 179 4 380 45 1388 385
en→de 39 1 59 6 199 111
en→is 388 35 1271 353 4873 1722
en→ru 196 0 297 35 765 226
en→zh 2192 80 6024 608 17994 3967

Average count 599 24 1606 209 5044 1282
Average HR (%) 0.127 0.005 0.34 0.044 1.067 0.271

Table 11: Evaluation results at different HS threshold values: showing hallucination count and HR (%).

6.6 Distribution of Hallucination Scores

Figure 1 illustrates the distribution of hallucination
scores for the en→zh pair on Dtest

m before and after
fine-tuning. The top plot shows the full scale distri-
bution from 0-1, while the bottom image provides a
zoomed-in view focused on the critical range of 0.5-
1, which highlights the hallucination-prone section.
In the top plot, the distribution post-fine-tuning (in
orange) shifts markedly to the left, indicating an
overall improvement in translation quality across
the dataset. In the bottom plot, we observe that the
remaining hallucinations post-fine-tuning are pri-
marily concentrated near the threshold, with fewer
instances with extreme hallucination scores. Plots
for all language pairs can be found in Appendix 2.
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Hallucination score (HS)

C
ou

nt

en→zh
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Mp+a

0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85

Hallucination score (HS)

C
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nt

en→zh

ALMA-7B-R
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Figure 1: Distribution of the HS on Dtest
m .

7 Related Work

Prior works on hallucination detection include
identifying repeated n-gram patterns in transla-
tions (Raunak et al., 2021), utilizing internal model
information such as attention weights (Lee et al.,

2019; Berard et al., 2019; Ferrando et al., 2022b,a;
Voita et al., 2021; Xu et al., 2023; Guerreiro
et al., 2023b), and estimating uncertainty using the
model’s sequence log-probability (Guerreiro et al.,
2023c). Other works have explored external mod-
els based on quality estimation (COMET-QE) and
cross-lingual sentence similarity (LASER, LaBSE,
XNLI, BLASER-QE) (Dale et al., 2023a,b).

To mitigate hallucinations, prior works have
primarily focused on post-hoc solutions. These
include using a fallback model (Guerreiro et al.,
2023a), generating multiple candidates and se-
lecting the best using a re-ranker (Guerreiro
et al., 2023c), or applying consensus-based de-
coding strategies such as Minimum Bayes Risk
(MBR) (Eikema and Aziz, 2020). Other ap-
proaches have explored contrastive decoding by
leveraging probabilities from different models (Li
et al., 2023), using previous output tokens (Su and
Collier, 2023), or utilizing a contrastive input (Sen-
nrich et al., 2024). While all these approaches mit-
igate hallucinations during or after inference, our
approach takes an orthogonal path by addressing
the issue directly within the model itself.

8 Conclusion

In this work, we presented a framework for miti-
gating translation hallucinations in large language
models (LLMs). To the best of our knowledge,
this is among the first works to demonstrate how to
mitigate translation hallucination in LLMs. In this
framework, we propose an unsupervised method to
create a hallucination-focused preference dataset,
which is easily scalable across multiple languages.
Fine-tuning LLMs using this dataset through prefer-
ence optimization reduces hallucination rates by an
average of 96%, while preserving general transla-
tion quality. Additionally, our method generalizes
well in a cross-lingual zero-shot setting, achieving
an 89% reduction in hallucination rates across three
previously unseen target languages.



Limitations

• In this work we explored only en→X language
pairs due to time and resource constraints. We
leave the exploration of other directions as a
future work.

• Since natural translation hallucination is very
rare, we need to translate huge amount
of monolingual data to create a reasonable
amount of hallucination focused preference
dataset, thus making our approach time and
compute intensive.

• Our approach depends on a hallucination de-
tector. The language pairs of interest must
be supported by the detector, as well as some
analysis might be required to decide halluci-
nation detector threshold.

Ethics Statement

This work, in our knowledge, does not pose any
ethical concerns. It proposes approaches to make
AI models safe and trustworthy. Still, our mod-
els might generate some hallucinations like any
other AI models. The original data, model, tools,
and open-source software used in the paper are
publicly available and has been mentioned in the
corresponding sections.
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A Monolingual Data Filtering

To prepare the monolingual data for translation,
we apply the following four filters in sequence.
Table 12 shows the statistics of monolingual data
before and after applying the filters.

Heuristic filter removes empty lines, replaces
’\n’ with ’<NEWLINE>’, eliminates sentences con-
taining unprintable unicode characters, as well as
those with Chinese decoding errors, and excludes
rows with HTML or JSON-like elements.

Length filter splits the sentence by whitespace
(since the source language is English), and removes
sentences that are shorter than 5 words or longer
than 100 words.

Deduplication filter removes exact duplication
with drop_duplicates function from Pandas li-
brary12.

Language ID filter identifies the language of
each sentence using the fasttext model (Joulin
et al., 2017, 2016) and removes sentences that fall
below the language probability threshold of 0.5.

Before filtering After filtering

Ddev
m en→X 500K 473K

Dtest
m en→X 500K 473K

Dtrain
m

en→cs 5M 4.73M
en→de 10M 9.46M
en→is 5M 4.73M
en→ru 5M 4.73M
en→zh 2M 1.89M

Table 12: Monolingual data statistics.

12https://pandas.pydata.org.

B Hyperparameters for Fine-tuning
Using CPO

For the preference fine-tuning process, we only
train the LoRA parameters, specifically targeting
down_proj, q_proj, k_proj, and v_proj with a rank
of 16. We set the maximum sequence length to
768 tokens, utilize the Hugging Face accelera-
tor with Fully Sharded Data Parallel (FSDP), and
train on eight H100 GPUs, typically completing
training in less than an hour. Inferences are per-
formed on V100s, and takes roughly 7 GPU hours
on Ddev/test

h and 1150 GPU hours on Ddev/test
m

. The value of β is set to 0.1, consistent with
the findings of Rafailov et al. (2023) and Xu
et al. (2024). We conduct a partial grid search
for hyperparameters, varying the batch size from
{16, 32, 64, 128, 256, 512} and the learning rate
from {2e−5, 5e−5, 1e−4, 2e−4, 5e−4}. Through
our experimentation, we find that setting epoch to
1 generally suffices for optimal performance. We
use beam size of 5 for baseline and all fine-tuned
models.

The best hyperparameters we found for Mp and
Mp+a are listed in Table 13

Mp Mp+a

batch size 16 128
learning rate 1e− 4 5e− 4

scheduler inverse_sqrt inverse_sqrt
optimizer AdamW AdamW

epoch 1 1
β 0.1 0.1

Table 13: Best hyperparameters found on Ddev
h for the

model Mp and Mp+a.

C Comparing Generation Methods for
Post-hoc Mitigation strategies

Section 5.1 compares different mitigation strate-
gies across different selection methods and utility
metrics, focusing on the top performing sampling
strategies. Here we compare different sampling
strategies in Table 14 (MR) and Table 15 (COMET
− wmt22-cometkiwi-da). Contrary to previous
studies (Guerreiro et al., 2023c; Dale et al., 2023a)
we find that MC-beam performs significantly worse
than other sampling methods on both MR and COMET.
We speculate that this is due to dropout not being
used in the training of Llama-2, which is the back-
bone LLM for ALMA-7B-R. We find temperature
t = 1 to perform best, with higher values of t sig-
nificantly degrading both metrics. Using epsilon

https://proceedings.mlr.press/v235/xu24t.html
https://proceedings.mlr.press/v235/xu24t.html
https://proceedings.mlr.press/v235/xu24t.html


Fallback MBR Re-rank
NLLB chrF COMET LaBSE COMET LaBSE
Beam t = 1 t = 1 t = 1.5 t = 1 t = 2.0 t = 1 t = 1 t = 1 t = 1 t = 0.8 t = 1 t = 1 t = 1 t = 0.8

p = 0.9 ϵ = 0.02 ϵ = 0.02 ϵ = 0.02 ϵ = 0.02 MCB ϵ = 0.02 ϵ = 0.02
en→cs 100 96.6 96.1 96.6 97.6 97.1 97.6 97.1 98.1 98.1 96.6 99.5 60.7 99.5 97.1
en→de 100 100 100 100 100 100 100 100 100 100 100 100 63.8 100 100
en→is 98.3 92.3 92.9 85.4 95.1 85.7 95.4 95.4 95.7 96.3 95.1 97.7 73.3 98.9 95.4
en→ru 97.4 99.0 99.5 99.5 98.4 98.4 98.4 99.5 99.0 100 98.4 99.5 53.9 100 97.4
en→zh 86.9 97.6 98.1 92.3 98.6 89.9 98.4 99.1 96.9 97.1 99 99.1 85.0 99.4 98.6
Average 96.5 97.1 97.3 94.8 97.9 94.2 98.0 98.2 97.9 98.3 97.8 99.2 67.3 99.6 97.7

Table 14: Mitigation rates MR in % (↑) for different post-hoc mitigation strategies on Ddev
h set. MCB=MCBeam.

Fallback MBR Re-rank
NLLB chrF COMET LaBSE COMET LaBSE
Beam t = 1 t = 1 t = 1.5 t = 1 t = 2 t = 1 t = 1 t = 1 t = 1 t = 0.8 t = 1 t = 1 t = 1 t = 0.8

p = 0.9 ϵ = 0.02 ϵ = 0.02 ϵ = 0.02 ϵ = 0.02 MCB ϵ = 0.02 ϵ = 0.02
en→cs 72.7 63.3 65.3 55 70.3 55.8 66.1 70.6 69.2 73.5 69.8 65.7 59.6 70 71.6
en→de 76.8 70.8 73.3 65.6 73.5 64.5 72.1 72.9 72.4 74.1 73.2 70.8 60.3 73.1 74.7
en→is 68.5 61.7 62.4 53.4 68.4 51.2 64.0 68.3 66.2 71.2 67.7 51.2 67.3 67.6 69.6
en→ru 71.4 65.1 67.7 57.7 72.4 56.2 68.2 72.4 70.1 73.2 70.8 66.8 57.6 71.0 72.9
en→zh 65.9 67.4 67.0 53.9 72.0 49.4 66.9 72.4 68.1 71.6 71.8 66.6 71.7 71.9 74.0
Average 71.1 66.9 67.1 57.1 71.3 55.4 67.5 71.3 69.2 72.7 70.7 64.2 63.3 70.7 72.6

Table 15: COMET scores (↑) for different post-hoc mitigation strategies on Ddev
h set. MCB=MCBeam.

sampling with ϵ = 0.02 consistently improves re-
sults.

D Hallucination Focused Preference
Dataset Statistics

We report the character length statistics (mean, me-
dian, p95, and p99) for the source, preferred, and
dispreferred samples in Dtrain

p in Table 16. Dis-
preferred samples have significantly longer lengths
due to a large proportion of oscillatory hallucina-
tions. Additionally, the hallucination score (HS)
statistics (mean, median, p95, and p99) for the pre-
ferred and dispreferred data are shown in Table 17.
We combine Dtrain

p with Dtrain
alma to fine-tune Mp+a.

Table 18 lists the dataset size of Dtrain
alma .

E Standard CPO vs. Scaled CPO

We conducted an evaluation on Ddev
h to compare

the performance of standard (LCPO) vs. scaled
CPO (L′

CPO) losses. Our results show that L′
CPO

achieves an average hallucination rate of 0.774%,
outperforming LCPO, which has an average rate
of 1.028%. Table 19 presents a comparison of the
two methods across all five language pairs.

E.1 Intuition behind the scaling for
preference loss

Following the notations in Section 7, let ψ de-
note the quality gap ϕ(x, yp) and ϕ(x, yd) as ψ =
ϕ(x,yp)
ϕ(x,yd)

. ψ is a constant term added inside the sig-

moid in our loss function L′
p

L′
p = −E log σ

(
β log

πθ(yp | x)
πθ(yd | x)

+ β logψ

)
(11)

Simplifying the sigmoid using σ(x) = 1
1+e−x :

L′
p = −E log

(
1

1 + e
−β log

πθ(yp|x)
πθ(yd|x)

−β logψ

)
(12)

L′
p = −E log

(
1

1 + e
−β(log πθ(yp|x)

πθ(yd|x)
+logψ)

)
(13)

L′
p = −E log

(
1

1 + e
−β log(

πθ(yp|x)
πθ(yd|x)

·ψ)

)
(14)

L′
p = −E log

(
1

1 + e
log(

πθ(yp|x)
πθ(yd|x)

·ψ)−β

)
(15)

L′
p = −E log

 1

1 + (
πθ(yp|x)
πθ(yd|x) · ψ)

−β

 (16)



Number of
samples

Length
Mean Median p95 p99

x yp yd x yp yd x yp yd x yp yd
en→cs 2063 168 190 1016 132 144 1102 434 511 1535 538 661 1972
en→de 671 156 199 1306 117 152 1258 426 554 2447 513 677 2770
en→is 3598 153 185 761 120 140 940 408 502 1245 549 677 1361
en→ru 1931 164 197 852 129 151 655 424 522 1522 543 673 1789
en→zh 8349 144 71 283 116 57 297 348 170 495 503 251 540
Average 3322 157 168 844 123 129 850 408 452 1449 529 588 1686

Table 16: Statistics of length in characters for source (x), preferred (yp), and dispreferred (yd) samples in Dtrain
p .

Hallucination Score
Mean Median p95 p99

yp yd yp yd yp yd yp yd
en→cs 0.31 0.57 0.31 0.54 0.44 0.74 0.48 0.81
en→de 0.3 0.58 0.3 0.54 0.45 0.77 0.48 0.85
en→is 0.19 0.61 0.19 0.59 0.33 0.77 0.4 0.82
en→ru 0.22 0.65 0.22 0.65 0.35 0.81 0.41 0.84
en→zh 0.24 0.64 0.24 0.62 0.38 0.81 0.45 0.85
Average 0.25 0.61 0.25 0.59 0.39 0.78 0.44 0.83

Table 17: Statistics of hallucination score (HS) for preferred (yp), and dispreferred (yd) samples in Dtrain
p .

en→cs en→de en→is en→ru en→zh
2009 2862 2009 2009 2783

cs→en de→en is→en ru→en zh→en
2009 2009 2009 2009 2009

Table 18: Number of samples in the preference dataset
used by Xu et al. (2024) (Dtrain

alma )

LCPO L′
CPO

en→cs 2.475 0.990
en→de 0.000 0.000
en→is 1.837 2.100
en→ru 0.000 0.000
en→zh 0.827 0.781
Average 1.028 0.774

Table 19: Hallucination rate HR (%) on Ddev
h for the

model Mp fine-tuned with different CPO loss variants.

L′
p = −E log

 1

1 + (πθ(yd|x)πθ(yp|x) ·
1
ψ )

β

 (17)

L′
p = E log

(
1 +

(
πθ(yd | x)
πθ(yp | x)

1

ψ

)β)
(18)

Therefore the quality gap ψ acts as a multiplica-
tive weight to the ratio of model probabilities for
the preferred and dispreferred candidates.

F Common Hallucinations Before and
After Fine-tuning

We compute the overlap in the hallucinated samples
from ALMA-7B-R and Mp+a in Table 20. Common

Hallucination Count Count

ALMA-7B-R Mp+a
Common

source
Common pairs
(source+trans.)

en→cs 179 4 2 0
en→de 39 1 0 0
en→is 388 35 10 4
en→ru 196 0 0 0
en→zh 2192 80 34 3

Table 20: Common source and (source, target) pairs
between ALMA-7B-R and Mp+a on Dtest

m .

source column indicates the number of source sen-
tences on which both baseline and fine-tuned mod-
els hallucinate, while the Common pairs column
reflects the number of identical (source, translation)
pairs. For example, for en→zh, Mp+a generates
80 hallucinations on Dtest

m , of which 30 (37.5%)
share the same source sentences that led to hallu-
cinations in the baseline ALMA-7B-R. As expected,
the percentage is lower when considering (source,
translation) pairs, at 3.75%. It would be valuable to
further investigate whether the high proportion of
source sentences that still result in hallucinations
after fine-tuning are due to underlying data quality
issues, limitations in the modeling technique, or a
combination of both.

G Evaluation with an Alternative
Hallucination Detector

Our main evaluation result in Table 4 shows an
effective mitigation rate of 96% using BLASER-QE,
the same hallucination detection model used dur-
ing dataset construction. To confirm the effect of



mitigation is beyond fitting to the same metric,
biasing our results, we additionally evaluate the
same translation with an alternative hallucination
detector: top n-gram detector (Raunak et al., 2021).
This detector has high accuracy for detecting os-
cillatory/repetitive hallucination, which is a major
category of hallucination seen from Section 6.4.
We use the same hyperparameter as Raunak et al.
(2021): n-gram size of 4 and threshold of 2. In
Table 21, we see a 92% drop in hallucination rate
on average from 0.81% to 0.06%, re-affirming that
the mitigation is not biased towards a single metric.

Hallucination Rate (%)
ALMA-7B-R Mp+a

en→cs 0.22 0.04
en→de 0.11 0.02
en→is 0.88 0.10
en→ru 0.30 0.05
en→zh 2.53 0.11

Average 0.808 0.064

Table 21: Hallucination rate in Dtest
m using top n-gram

detector.

H Statistics of Hallucination and
Non-hallucination Samples

Table 22 shows source and translation character
length statistics (mean, median, p95, and p99)
for hallucination (Dtest

h ) and non-hallucination
(Dtest

nh ) cases of the test set (Dtest
m ), where trans-

lations are generated by ALMA-7B-R. We observe
that the length statistics for source sentences are
nearly identical between hallucination and non-
hallucination samples. However, on the transla-
tion side, hallucinated translations are significantly
longer than their non-hallucinated counterparts.
For instance, the average length of hallucinated
translations (839 characters) is 5.6 times longer
than that of non-hallucinated translations (150 char-
acters) across all language pairs. Additionally, for
the non-hallucinated subset, the average source-to-
target length ratio is nearly 1 : 1, while for the
hallucinated subset, it is 1 : 5.7.

I Examples of Preference Pairs in our
Dataset

Table 23 includes examples of preference pairs in
Dtrain
p demonstrating that preferred translations re-

cover from the pathological hallucinations present
in the dispreferred translation.

J Qualitative analysis of translation

Table 24 demonstrates examples where our fine-
tuned model Mp+a successfully mitigates halluci-
nations over the baseline model ALMA-7B-R. The
pattern of hallucinations and their mitigations are
very similar to those observed in our preference
dataset.

K Visualizing Hallucination and COMET
Score Distributions

Distribution of scores Figure 2 and Figure 3
show the distribution of hallucination and COMET
scores, respectively, for ALMA-7B-R and Mp+a.
We observe that the distribution of hallucination
score for en→{cs, is, zh} shift slightly to the left
after fine-tuning, indicating reduction in hallucina-
tion score. In contrast, the distributions for COMET
are so closely overlapped that no definitive conclu-
sions can be drawn.

Regression of scores Figure 4 and Figure 5
display regression plots for hallucination and
COMET scores, respectively, comparing ALMA-7B-R
and Mp+a. The X-axis represents hallucination
(or COMET) score for translations obtained with
ALMA-7B-R, while the Y-axis shows the score for
translations obtained with Mp+a. The regression
plots for hallucination clearly indicate improve-
ments in the majority of translations across all lan-
guage pairs, with the exception of en→de, which
exhibits slightly higher regression. Conversely, the
regression plots for COMET yield mixed results, mak-
ing it challenging to draw definitive conclusions.

L Detailed General Translation Quality
Evaluation

Section 5.2, Table 4 compares our fine-tuned
models (Mp and Mp+a) against ALMA-7B-R on
WMT’23 en→X testsets using an average of three
COMET models. In Tables 25, 26, 27, 28, we do a
more detailed comparison, covering both en→X
and X→en directions, WMT’22 and WMT’23 test-
sets and listing scores from individual COMET mod-
els as well as sacreBLEU.



Source Target
en→ Mean Median p95 p99 Mean Median p95 p99

Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h Dtest
nh Dtest

h

cs 148 186 127 153 334 453 479 532 157 1043 134 1090 355 1537 514 3583
is 148 147 127 118 334 380 479 537 173 751 144 933 389 1262 599 1505
ru 148 141 127 114 334 345 479 452 174 849 147 900 394 1512 572 1587
de 148 159 127 148 334 305 479 337 184 1274 157 1353 415 2127 596 2228
zh 148 144 127 116 334 349 479 510 63 280 50 297 146 476 315 520

Avg. 148 155 127 130 334 366 479 474 150 839 126 915 340 1383 519 1885

Table 22: Character length comparison for hallucination (Dtest
h ) and non-hallucination subsets (Dtest

nh ) of Dtest
m .

Direction Source Dispreferred Preferred

en→de Five state assemblies of Madhya
Pradesh, Chhattisgarh, Rajasthan,
Telangana and Mizoram will go to
polls on different days beginning
November 7 and counting of votes
will take p lace on December 3.

Am 7., 8., 9., 10., 11., 12., 13., 14.,
15., 16., 17., 18., 19., 20., 21., 22.,
23., 24., 25., 26., 27., 28., 29., 30.,
31., (repeat)

Die Wahlen der fünf Landesparla-
mente in Madhya Pradesh, Chhat-
tisgarh, Rajasthan, Telangana und
Mizoram finden an verschiedenen
Tagen statt, beginnend mit dem 7.
November. Am 3. Dezember er-
folgt die Auszählung der Stimmen.

I love you so much !!! Ich liebe dich so sehr!
(repeat)

Ich liebe dich so sehr!!!

en→cs In addition to the No. Kromě čísla 1 existují také čísla 2,
3, 4, 5, 6, 7 (repeat)

Kromě čísla No.

She told her followers how she
wears her hoodie backwards for
the ’most comfy’ sleepCredit: Tik-
Tok/@.sofaloaf222

Oznámila svým sledujícím, jak si
obléká svůj mikinový kabát způ-
sobem, který považuje za „nejpo-
hodlnější“ pro spánek.

Řekla svým sledujícím, jak se jí
obléká tričko s kapucí zadním způ-
sobem, aby spala nejpohodlněji-
Credit: TikTok/@.sofaloaf222

en→is A FASHION blogger has revealed
her top two styling tips that will
instantly slim down your hips.

Tískubloggari deilir tveimur
ráðum sem hjálpa til við að slétta
úr hlutföllunum á mjaðmabein-
unum. Þessir ráðstafanir hjálpa
til við að slétta úr hlutföllunum á
mjaðmabeinun um.

Tísku-bloggari deilir þremur
tískustingum sem strax draga úr
mjaðmir þínar.

Make-up bags are also
scanning for 45pCredit:
Facebook/ExtremeCouponingAnd-
BargainsUK

Einnig eru förðunartöskur að
skanna fyrir 45p krónur

Límbúnaðarpokar lesa líka
þessa 45p krónur úr. Mynd:
Facebook/ExtremeCouponingAnd-
BargainsUK

en→ru According to the Cheetah Girls
star, she has been in contact with
\"spirit guides\" since she was
seven years old.

По словам звезды фильма
\"Читать дальше →

Как заявила звезда \"Чита-
тьиных девчонок\", она с дет-
ства общается с \"духовными
проводниками\". Это произо-
шло, когда ей было семеро
лет.

At half time we were 7-0 down I
thought...wooh this is tough!

В перерыве мы проигрывали
7-0, я думал, что это очень
тяжело... вооооооооооооо (re-
peat)

На перерыве мы проигрыва-
ли 7:0 - я подумала, что это
жестоко. . . Вот это да!

en→zh You’re not going to tell me that
you’re going to be compared with
"somebody who is sticking door
handles on a car for 10 hours a day,
five days a week."

“你不会告诉我，你每天工
作10个小时，五天工作五天休
息，你会和一个把车门把手安
装在车上的人进行比较吗？”

“你不会告诉我你要和一个在一
天中做汽车门锁安装工作10个
小时，五天一周这样的人比起
来。”

Ahead of AAP National Convenor
Arvind Kejriwal’s visit, Assam
Chief Minister Himanta Biswa
Sarma has warned the Delhi CM
that he will "sue" him if speaks
against him in his state.

阿萨姆邦首席部长希曼塔·比
斯 瓦·辛 玛 （Himanta Biswa
Sarma）在阿萨姆邦首席部长阿
萨姆邦首席部长阿萨姆邦首席
部长阿萨姆邦首席部长阿萨姆
邦首席部长阿萨姆邦首席部长
阿萨姆邦首席部长(repeat)

在印度国家尚扬主席帕尔
瓦 尔·加 尼 扬 （Arvind Kejri-
wal）到他的访问地之前，耆
那哩旋·苏玛（Himanta Biswa
Sarma），阿萨姆邦首席部长已
向德里首相警告，如果他在该
邦发表批评性的话语，他将会
对他提起诉讼。

Table 23: Example preference pairs in Dtrain
p . (repeat) indicates the repeating segment of the response is truncated.



Direction Source ALMA-7B-R Mp+a

en→de Because she was backed into a cor-
ner.

Weil sie sich in eine Bredouille
manövriert hatte.

Weil sie in eine Ecke gedrängt
wurde.

Drought plans stepped up due to
water demand amid "hottest June
on record"

Aufgrund der erhöhten Wasserver-
fügbarkeit aufgrund der erhöhten
Wasserverfügbarkeit aufgrund der
erhöhten Wasserverfügbarkeit auf-
grund (repeat)

Dürrepläne verschärft wegen
steigender Wasserverfügbarkeit
angesichts des „heißesten Juni auf
Rekordniveau“

en→cs They are still largely pessimistic
about the direction of prices and
the stock market; about peace and
stability in the world; and about
the climate and prospect of ex-
treme weather events.

Jejich názory na směr cen a ak-
ciového trhu, míru míru míru míru
míry míry míry míry míry míry
míry míry míry míry míry míry
míry míry míry míry míry míry
míry míry míry míry míry míry
míry míry (repeat)

Stále jsou z velké části pesimističtí
ohledně vývoje cen a trhu s cen-
nými papíry, o míru míru a stabil-
itě ve světě, a také ohledně klimatu
a očekávaných extrémních meteo-
rologických jevů.

It had been blessed by a monk and
was meant to offer her protection.

Byla jí věnována a měla jí poskyt-
nout ochranu. Byla jí věnována a
měla jí poskytnout ochranu. (re-
peat)

Bylo to požehnáno mnichem a
mělo jí poskytnout ochranu.

en→is This is ridiculous, totally ridicu-
lous.

Þetta er fyrir neðan allar hellur, al-
gjörlega fyrir neðan allar hellur.

Þetta er fáránlegt, algjörlega fárán-
legt.

Jordan and Henry actually man-
aged to find a blind spot!

Jordan og Henry fundu raun-
verulega eitthvað fyrir sér! Þeir
fundu raunverulega eitthvað fyrir
sér! Þeir fundu raunverulega eit-
thvað fyrir sér! Þeir fundu raun-
verulega eitthvað fyrir sér! (repeat)

Jordan og Henry náðu að finna
blinda blettinn!

en→ru A third commented: "Chelsea
were 12th and Arsenal were sec-
ond, don’t talk."

Третий добавил:" " " " " " "
" " " " " " " " " " " " " (repeat)

Третий добавил: "Челси бы-
ли 12-ми, а Арсенал был вто-
рым, не говорите".

Another replied and said: "Ooooh
that makes sense.

Другой ответил и сказал:
"Оооооооооооооо (repeat)

Другой ответил и сказал:
"Оооо, это очень логично.

en→zh MORE: Emmerdale and Corrie
Christmas schedule confirmed -
and it’s bad news for fans

MORE：《爱尔兰时报》：
《爱尔兰时报》确认《爱尔兰
时报》《爱尔兰时报》 (repeat)

MORE：Emmerdale和Corrie的
圣诞节播出计划已经确定，这
对粉丝来说是坏消息。

The answer keys will be available
on the application portal by Febru-
ary 21, 2024.

答案答案答案答案答案答案答
案答案答案答案答案答案答
案答案答案答案答案答案答案
答(repeat)

答题卡答案将于2024年2月21日
在报名系统上公布。

Table 24: Examples of mitigated hallucinations in Dtest
p . (repeat) indicates the repeating segment of the response is

truncated.
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Figure 2: Hallucination score (HS) distribution for ALMA-7B-R and Mp+a on Dtest
m . Right plots are zoomed-in on

hallucination regions.
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Figure 3: COMET score (Unbabel/wmt22-cometkiwi-da) distribution for ALMA-7B-R and Mp+a on Dtest
m .
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Figure 4: Regression plots showing hallucination score (HS) for ALMA-7B-R and Mp+a on Dtest
m .
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Figure 5: Regression plots showing COMET score (Unbabel/wmt22-cometkiwi-da) for ALMA-7B-R and Mp+a

on Dtest
m .



BLEU XCOMET KIWI-22 KIWI-XXL BLEU XCOMET KIWI-22 KIWI-XXL

en→de en→cs

NLLB-3.3B 33.6 82.28 75.37 67.24 36.89 85.3 81.79 73.39
ALMA-7B-R 22.75 85.78 77.58 73.17 26.53 87.16 82.91 79.6

Mp 23.04 84.7 77.65 71.7 28.91 86.66 82.43 76.89
Mp+a 22.28 85.66 77.63 72.45 27.69 87.49 82.9 79.07

en→ru en→zh

NLLB-3.3B 29.03 86.59 80.45 74.58 34.71 78.23 70.86 55.17
ALMA-7B-R 21.97 89.77 82.05 80.01 29.57 87.36 80.07 76.74

Mp 22.99 87.94 81.49 77.49 34.09 87.41 80.03 75.36
Mp+a 22.21 89.2 81.86 79.05 32.51 87.88 80.26 76.34

en→X average

NLLB-3.3B 33.56 83.1 77.12 67.59
ALMA-7B-R 25.21 87.52 80.65 77.38

Mp 27.26 86.68 80.4 75.36
Mp+a 26.17 87.56 80.66 76.73

Table 25: WMT’23 COMET and sacreBLEU scores for en→X directions. XCOMET = Unbabel/COMET-XCOMET-XXL,
KIWI-22 = Unbabel/COMET-wmt22-cometkiwi-da, KIWI-XXL = Unbabel/COMET-wmt23-cometkiwi-da-xxl.
We reproduce all baseline model results. Best results per eval metric is shown in bold and second best is underlined.

BLEU XCOMET KIWI-22 KIWI-XXL BLEU XCOMET KIWI-22 KIWI-XXL

de→en ru→en

NLLB-3.3B 35.26 81 77.69 72.96 31.74 84.17 79.88 77.1
ALMA-7B-R 28.59 84.71 78.68 76.08 31.78 88.94 80.97 80.57

Mp 28.32 84.05 78.48 75.43 31.6 88.27 80.7 79.81
Mp+a 28.31 85.01 78.66 76.06 31.69 88.67 80.94 80.35

zh→en X→en average

NLLB-3.3B 22.15 82.77 77.15 71.89 29.72 82.65 78.24 73.98
ALMA-7B-R 22.51 89.01 79.6 77.63 27.63 87.55 79.75 78.09

Mp 22.71 88.35 79.46 77.36 27.54 86.89 79.55 77.53
Mp+a 22.5 88.99 79.57 77.79 27.5 87.56 79.72 78.07

Table 26: WMT’23 COMET and sacreBLEU scores for X→en directions. XCOMET = Unbabel/COMET-XCOMET-XXL,
KIWI-22 = Unbabel/COMET-wmt22-cometkiwi-da, KIWI-XXL = Unbabel/COMET-wmt23-cometkiwi-da-xxl.
We reproduce all baseline model results. Best results per eval metric is shown in bold and second best is underlined.



BLEU XCOMET KIWI-22 KIWI-XXL BLEU XCOMET KIWI-22 KIWI-XXL

en→de en→cs

NLLB-3.3B 34.16 95.62 83.35 82.36 36.27 89.29 84.15 81.65
ALMA-7B-R 27.01 96.68 83.41 83.94 25.21 90.24 84.95 86.49

Mp 27.7 95.84 83.26 82.58 27.26 89.67 84.45 83.87
Mp+a 27.52 96.4 83.21 83.24 25.65 90.37 84.8 85.6

en→is en→zh

NLLB-3.3B 23.46 79.3 79.63 75.42 31.91 81.42 75.05 65.62
ALMA-7B-R 20.81 85.45 81.53 83.94 30.5 89.66 81.88 82.77

Mp 22.19 86.71 81.74 83.33 32.57 89.87 81.9 81.57
Mp+a 22.11 87.26 81.68 83.71 31.85 90.31 82.08 82.67

en→ru en→X average

NLLB-3.3B 30.22 91.08 83.35 82.35 31.2 87.34 81.11 77.48
ALMA-7B-R 23.43 93.35 84.04 86.5 25.39 91.08 83.16 84.72

Mp 24.93 92.3 83.8 84.45 26.93 90.88 83.03 83.16
Mp+a 23.79 93.19 84.06 86.15 26.18 91.51 83.17 84.27

Table 27: WMT’22 COMET and sacreBLEU scores for en→X directions. XCOMET = Unbabel/COMET-XCOMET-XXL,
KIWI-22 = Unbabel/COMET-wmt22-cometkiwi-da, KIWI-XXL = Unbabel/COMET-wmt23-cometkiwi-da-xxl.
We reproduce all baseline model results. Best results per eval metric is shown in bold and second best is underlined.

BLEU XCOMET KIWI-22 KIWI-XXL BLEU XCOMET KIWI-22 KIWI-XXL

de→en cs→en

NLLB-3.3B 29.45 91.35 81.02 82.11 49.03 85.94 81.72 80.25
ALMA-7B-R 31.32 93.6 81.4 83.61 43.71 89.32 82.37 82.91

Mp 31.09 93.2 81.18 82.76 43.44 88.88 82.19 81.96
Mp+a 30.94 93.69 81.31 83.31 42.94 89.6 82.36 82.57

is→en zh→en

NLLB-3.3B 34.27 74.8 79.87 79.22 20.96 82.28 75.38 68.36
ALMA-7B-R 38.86 86.6 81.49 85.63 22.32 89.47 78.9 76.5

Mp 39.32 86.43 81.42 85.63 22.1 88.79 78.61 75.95
Mp+a 38.61 86.54 81.41 85.54 22.08 89.25 78.68 76.31

ru→en X→en average

NLLB-3.3B 40.17 89.43 80.87 78.39 34.78 84.76 79.77 77.67
ALMA-7B-R 38.91 92.27 81.57 81.22 35.02 90.25 81.15 81.97

Mp 39.1 91.94 81.35 80.8 35.01 89.85 80.95 81.42
Mp+a 38.47 92.54 81.55 81.08 34.61 90.33 81.06 81.76

Table 28: WMT’22 COMET and sacreBLEU scores for X→en directions. XCOMET = Unbabel/COMET-XCOMET-XXL,
KIWI-22 = Unbabel/COMET-wmt22-cometkiwi-da, KIWI-XXL = Unbabel/COMET-wmt23-cometkiwi-da-xxl.
We reproduce all baseline model results. Best results per eval metric is shown in bold and second best is underlined.


