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Abstract

Federated Class Incremental Learning (FCIL) aims to collaboratively process
continuously increasing incoming tasks across multiple clients. Among various
approaches, data replay has become a promising solution, which can alleviate
forgetting by reintroducing representative samples from previous tasks. However,
their performance is typically limited by class imbalance, both within the replay
buffer due to limited global awareness and between replayed and newly arrived
classes. To address this issue, we propose a class-wise balancing data replay
method for FCIL (FedCBDR), which employs a global coordination mechanism for
class-level memory construction and reweights the learning objective to alleviate
the aforementioned imbalances. Specifically, FedCBDR has two key components:
1) the global-perspective data replay module reconstructs global representations
of prior task in a privacy-preserving manner, which then guides a class-aware and
importance-sensitive sampling strategy to achieve balanced replay; 2) Subsequently,
to handle class imbalance across tasks, the task-aware temperature scaling module
adaptively adjusts the temperature of logits at both class and instance levels based
on task dynamics, which reduces the model’s overconfidence in majority classes
while enhancing its sensitivity to minority classes. Experimental results verified
that FedCBDR achieves balanced class-wise sampling under heterogeneous data
distributions and improves generalization under task imbalance between earlier
and recent tasks, yielding a 2%-15% Top-1 accuracy improvement over six state-
of-the-art methods.

1 Introduction

Federated learning (FL) is a distributed machine learning paradigm that enables collaborative training
of a shared global model across multiple data sources [} 2| 3, 14, |5]. It periodically performs
parameter-level interaction between clients and the server instead of gathering clients’ data, which
can enhance data privacy while leveraging the diversity of distributed data sources to build a more
generalized global model [6, 7, 1819} 110, [11]. This mechanism makes it widely applicable to various
fields [12, 13} 14} [15, [16]]. Building upon this foundation, Federated Class-Incremental Learning
(FCIL) extends FL by introducing dynamic data streams where clients sequentially encounter different
task classes under non-independent and identically distributed data [17, [18} 19} 20} 21]]. However,
this amplifies the inherent complexities of FL, as the global model must integrate heterogeneous and
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Figure 1: Motivation of the FedCBDR. Traditional data replay strategies typically focus on local
information and, due to the lack of global awareness, often result in imbalanced class distributions
during replay. FedCBDR aims to explore global information in a privacy-preserving manner and
leverage it for sampling, which can alleviate the class imbalance problem.

evolving knowledge from clients while mitigating catastrophic forgetting, despite having no or only
limited access to historical data [22, 23} 124].

To address the challenge of catastrophic forgetting in FCIL, data replay has emerged as a promising
strategy for retaining knowledge from previous tasks. Existing replay-based methods can be broadly
categorized into two types: generative-based replay and exemplar-based replay. The former leverages
generative models to synthesize representative samples from historical tasks [23} 25| [26]]. Its core
idea is to learn the data distribution of previous tasks and internalize knowledge in the form of model
parameters, enabling the indirect reconstruction of prior knowledge through sample generation when
needed [19, 27]. However, they often overlook the computational cost of training generative models
and are inherently constrained by the quality and fidelity of the synthesized data [23| 28| 29]. In
contrast, exemplar-based replay methods directly store real samples from previous tasks, avoiding the
complexity of generative processes while leveraging high-quality raw data to ensure robust retention
of prior knowledge [[17, 28l 130} [31]. These methods rely on a limited set of historical samples to
maintain the decision boundaries of previously learned task classes. However, due to the lack of a
global perspective on data distribution across clients, these methods are prone to class-level imbalance
in replayed samples, which undermines the model’s ability to retain prior knowledge [30, 31].

To address these issues, this paper proposes a class-wise balancing data replay method for FCIL,
termed FedCBDR, which incorporates the global signal to regulate class-balanced memory construc-
tion, aiming to achieve distribution-aware replay and mitigate the challenges posed by non-1ID
client data, as illustrated in Figure [T} Specifically, FedCBDR comprises two primary modules: 1)
the global-perspective data replay (GDR) module reconstructs a privacy-preserving pseudo global
representation of historical tasks by leveraging feature space decomposition, which enables effective
cross-client knowledge integration while preserving essential attributes information. Furthermore, it
introduces a principled importance-driven selection mechanism that enables class-balanced replay,
guided by a globally-informed understanding of data distribution; 2) the task-aware temperature
scaling (TTS) module introduces a multi-level dynamic confidence calibration strategy that combines
task-level temperature adjustment with instance-level weighting. By modulating the sharpness of the
softmax distribution, it balances the predictive confidence between majority and minority classes,
enhancing the model’s robustness to class imbalance between historical and current task samples.

Extensive experiments were conducted on three datasets with different levels of heterogeneity,
including performance comparisons, ablation studies, in-depth analysis, and case studies. The results
demonstrate that FedCBDR effectively balances the number of replayed samples across classes and
alleviates the long-tail problem. Compared to six state-of-the-art existing methods, FedCBDR achieves
a 2%-15% Top-1 accuracy improvement.

2 Related Work

2.1 Exemplar-based Replay Methods

In FCIL, exemplar-based replay methods aim to mitigate catastrophic forgetting by storing and
replaying a subset of samples from previous tasks. They typically maintain a small exemplar buffer
on each client, which is used during training alongside new task data to preserve knowledge of



previously learned classes [17} 30, 1311 [32] 33| 134]. For example, GLFC alleviates forgetting in
FCIL by leveraging local exemplar buffers for rehearsal, while introducing class-aware gradient
compensation and prototype-guided global coordination to jointly address local and global forgetting
[L7]. Moreover, Re-Fed introduces a Personalized Informative Model to strategically identify and
replay task-relevant local samples, enhancing the efficiency of buffer usage and further reducing
forgetting in heterogeneous client environments [30]. However, the lack of global insight in local
sample selection often results in class imbalance, while the long-tailed distribution between replayed
and current data is frequently overlooked, degrading the effectiveness of data replay [30} 31].

2.2 Generative-based Replay Methods

Generative replay methods aim to reconstruct the samples of past tasks through techniques such as
generative modeling [[19} 23] 27, 135} 36], which enables the model to revisit historical knowledge
to mitigate catastrophic forgetting. Following this line of thought, TARGET generates pseudo
features through a globally pre-trained encoder and performs knowledge distillation by aligning the
current model’s predictions with those of a frozen global model [27]; LANDER utilizes pre-trained
semantic text embeddings as anchors to synthesize meaningful pseudo samples, and distills knowledge
by aligning the model’s predictions with class prototypes derived from textual descriptions [19]].
However, these methods are typically limited by the high computational cost of training generative
models and the suboptimal performance caused by low-fidelity pseudo samples [19, [27].

2.3 Knowledge Distillation-based Methods

Knowledge distillation-based methods generally follow two paradigms. The first focus om aligning
the output predictions of the current model with those of previous models, which aims to preserve
task-specific decision boundaries [37, 38} 39, 40, |41 142}, 43| /44| |45]. The second estimates the
importance of model parameters for previously learned tasks and performs regularization to prevent
forgetting (46l 47]. Both approaches avoid storing raw data but are prone to knowledge degradation
over time, especially as the number of tasks increases [37,46].

3 Preliminaries

We consider a federated class-incremental learning (FCIL) setting, where a central server aims to
collaboratively train a global model with the assistance of K distributed clients. Each client k receives

a sequence of classification tasks {D,(;)7 D,(f), e D,(:) }, where each task introduces a disjoint set of
new classes. Upon the arrival of task ¢, the global model parameters 6, are optimized to minimize

the average loss over the union of all samples seen so far, i.e., D! = Uizl Uszl D,(CS), by solving
. t K N s
ming ey S0y S, S L) 0), ).

In replay-based methods, each client maintains a memory buffer with a fixed budget of M samples.
When task ¢ arrives, the client selects up to N representative samples from each of the previous
tasks {1,...,t — 1}, subject to the total memory constraint. The resulting memory set is denoted
by BIY = Ji2! (33,(;2, y,(:z) N |, where N is the number of samples stored per task and B’

satisfies |B,(:71)| < M. The local training set on client k& then becomes D,(fylrain = D,(f) U B,(ffl),
combining current and replayed samples. Based on these local datasets, the server updates the global

model by minimizing the aggregated loss: ming Zle Z(%y)epﬁmn L(fr(z;0),y).

4 Class-wise Balancing Data Replay for Federated Class-Incremental
Learning

This section presents an effective active data selection method for FCIL, which aims to explore global
data distribution to balance class-wise sampling. Moreover, it leverages temperature scaling to adjust
the logits, which can alleviate the imbalance between samples from previously learned and newly
introduced tasks. Figure[2]and Algorithm I]illustrates the framework of the proposed FedCBDR.
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Figure 2: Illustration of the FedCBDR framework. It first trains local models using samples from
current and previous tasks. After a fixed number of communication rounds, each client extracts local
sample features using the global model and applies inverse singular value decomposition (ISVD) to
obtain pseudo features. The server then aggregates both local models and pseudo features, performs
SVD on the features, and selects representative samples based on leverage scores. The corresponding
sample indices are sent back to the clients for balanced replay.

4.1 Global-perspective Data Replay (GDR)

Due to privacy constraints, traditional data replay strategies typically rely on local data distributions.
However, the absence of global information often leads to class imbalance in the replay buffer. To
address this, the GDR module aggregates local informative features into a global pseudo feature set,
enabling exploration of the global distribution without exposing raw data.

Inspired by Singular Value Decomposition (SVD) [48l 149]], we first generate a set of random orthogo-
D x| D

nal matrices: a client-specific matrix P,Ei) Rl | for each client  and task 1, and a globally
shared matrix Q) € R%*? where d denotes the dimension of the feature. Each client encrypts its

local feature matrix X ,g’) =M g(D,(j)) via Inverse Singular Value Decomposition (ISVD):
x = pPPxMQM, (1)

and uploads the encrypted matrix X ,Ef) to the server, where M,(-) is the feature extractor of the

global model. The server then aggregates all encrypted matrices into a global matrix X OF
X @ :concat{X,ii) |k=1,...,K}, 2)
and performs SVD as follows:

x @ — U(i)/z(i)/v(i)"r7 3)
where U™’ ¢ RnXxn, »@® ¢ R™*d and 7AQNN= R%4 with n denoting the total number of samples
from all clients. Next, the server extracts a submatrix of the left singular vectors for each client k by:

U = 7,(UD') e RIPL xn @)

where Zj(-) denotes a row selection function that returns the indices corresponding to client k’s
samples. To quantify the importance of local samples within the global latent space, client £ computes
a leverage score [50} 51, 152]] for j-th sample of task 7 as:

il = el , UP |2, )

where ¢; ; denotes the j-th standard basis vector in task i. Notably, a higher leverage score in-
dicates that the sample has a larger projection in the low-dimensional latent space, suggesting
that it contributes more significantly to the global structure and is more representative. More-
over, clients send their leverage scores to the server, which aggregates them into a global vector

Tt = COIICEIt{T;’j |k =1,..,K;j=1,..,n}} and normalizes it to obtain a sampling distribution:

==t ©)



Algorithm 1 FEDCBDR

1: Initialize: R: number of communication rounds; K: number of clients; ¢: number of tasks; 0,:
global model parameters; 3} : replay buffer for historical tasks on client k; Dj: local data of
task s on client k.

2: for eachtask s = 1to ¢t do
3 for each communication round » = 1 to R do
4 for each client £ = 1 to K do
5: Initialize local model parameters: 0y < 0,
6 if s == 1 then
7 Sample a mini-batch ¢ from ’D(,l), and update 0, using Eq.
8: else
9: Store the historical task data corresponding to globally sampled IDs into 5.
10: Sample a mini-batch ¢ from D,(f) U B, and update 6}, using Eq.
11: Compute pseudo-features based on Eq.|1} and upload them to the server.
12: end if
13: end for
14: if » < R then
15: Aggregate local model parameters across clients.
16: else
17: Aggregate model parameters and pseudo-features from all clients using Eq.[2]
18: Perform Global Sampling based on Egs. and send the selected sample IDs back to
the corresponding clients.
19: end if
20:  end for
21: end for

22: // Global Sampling Procedure

23: Form the global feature pool X (*) by aggregating all pseudo-features via Eq. ).

24: Perform singular value decomposition (SVD) using Eq. [3]to extract key attributes.

25: Compute leverage scores for each client’s samples using Eqs. AH3] and normalize globally using
Eq.[q

26: Perform sampling and adjust the probabilities of the selected samples accordingly.

Subsequently, we perform i.i.d. sampling based on the distribution p = {pfc’j lk=1,..,K;j =

1,...,n%}. Once asample x is selected, its sampling weight is adjusted to ﬁel, where ng denotes

the number of selected samples and p,, is the original sampling probability of z, e, is the standard
basis vector of z. This adjustment ensures unbiased estimation during aggregation. Following the
sampling procedure, the server communicates the selected sample indices to their respective clients,
where the corresponding data points are subsequently marked for further use.

4.2 Task-aware Temperature Scaling (TTS)

Due to limited replay budgets, samples from previous tasks are often much fewer than those from the
current task, leading to class imbalance and poor retention of past knowledge. To mitigate this, the
TTS module dynamically adjusts sample temperature and weight based on task order, enhancing the
contribution of tail-class samples during optimization.

Specifically, we use a lower temperature to sharpen logits for samples from earlier tasks. Furthermore,
to further amplify the optimization effect of tail-class samples during training, we also leverage a
re-weighted cross-entropy loss, i.e.,

Now old _new Niew old new
: : 1 293¢ 2%
Lrrs = ﬁ E wolg - CE (yi, Softmax (Concat (ZL , Zi ))) + - g Wnew - CE (l}j«, Softmax (Concat ( L, 77) >> @)
new 77

izl Told  Tnew Told  Tnew

where Nyg and N, denote the number of samples from the previous and newly arrived task,
respectively; y; and y; are the ground-truth labels; 291 and 2% denote the logits corresponding to
old classes and new classes, respectively; 7,1q and 7,y are the temperature scaling factors for previous
and newly arrived task samples; woq and wyey are the corresponding sample weights; CE(+) denotes



Table 1: Statistics of the datasets used in experiments.

Datasets | #Class | #Training | #Testing | Image Size | Federated Settings

\ \ \ \ | Clients Tasks Heterogeneity

CIFAR10 10 50,000 10,000 32 x 32 5/10 3/5 0.5/1.0
CIFAR100 100 50,000 10,000 32 x 32 5/10  5/10 0.1/0.5/1.0
TinyImageNet | 200 100,000 | 10,000 64 x 64 5/10  10/20  0.1/0.5/1.0

the cross-entropy loss function; and Softmax(z/7) is the temperature-scaled softmax function used
to adjust the sharpness of the output distribution.

4.3 Training Strategy

The training strategy consists of two stages to progressively address the evolving challenges in
federated class-incremental learning. Algorithm I]presents the pipeline of the FedCBDR.

Stage 1: Initial Task Optimization. In the first task, client k learns from local data using the
standard cross-entropy loss, i.e.,

rréin %Z?;CE(%‘? Softmax( fy, (x:))), (8)

Stage 2: Class-Incremental Optimization. As new tasks arrive and class imbalance emerges
between previous and current tasks in client k, we employ L7 to mitigate the imbalance, i.e.,

Naig old new Niew old (. . new
ming, ﬁ Z wod - CE (,1/1, Softmax (C()ncat (M, M) )) + % Z Whew - CE <y7 Softmax (Comrat (M M) )) (9)

= Told Thew Noew 7= old

where x; is the input sample, y; is the corresponding ground-truth, fgld(x) and fye(z) represent the

outputs of the model corresponding to old and new classes, respectively. Softmax(-) converts the
logits into a probability distribution.

S Experiments

5.1 Experiment Settings

Datasets. Following existing studies [27, 30], we conducted all experiments on three commonly
used datasets, including CIFAR10 [153}154], CIFAR100 [53,154]] and TinyImageNet [55] to validate
the effectiveness of the FedCBDR. We simulate heterogeneous data distributions across clients using
the Dirichlet distribution with parameters 5 = {0.1,0.5,1.0}, where smaller values of 5 correspond
to higher level of data heterogeneity. The statistical details are presented in the Table[T}

Evaluation Metric. Following prior studies [19, 156, 57, 58], we adopt Top-1 Accuracy as the
evaluation metric, defined as Accuracy = Neorrect/Niotal, Where Neorreer and Niory denote the number
of correct predictions and the total number of samples, respectively.

Implementation Details. In the experiments, the number of clients is fixed at K = 5, with each
client running local epochs E' = 2 per round, using a batch size B = 128. For all datasets, we adopt
ResNet-18 as the backbone, with the classifier’s output dimension dynamically updated as tasks
progress and conduct 7" = 100 communication rounds per task. The SGD optimizer is employed
with a learning rate of 0.01 and a weight decay of 1 x 10~°. The number of stored samples per task
varies by dataset and split setting: for CIFAR10, 450 samples are stored under 3-task splits and 300
under 5-task splits; for CIFAR100, 1,000 samples are used for 5-task splits and 500 for 10-task splits;
for TinyImageNet, 2,000 samples are stored for 10-task splits and 1,000 for 20-task splits. For the
temperature and weighted parameters, we select 7;4 € {0.8,0.9} and wy;q € {1.1,1.2,1.3,1.4}
for previous tasks, while 7,,¢,, € {1.1,1.2} and wyeq, € {0.7,0.8,0.9} are used for newly arrived
tasks. Moreover, the hyperparameters of baselines are tuned based on their original papers for fair
comparison. And training on each client is performed using an NVIDIA RTX 3090 GPU (24 GB).



Table 2: Performance comparison between FedCBDR and baselines across three datasets under
varying levels of heterogeneity (3). CIFAR1O0 is divided into 3 tasks, CIFAR100 into 5 tasks, and
TinyImageNet into 10 tasks. All methods were executed under three different random seeds, and both

the mean and standard deviation of the results are reported. The best results are bolded.

CIFAR10

CIFAR100

TinyImageNet

Method

B=05 B=1.0

f=0.1 =05 p=1.0

B=01 p=05 PB=1.0

Finetune
FedEWC
FedLwF
TARGET
LANDER
Re-Fed

38.71457 40.49,5 0
39.93, 11 42.7040 5
56.0311.6 58.2945.6
44.17 144 5449445
53.90439 60.7941 4
53.46455 60.73 443

151742292 1675426 17.1541 3
18.3012.4 20.7045.3 21.2243 4
3397426 37.0943.1 4191425
30.1543.6 33.474+4.3 35254920
44.07 133 47.63 137 5277114
32.67137 3842199 45284256

6.30108 694107 7.364056
1181100 1147210 14.8711
10.7141.4 10.184¢0.9 1249414
13.80108 15.0241 0 1636410
1573417 1593413 16.0541 1

FedCBDR

64.11,, 2 65.204; 9

46.40.1 ¢ 49.76.15.7 52.0611 5

18.37 111 18.861¢.9 18.78,1 0.9

Table 3: Performance comparison between FedCBDR and baselines across three datasets under
varying levels of heterogeneity (/3). CIFAR10 is divided into 5 tasks, CIFAR100 into 10 tasks, and
TinyImageNet into 20 tasks. All methods were executed under three different random seeds, and both

the mean and standard deviation of the results are reported. The best results are bolded.

CIFAR10

CIFAR100

TinyImageNet

Method

B=05 B=1.0

B=01 B=05 B=1.0

B=01 pB=05 PB=1.0

Finetune
FedEWC
FedLwF
TARGET
LANDER
Re-Fed

1978403 23.34495
20.11 497 28.97 405
38.76105 52.95151
3527417 48.2841 5
40.224 0.4 58.07 454
54.94, 51 58.19.0 5

722411 939107 9.64i05
8.08403 11.694107 12.19,, 7
18.7311.1 25.3040.6 2821110
13.61208 21.0940.4 242211 4
2779119 33.51 405 3742415
2933113 39.54.1 5 40.96 1 ;

3.4040.4
3.5040.3
3.6710.4
532406

3734105 395103
458404 5.08409
661506 102211 5
539106 5.72405
8.8940.6 857405 1045406
936400 1144107 1227414

FedCBDR

61.18, ;5 6542, g

45111, 9 46.511 16 47.7911 4

12.5810.4 14.47 1.7 15.691¢ 6

5.2 Performance Comparison

To evaluate the effectiveness of the proposed FedCBDR, we compare it with six representative baseline
methods: Finetune [[19], FedEWC [46]], FedLwF [37]], TARGET [27]], LANDER [19]], and Re-Fed
[30]. As reported in Table|2|and Table 3| the results can be summarized as follows:

* FedCBDR achieves the highest Top-1 accuracy in most cases across the three datasets under varying
levels of heterogeneity and task splits. The only suboptimal result occurs on CIFAR100 with 5 tasks
and § = 1.0, where FedCBDR (52.06%) performs slightly worse than LANDER (52.77%). This
demonstrates the adaptability and robustness of the proposed FedCBDR across complex settings.

Despite LANDER attains the best performance on CIFAR100 under the 5-task and 8 = 1.0 setting,
it demands the generation of more than 10,000 samples per task, and the overhead of training its
data generator surpasses that of the federated model, raising concerns about its scalability.

Knowledge distillation-based methods like FedLwF perform well on simpler tasks (CIFAR10) by
using pretrained knowledge to guide local models. However, their performance drops on more
complex or heterogeneous tasks due to limited adaptability to local variations.

Given an equal memory budget, class-balanced sampling (FedCBDR) consistently achieves supe-
rior performance compared to class-imbalanced strategy (Re-Fed), as it ensures more equitable
representation across categories and effectively mitigates class-level forgetting in FCIL scenarios.

5.3 Ablation Study

In this section, we conducted an ablation study to investigate the contributions of key modules,
including the Global-perspective Active Data Replay (GDR) module and the Task-aware Temperature
Scaling (TTS) module. Table ] presents the results, which can be summarized as follows:



Table 4: Ablation results under different levels of data heterogeneity and task splitting settings.
“3/5/10” denotes CIFAR10 with 3 tasks, CIFAR100 with 5 tasks, and TinyImageNet with 10 tasks;
“5/10/20” represents 5, 10, and 20 tasks respectively.

Task Method CIFAR10 CIFAR100 TinyImageNet

Splitting B=0.5 pB=10 | p=0.1 B=0.5 pB=1.0 | A=0.1 B=0.5 B=1.0
Finetune 38.71i3_7 40-49i3.0 15~17i2.2 16-75i2.6 l7.15i1_3 6.06i0_9 6.00i0_g 6.40i0_5

3/5/10 +GDR  [62.13151 63.8141.9|4528415 47.6640.9 51.4711.7(17.24106 17.89405 18.04104
+TTS 4134493 42.55122(17.32405 17.1440.4 1932405| 6.67102 692403 727104
+GDR+TTS 64.11:{:1'2 65.20:‘:1'9 46.40:{:1'6 49.76:‘:2'7 52.06:‘:1‘5 18.37:‘:1'1 18.86:‘:0‘9 18.78i0‘9

Finetune 1978i23 23~34i2.8 7~22i1.1 9.3910.7 9.64i0‘5 3.4010.4 3.73:&0‘5 3-95i0A3

/1000 | +ODR 593451 63.20456(44.04115 4633405 46.5010.8| 1144105 1385205 1451106
+TTS  [22.43104 25.81.191| 831402 1021105 10.3340.4] 3.78205 404104 416405
+GDR+TTS|61.1841 5 654211 5|45.11 12 46.51416 47.7911.4|12.58.0.4 14.47 107 15.69. 06

* Incorporating the GDR module substantially improves performance across all cases, particularly
under high data heterogeneity (5 = 0.1), demonstrating its effectiveness in alleviating catastrophic
forgetting even with a limited number of replay samples in federated class-incremental learning.

* Using the TTS module alone leads to consistent improvements over Finetune, highlighting its
effectiveness in addressing intra-client class imbalance through temperature scaling. This contri-
bution to better generalization is particularly evident under the more challenging "5/10/20" task
splitting scenario.

* The integration of both modules results in the best overall performance, consistently achieving
the highest Top-1 accuracy across various datasets and heterogeneity levels. This stems from their
complementary strengths: the GDR module mitigates inter-task forgetting, while the TTS module
alleviates both intra- and inter-client class imbalance.

5.4 Performance Evaluation of FedCBDR under Incremental Tasks
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Figure 3: Performance comparison of all methods across varying task splits on CIFAR10 (3/5 tasks),
CIFAR100 (5/10 tasks), and TinyImageNet (10/20 tasks) with 5 = 0.5.

This section investigates the performance of FedCBDR and the baselines in incremental cases on
three datasets. Figure 3| presents the average accuracy of all methods on both current and previous
tasks. Notably, FedCBDR consistently outperforms other baseline methods across all task splits, with
its accuracy curves remaining higher throughout the incremental process. Furthermore, FedCBDR
exhibits a slower performance degradation as the number of tasks increases, indicating stronger
resistance to catastrophic forgetting. In addition, it maintains significantly higher accuracy on
later tasks, especially in challenging settings such as CIFAR100 and TinyImageNet with 10 tasks,
highlighting its ability to balance knowledge retention and adaptation to new classes.

5.5 Quantitative Analysis of Replay Buffer Size on Test Accuracy

In this section, we evaluate the performance of Re-Fed and FedCBDR under different buffer size M
settings, and additionally include LANDER, which generates 10,240 synthetic samples for each task.
As shown in Table[5] FedCBDR exhibits more significant performance advantages over Re-Fed under
limited memory settings, and even surpasses LANDER, which relies on a large-scale generative replay
buffer. Furthermore, as the buffer size increases, FedCBDR demonstrates more stable and significant
performance improvements. This indicates that the method can effectively leverage larger replay
buffers for continuous optimization. However, Re-Fed exhibits noticeable performance fluctuations



Table 5: Comparison of model performance with varying memory size M across datasets.

Methods \ CIFAR10 CIFAR100 | TinyImageNet
|M=150 M=300 M=450 M=500 M=1000 M=1500 | M=2000 M=2500
LANDER (10240) 52.90 47.05 14.77
Re-Fed 4723 5347 54.66 | 33.89 38.42 47.84 15.89 16.78
FedCBDR 51.99 59.02 63.81 | 40.12 49.66 55.94 18.33 19.41

under small and medium buffer settings. In particular, its accuracy is significantly lower than that of
FedCBDR on CIFAR100 with M = 500 and TinyImageNet with M = 2000, indicating its limited
ability to mitigate inter-class interference and retain knowledge from previous tasks. These findings
validate that, under the same buffer budget, a balanced sampling distribution is more effective than an
imbalanced one in alleviating forgetting and improving overall model performance.

5.6 Sensitivity Analysis of FedCBDR on Temperature and Weighted Hyperparameters
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Figure 4: Performance of FedCBDR on CIFAR100 (3 = 0.5, 5-task split) under varying temperature
(Tota € {0.5,0.7,0.9}, Thew € {1.1,1.5,2.0}) and weighted (woq € {1.1,1.5,2.0}, Wpew €
{0.5,0.7,0.9}) settings.

Figure @] gives a sensitivity analysis of FedCBDR with respect to temperature and sample weighting
hyperparameters. Overall, temperature scaling and sample re-weighting help mitigate class imbalance,
but model performance varies considerably with different hyperparameter settings. The model
achieves better overall performance when wyjq = 1.1, wpew = 0.9, 7519 = 0.9, and 7ey = 1.1. This is
because slightly higher weight and temperature for previous-task samples help retain old knowledge,
while lower weight and higher temperature for newly arrived samples reduce overfitting and improve
adaptation. However, inappropriate hyperparameter choices may harm performance. For instance, a
large Tyew (€.g., 2.0) leads to overly smooth predictions, reducing discrimination among newly arrived
classes. These results emphasize the need for proper tuning to ensure balanced learning.

5.7 Comparison of Per-Class Sample Distributions in the Replay Buffer
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Figure 5: Comparison of per-class sample distributions in the replay buffer between FedCBDR and
Re-Fed on the CIFAR100 dataset, under a heterogeneity level of 5 = 0.5 and a 5-task split case.

To evaluate the effectiveness of FedCBDR in balancing class-wise sampling, Figure [5]illustrates the
per-class sample distributions in the replay buffer between FedCBDR and Re-Fed across different
task stages. Overall, across different task stages, FedCBDR (orange bars) exhibits a per-class sample
distribution that is consistently closer to the average level (red line), whereas Re-Fed shows noticeable
skewness and fluctuations. This indicates that FedCBDR is more effective in achieving balanced
class-wise sampling in the replay buffer. In addition, FedCBDR ensures that no class is overlooked



during sampling, while Re-Fed may fail to retain certain classes in the replay buffer—for example,
class 79 is missing in Task 4 under Re-Fed. This highlights the robustness of FedCBDR in maintaining
class coverage throughout incremental learning.

5.8 Visualization of Model Attention and Temperature-aware Logits Adjustment
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Figure 6: Case studies of model attention and the effect of temperature-aware logits adjustment on
CIFARI10 (5 = 0.5, 3-task split).

This section presents case studies comparing prediction confidence and attention focus using Grad-
CAM [59, 60, visualizations. As shown in Figure[6{a-c), in the absence of data replay,
the model struggles to correctly classify samples from previous tasks and fails to attend to the
relevant target regions. The incorporation of data replay in FedCBDR alleviates this issue by correcting
predictions and guiding attention back to semantically important areas. Despite partially mitigating
forgetting, data replay alone may still lead to misclassification or low-confidence predictions for tail
classes with limited samples. The integration of temperature scaling (T) and sample re-weighting
(W) in the TTS module enables the model to better distinguish confusing classes through temperature
adjustment, improving tail class accuracy and enhancing prediction stability, as depicted in Figure
[l(d-f). These findings demonstrate the crucial role of the collaboration between both modules in
mitigating knowledge forgetting during incremental learning.

6 Conclusions and Future Work

To address the challenge of inter-class imbalance in replay-based federated class-incremental learning,
we propose FedCBDR that combines class-balanced sampling with loss adjustment to better exploit
the global data distribution and enhance the contribution of tail-class samples to model optimization.
Specifically, it uses SVD to decouple and reconstruct local data, aggregates local information in
a privacy-preserving manner, and explores i.i.d. sampling within the aggregated distribution. In
addition, it applies task-aware temperature scaling and sample re-weighting to mitigate the long-tail
problem. Experimental results show that FedCBDR effectively reduces inter-class sampling imbalance
and significantly improves final performance.

Despite the impressive performance of FedCBDR, there remain several directions worth exploring to
address its limitations. Specifically, we plan to investigate lightweight sampling strategies to reduce
feature transmission costs in FedCBDR, and to develop more robust post-sampling balancing methods
that mitigate class imbalance with less sensitivity to hyperparameters [64} (65 66, [67]. Moreover,
extending FedCBDR to more complex scenarios [68), is a promising direction.
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A Appendix

A.1 Experimental Results

A.1.1 Performance Comparison

To thoroughly verify the effectiveness of the proposed FedCBDR, we compare its performance against
various baselines under the setting of 10 clients. Based on the original implementations, we generate
10,240 synthetic samples per task for both TARGET and LANDER. The data replay configurations
for Re-Fed and FedCBDR follow the settings outlined in Section [5.1] The results are presented in
Tables [6and [7] Consistent with the results shown in Tables [2] and [3] FedCBDR achieves the best
performance across all cases. Notably, FedCBDR achieves over a 10% gain compared to the
second-best performing method in several settings.

Table 6: Performance comparison between FedCBDR and baseline methods across CIFAR-10, CIFAR-
100, and TinyImageNet under varying levels of data heterogeneity (Dirichlet parameter 3). Specifi-
cally, CIFAR-10 is split into 3 tasks, CIFAR-100 into 5 tasks, and TinyImageNet into 10 tasks. The
number of clients is fixed at 10, and all experiments are conducted with a random seed of 2023 to
ensure reproducibility. The best results are bolded.

CIFAR10 CIFAR100 TinyImageNet
5=0.5 p=1.0 | f=0.1 =05 p=1.0 | =0.1 pB=0.5 [B=1.0

FedEWC 36.40 42.00 15.19 18.66 19.50 6.19 7.23 7.78
FedLwF 48.24 49.11 27.02 37.92 41.77 10.67 13.02 14.73
TARGET 38.23 41.11 18.34 23.59 25.71 7.45 8.29 8.87
LANDER 41.54 45.52 30.83 43.69 47.29 12.33 15.18 15.64

Re-Fed 45.49 52.22 31.81 36.40 37.95 9.28 11.48 12.10
FedCBDR 59.80 62.59 42.25 47.90 48.55 14.81 16.54 17.43

Method

Table 7: Performance comparison between FedCBDR and baseline methods across CIFAR-10, CIFAR-
100, and TinyImageNet under varying levels of data heterogeneity (Dirichlet parameter 3). Specifi-
cally, CIFAR-10 is split into 5 tasks, CIFAR-100 into 10 tasks, and TinyImageNet into 20 tasks. The
number of clients is fixed at 10, and all experiments are conducted with a random seed of 2023 to
ensure reproducibility. The best results are bolded.

CIFAR10 CIFAR100 TinyImageNet
B=05 B=1.0 | =01 B=0.5 pB=1 | B=0.1 B=0.5 pB=1.0

FedEWC 20.18 23.33 6.68 10.98 12.30 3.27 4.80 4.89
FedLwF 43.31 46.79 13.82 17.79 27.80 4.50 5.71 9.07
TARGET 21.60 28.39 12.11 16.64 17.14 3.45 4.88 5.01
LANDER 27.24 3221 10.74 25.87 31.79 4.74 12.05 13.21
Re-Fed 38.28 39.22 28.08 33.52 37.27 7.95 8.53 10.13
FedCBDR 51.71 59.57 37.42 43.82 4550 11.51 14.45 15.25

Method

A.1.2 Performance Evaluation of FedCBDR under Incremental Tasks

We evaluate the performance evolution of FedCBDR and competing methods under a 10-client setting
across incremental tasks on three benchmark datasets. Specifically, CIFAR-10 is split into 3 tasks
(8 = {0.5,1.0}), CIFAR-100 into 5 tasks (5 = {0.1,0.5,1.0}), and TinyImageNet into 10 tasks
(8 = {0.1,0.5,1.0}). As shown in Figure [/, FedCBDR consistently outperforms all baseline
methods across incremental tasks, maintaining higher accuracy on both current and previous
tasks throughout the training process. Moreover, its performance degrades more slowly as the
number of tasks increases.
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Figure 7: Comparison of per-class sample distributions in the replay buffer between FedCBDR and
Re-Fed on the CIFAR100 dataset, conducted under a heterogeneity level of 5 = 0.5, with a 10-task
split and 5 clients.

A.1.3 Comparison of Per-Class Sample Distributions in the Replay Buffer

We further validate the capability of the proposed FedCBDR to balance per-class sample distributions
in more complex scenarios. Specifically, we divide the CIFAR100 dataset into 10 tasks. As illustrated
in Figure[8] Re-Fed exhibits substantial disparities in the number of replayed samples across classes.
For example, in task 1, while classes 10 and 18 contain nearly 100 samples each, class 11 has fewer
than 10. In contrast, FedCBDR effectively alleviates such class imbalance, with the number of
replayed samples for all classes remaining consistently close to the average (as marked by the
red line). This contributes to more stable knowledge retention across tasks and enhances overall
model generalization.

A.1.4 Quantitative Analysis of Replay Buffer Size on Test Accuracy

Table 8: Comparison of model performance with varying replay budget M per task across datasets,
with the number of clients fixed at 10, and heterogeneity level 8 = 0.5.

Methods \ CIFAR10 \ CIFAR100
| M=150 M=300 M=450 | M=500 M=1000 M=1500
Re-Fed 39.22 42.93 45.49 28.21 36.40 41.78
FedCBDR 48.15 54.62 59.80 38.34 47.90 51.14

We compare the performance of the data replay-based methods, Re-Fed and FedCBDR, under varying
replay buffer budgets. Specifically, for CIFAR10, the buffer size is adjusted among {150, 300, 450},
while for CIFAR100, it ranges from {500, 1000, 1500}. The number of clients is set to 10, and
heterogeneity level 5 = 0.5. As shown in Table 8, the performance of both methods improves as
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Figure 8: Comparison of per-class sample distributions in the replay buffer between FedCBDR and
Re-Fed on the CIFAR100 dataset, conducted under a heterogeneity level of 5 = 0.5, with a 10-task
split and 5 clients.

the buffer size increases, with FedCBDR maintaining a clear advantage over Re-Fed under all
settings. This also underscores the importance of balancing per-class sample counts in the replay
buffer to ensure fair representation and stable performance.

A.1.5 Evaluation on the Impact of Local Training Epochs

To assess the impact of local training intensity, we compare the performance of LANDER, Re-Fed,
and FedCBDR, under varying local training epoch settings. Specifically, the evaluation is conducted
on CIFAR10 divided into 3 tasks and CIFAR100 divided into 5 tasks, under a federated setting with
10 clients and a heterogeneity level of 3 = 0.5. As shown in Figure[9} both GDR and GDR+TTS
consistently outperform the baseline methods (LANDER and Re-Fed) across all local training
epoch settings on both CIFAR10 and CIFAR100. Moreover, GDR+TTS achieves the highest
test accuracy in every configuration. The improvement brought by TTS highlights its necessity
in alleviating class imbalance during local training. And, unlike other methods whose performance
drops at 10 local epochs due to biased updates, GDR+TTS demonstrates a sustained improvement
potential.

A.1.6 Performance Assessment of the Final Model Across Tasks

This section compares the final model performance of different methods (LANDER, Re-Fed,
FedCBDR) across various tasks. Specifically, all experiments are conducted under a federated setting
with 5 clients and a heterogeneity level of 3 = 0.5. CIFARI1O is split into 3 tasks and CIFAR100
into 5 tasks. Each task is trained for 50 communication rounds, with each client performing 2 local
training epochs per round using a batch size of 128. For sample replay, LANDER synthesizes 10,240
samples per task, while Re-Fed and FedCBDR retain 150 and 1,000 real samples per task on CIFAR10
and CIFAR100, respectively. As shown in Table[0] LANDER suffers from significant forgetting of
earlier tasks, as evidenced by its low accuracy of only 1.37% on Task 1 of CIFAR10. This indicates
a severe inability to retain prior knowledge. Moreover, LANDER also shows a noticeable decline
in performance on the last task, achieving only 57.00% on Task 5 of CIFAR100, suggesting that its
generalization to new tasks is also limited under non-i.i.d. conditions. Compared to LANDER and
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Figure 9: Comparison of the final performance of the LANDER, Re-Fed, GDR, and GDR+TTS
methods under different numbers of local training epochs. GDR and TTS are the two functional
modules proposed in this work, and GDR+TTS=FedCBDR.
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Re-Fed, GDR significantly enhances the retention of knowledge from most early tasks. This
demonstrates the advantage of balanced sample replay over imbalanced sampling. In particular,
GDR+TTS outperforms GDR alone, highlighting the effectiveness of the proposed TTS module
in mitigating class imbalance and supporting long-term knowledge preservation under non-i.i.d.
settings.

Table 9: Per-task and average accuracy (%) of different methods on CIFAR10 and CIFAR100.
CIFARI10 CIFAR100

Task 1 Task2 Task 3| ALL |Task 1 Task2 Task3 Task4 Task5| ALL

LANDER | 1.37 30.00 88.32 |44.74| 3395 4090 43.70 44.45 57.00 |44.00

Re-Fed 14.20 18.33 95.88 [44.28 | 23.40 22.00 21.10 34.10 81.70 |36.46

GDR 17.07 19.00 96.10 |49.26 | 40.40 37.90 39.25 47.50 80.45 |49.10

GDR+TTS | 21.43 21.46 96.08 |51.30 | 41.45 38.05 38.50 48.55 81.40 |49.59

A.1.7 Scalability, Complexity, and Communication Efficiency

We have conducted additional large-scale experiments by extending the number of clients to 50/100
while simulating asynchronous participation, and the client sampling rate is set to 0.2. The dataset is
divided into five tasks, and in Re-Fed and FedCBDR, the number of replay samples is set to 150/300
for CIFAR-10 and 500/1000 for CIFAR-100.The following results can be summarized:

Table 10: Comparison of continual federated learning methods with 50 clients on CIFAR10 and
CIFAR100 under different Dirichlet data partitions ().

50 Clients CIFAR10 CIFAR100
a=05 a=10 a=05 a=1.0
FedLwF 17.51 19.43 19.99 23.91
LANDER 18.08 21.27 26.96 27.34
Re-Fed (300/500) 29.65 32.45 27.12 28.86
FedCBDR (300/500) 34.76 35.98 28.75 30.90
Re-Fed (600/1000) 36.40 38.46 35.94 37.79

FedCBDR (600/1000)  41.33 45.31 38.54 39.69

18



Table 11: Computation and communication analysis on CIFAR10 and CIFAR100 datasets. Top:
computation overhead per client; Bottom: communication cost per round.

Dataset #Clients Samples/ Feature ISVD Feature Extrac- Total Extra

(K) Client (n;) Dim (d) Time/Client tion Time/Client Time/Client (s)
(s (s)

CIFARIO 5 2000 512 0.00580 0.9083 0.9141

CIFAR100 5 2000 512 0.00452 1.0250 1.2952

Dataset #Clients Samples/ Feature Upload/Client Total Upload per Index Down-
(K) Client (n;) Dim (d) (MB) Round (MB) load (KB)

CIFARIO 10 100 512 3.906 19.53 39.06

CIFAR1I0 10 100 128 0.9765 4.8825 39.06

CIFAR1I0 10 100 32 0.2441 1.2206 39.06

Moreover, we have further clarified the computational complexity of the SVD step. Client-side ISVD
costs O(nyd?) per client, while server-side SVD costs O(Nd?), where N = >°, ny, is the total
number of pseudo-features.

We also provide a summary of the additional training cost on clients, the communication overhead,
and the server-side computation incurred by our method in comparison to FedAvg. Overall, the
additional cost of performing SVD and computing leverage scores is relatively small.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The research problem and the main contributions of this study are clearly
articulated in the abstract and introduction sections.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The conclusion and future work section include a discussion of the study’s
limitations.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: This paper does not involve theoretical assumptions
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: This paper provides a detailed description of the experimental setup, including
the parameter tuning ranges, and the code will be made available as supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code will be made available as supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental setup is clearly detailed in both the main experimental
section and the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: This paper reports the mean and standard deviation over multiple runs.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computational resources utilized are described in the experimental imple-
mentation details section.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This work fully adheres to the NeurIPS Code of Ethics in all aspects.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The introduction highlights the significance of multi-source collaborative
modeling.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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groups), privacy considerations, and security considerations.
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to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The ResNet model and datasets used in this study are all open-source.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All relevant works are properly cited, and all open-source assets are used in
accordance with their licensing terms.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: An anonymized version of the code developed in this study is included in the
supplementary materials to ensure reproducibility.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

25


paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs were used only for grammar correction and refinement.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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