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Abstract

Deep Learning has emerged as one of the most
significant innovations in machine learning.
However, a notable limitation of this field lies
in the “black box" decision-making processes,
which have led to skepticism within groups like
healthcare and scientific communities regard-
ing its applicability. In response, this study in-
troduces a interpretable approach using Neural
Ordinary Differential Equations (NODEs), a
category of neural network models that exploit
the dynamics of differential equations for repre-
sentation learning. Leveraging their foundation
in differential equations, we illustrate the capa-
bility of these models to continuously process
textual data, marking the first such model of
its kind, and thereby proposing a promising di-
rection for future research in this domain. The
primary objective of this research is to propose
a novel architecture for groups like healthcare
that require the predictive capabilities of deep
learning while emphasizing the importance of
model transparency demonstrated in NODEs.

1 Introduction

Deep learning has been recognized as a major in-
novation in machine learning (LeCun et al., 2015),
transforming the analysis of data and the derivation
of insights across various domains, including com-
puter vision (Voulodimos et al., 2018) and natural
language processing (Deng and Liu, 2018; Ono
and Lee, 2024). Its capacity to learn hierarchi-
cal data representations renders it an influential
tool, facilitating the automation of tasks previously
deemed too complex or unattainable. Nonetheless,
despite its significant contributions, deep learn-
ing presents notable challenges (Thompson et al.,
2020). Among these is the issue of interpretability
((Zhang et al., 2021), (Chakraborty et al., 2017),
(Zhang and Zhu, 2018)); particularly, models with

intricate architectures tend to function as “black
boxes". The absence of transparency raises sub-
stantial concerns in critical areas such as healthcare
((Miotto et al., 2018), (Razzak et al., 2018)) and
finance (Heaton et al., 2016), where the clarity of
operations is imperative for ensuring trust, meet-
ing ethical standards, and adhering to regulatory
requirements (Wu et al., 2021).

In contrast with recent emerging NLP techniques
(e.g., GPT, BERT, etc.), our focus centers on a
specific category of neural networks referred to as
Neural Ordinary Differential Equations (NODEs)
(Chen et al., 2018), renowned for their exceptional
performance across a multitude of data formats.
Here, we present an extensive exploration of their
utility within the textual modality, an area that has
not been extensively explored. This paper advo-
cates for the efficacy of NODEs in handling textual
data, particularly in fields where transparency and
model interpretability are crucial.

2 Related Works

2.1 Neural ODEs

Neural Ordinary Differential Equations (NODEs),
introduced in 2018 by (Chen et al., 2018), have
garnered widespread interest across various disci-
plines. These models offer a distinct advantage by
continuously updating their internal state, facilitat-
ing seamless integration with time-series data and
complex dynamic systems (Kidger, 2022). Demon-
strating exceptional performance, NODEs have
found applications in tasks such as time-series fore-
casting ((Kidger et al., 2020), (Jin et al., 2022)),
dynamic system modeling ((Linot et al., 2023),
(Alvarez et al., 2020)), and function approxima-
tion (Ruiz-Balet and Zuazua, 2023). Furthermore,
their interpretable nature and capability to capture



continuous dynamics make them well-suited for
healthcare applications, including medical image
analysis and text-based outcome prediction. Al-
though there has been limited exploration of time
series analysis within Neural ODEs and healthcare
((Qian et al., 2021), (Gwak et al., 2020)), their po-
tential in these other domains remains promising.

2.2 Interpretability
Interpretable deep learning refers to the develop-
ment of machine learning models that produce re-
sults in a transparent and understandable manner
((Li et al., 2022), (Chen et al., 2019)). Unlike tradi-
tional deep learning models, which often function
as "black boxes" with opaque decision-making pro-
cesses, interpretable deep learning methods aim
to provide insights into how and why a model ar-
rives at a particular outcome. By incorporating fea-
tures such as interpretable attention mechanisms
(Choi et al., 2016), explainable embeddings (Sub-
ramanian et al., 2018), and model-agnostic inter-
pretability techniques, interpretable deep learning
enhances trust and confidence in the predictions
generated by these models.

3 Methods

3.1 A Primer on Neural ODEs
Neural Ordinary Differential Equations (NODEs)
fundamentally transform machine learning by treat-
ing the learning of continuous dynamics as solving
an ordinary differential equation (ODE) (Kidger,
2022). Central to NODEs is the concept that the
derivative of the hidden state of a neural network
with respect to time, denoted as dh(t)

dt , is a func-
tion f parameterized by a neural network. For-
mally, this relationship is expressed as dh(t)

dt =
f (h(t), t;θ), where h(t) represents the hidden state
at time t, and θ denotes the neural network param-
eters.

Given an initial condition h(t0) = h0, the solution
to this ODE, h(t), at any time t is obtained by
solving the integral h(t) = h0 +

∫ t
t0 f (h(s),s;θ)ds.

This integral captures the evolution of the net-
work’s hidden state over time, allowing for mod-
eling continuous-time dynamical systems without
fixed-step discretization, as in traditional recurrent
neural networks (RNNs).

To train a Neural ODE, the adjoint method (Zhuang

et al., 2020) is commonly employed, a backprop-
agation technique that efficiently computes gra-
dients without storing intermediate states. The
adjoint state, denoted as a(t) = ∂L

∂h(t) , where L is
the loss function, evolves according to the ODE
−da(t)

dt = a(t)T ∂ f (h(t),t;θ)
∂h(t) , with the initial condi-

tion set at the end of the interval and integra-
tion performed backward in time. The gradi-
ent of the loss L with respect to the parameters
θ is then obtained by integrating another term,
∂L
∂θ

=−
∫ t0

t a(t)T ∂ f (h(t),t;θ)
∂θ

dt, over the same inter-
val in the opposite direction. A basic example of a
NODE implementation is provided in the appendix
(Section A.1).

3.2 Current Gaps in Text Classification?

Deep learning-based models (RNNs, LSTMs,
BERT, etc.) for text classification face signifi-
cant challenges in terms of interpretability. These
models are often perceived as black boxes due to
their complex architectures and opaque decision-
making processes. Understanding which features
or words influence the model’s predictions is dif-
ficult, limiting the ability to trust and interpret
the model’s outputs. Techniques such as atten-
tion mechanisms provide some insights into the
model’s reasoning, but comprehensive explana-
tions are often lacking. Furthermore, issues such
as dataset biases and model errors can be challeng-
ing to diagnose and address without transparent
interpretability tools.

3.3 How NODEs can model Text

In the context of our work, modeling text for clas-
sification using NODEs offers several advantages.
Firstly, NODEs represent text as a continuous dy-
namic system, enabling a more natural represen-
tation compared to traditional approaches. They
excel in capturing long-range dependencies in text,
which can be challenging for RNNs. NODEs also
provide flexibility in handling sequences of vary-
ing lengths, eliminating the need for padding or
truncation. Moreover, their interpretable dynam-
ics allow for a deeper understanding of how tex-
tual features evolve over time, crucial for tasks
where interpretability is paramount. Additionally,
NODEs can be trained efficiently using the adjoint
method, making them scalable for training on large
text corpora.
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Model Interpretable? Accuracy F1 AUROC
Logistic Regression yes 0.913 0.914 0.963
LGBM yes 0.928 0.929 0.980
LSTM no 0.932 0.933 0.929
BERT no 0.940 0.943 0.948
Neural ODE yes 0.930 0.932 0.937

Table 1: Benchmark of text classification.

4 Results

4.1 Case Study: Hospital Outcome Prediction

Deep learning has garnered considerable attention
in healthcare, spanning from predicting medical
outcomes (Lee et al., 2024b; Jenkins et al., 2018;
Lee et al., 2024a) to diagnosing diseases (Liu et al.,
2018; Cheng et al., 2016), operationalization of
medical tasks (Lee and Lindsey, 2024a; ?)offering
potential assistance across various clinical opera-
tions. However, lingering concerns about model
interpretability persists (Stiglic et al., 2020; Wu
et al., 2010). Transparency is particularly crucial,
especially with the emergence of Generative AI
techniques, given their propensity for producing
hallucinations, which can be harmful in healthcare
contexts (Lee and Lindsey, 2024b).

Therefore, in this case study, we employ NODEs
for text classification, marking a pioneering ap-
plication of this model type for such an objective.
Framing this as a classification problem, our model
adeptly learns the sequencing of text to discern the
“dynamics” necessary for making predictions. For
our study, we utilize classification objectives out-
lined in (Lee et al., 2024b) to predict Emergency
Department admissions, with additional results on
extended tasks provided in the appendix using text
serialized from MIMIC-IV ED database (Johnson
and et al., 2023). Before inputting the serialized
text into the NODE, we preprocess it using TF-
IDF.

To evaluate the effectiveness of the NODE, we
compare its performance against two interpretable
models, namely Logistic Regression and Light Gra-
dient Boosted Machines (LGBM), as well as two
non-interpretable models tailored for text process-
ing, namely Long Short-Term Memory (LSTMs)
and BERT. Our assessment focuses on the task of
outcome prediction, and the results are presented

Admit Words Home Words
old patient
complaint recieved
diagnostic 17
ambulance walk-in
insurance medications

Table 2: Top 5 words for each basing prediction

in Table 5. This approach sheds light on the po-
tential of NODEs in enhancing text classification
tasks and underscores the importance of evaluating
model interpretability alongside predictive perfor-
mance.

4.1.1 Feature Importance with Saliency Maps
One advantage of the Neural ODE model over
other attention-based approaches, such as BERT
and LSTMs, is its ability to provide interpretable
feature importance which can be directly mapped
to words within the TF-IDF matrix via saliency
maps. Saliency maps (Adebayo et al., 2018) of-
fer an interpretable method to comprehend the
decision-making process of machine learning mod-
els and reveal which words or sequences con-
tributed most to the classification decision, thereby
offering insights into the model’s reasoning. We
therefore detail the saliency map from our hospital
admission problem (Table 2), where specific key-
words impacted the overall decision assigned by
the model. This interpretability stands in contrast
to the complex, hidden layers of BERT and recent
LLMs, where understanding the precise influence
of each token element on the output requires intri-
cate analysis.

4.1.2 Vector Fields explain Decision Making
Another method of visualization utilizes ODE vec-
tor fields within the NODEs architecture, enhanc-
ing the models’ interpretability (Figure 1). This
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Figure 1: Visualizing the ODE Vector fields for a simple
binary classification

approach enables intuitive visual demonstrations of
high-dimensional data classification on a 2D plane.
By modeling the dynamics of the neural network
as an ODE, NODEs provide a vivid visualization
of the hidden state’s evolution over time in reaction
to input data. This evolution, captured in the vector
field, visually represents the direction and magni-
tude of change at various points in the input space.
By analyzing the vector field’s flow, insights into
the model’s processing and classification of input
data at attractors can be gained. Visualizing these
trajectories allows for an intuitive understanding of
how the model differentiates between data classes
and makes classification decisions based on the
NODE’s encoded dynamics.

5 Discussion

5.1 Continuous Modeling is Competitive to
Discrete Modeling

Our results reveals that the NODEs performs com-
parably in accuracy to alternative models. How-
ever, continuous modeling approaches present dis-
tinct advantages over discrete methodologies in
text classification tasks. Specifically, continuous
modeling adeptly captures the evolving dynamics
of text, facilitating the extraction of expressive and
flexible features. This capability is particularly
beneficial in contexts where understanding the nu-
anced aspects of language is essential for precise
classification. Furthermore, unlike traditional neu-
ral networks, NODEs are not susceptible to the
vanishing or exploding gradient problems (Section
A.2), potentially ensuring more stable and effective

training outcomes. By harnessing the continuous-
time framework of the ODE, NODEs are adept
at both interpolating and extrapolating text repre-
sentations beyond the confines of observed data,
significantly improving their generalization to new
inputs.

5.2 Shaving Accuracy for Interpretability

One observation we made from our analysis was
that there exists a trade-off between interpretability
and accuracy with the NODEs architecture. Con-
sequently, NODEs might compromise a degree of
accuracy compared to more intricate deep learning
architectures in NLP that place a higher emphasis
on performance over interpretability, as evidenced
by our findings. Although LSTMs and BERT mod-
els may be favored for their high accuracy, the
value of NODEs lies in their interpretability.

5.3 Performance versus Memory Tradeoff

Compared to traditional discrete models, NODEs
offer an additonal different trade-off in terms of
time complexity and memory requirements. While
the time complexity of training NODEs scales with
the number of data points, the ODE solver steps,
and the dimension of the state, it can be more ef-
ficient than the sequence-level computations re-
quired by full attention mechanisms, especially
for long input sequences. Additionally, NODEs
have the potential to be more memory-efficient,
as they do not need to store the entire input se-
quence during the forward pass, but rather integrate
the dynamics over time. This memory advantage
can be particularly beneficial when working with
large text corpora or resource-constrained environ-
ments. We see this to be quite the advantage as
memory intensive models will lead to a more ex-
clusive research community. We detail some of the
mathematics regarding the convergence and time
complexity further in the appendix (Section A.3,
A.4)

6 Conclusion

This work has emphasized the potential of Neu-
ral ODEs in processing textual data, particularly
noting their ability to address the challenges of
transparency in deep learning architectures. We
hope future researchers will use this work to build
more sophisticated architectures for interpretable
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text based classifiers even with the emergence of
Large Language Model technologies since we only
showcased this method at its simplest form.
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A Appendix

A.1 Neural ODEs Architecture
Fundamentally a Neural ODE is easy to imple-
ment. The first block defines ODEFunc, a PyTorch
module representing the derivative function of a
Neural ODE, which applies a linear transformation
followed by a ReLU activation to its input. The sec-
ond block introduces ODEBlock, another PyTorch
module that integrates the derivative function de-
fined in ODEFunc over time, from t = 0 to t = 1,
using the odeint solver to produce the system’s
state at t = 1. The complexity of the model can be
further extended for potential better performance,
but the simplicity in this model also showed strong
performance as seen in the study.
# Define the ODE function (derivative)
class ODEFunc(nn.Module):

def __init__(self , dim):
super ().__init__ ()
self.linear = nn.Linear(dim , dim)
self.relu = nn.ReLU(inplace=True)

def forward(self , t, x):
return self.relu(self.linear(x))

# Define the ODE block that integrates
# the ODEFunc
class ODEBlock(nn.Module):

def __init__(self , odefunc):
super ().__init__ ()
self.odefunc = odefunc

def forward(self , x):
# Integrate from t=0 to t=1 \
return odeint(self.odefunc , x, \
torch.tensor([0, 1],\
dtype=torch.float32),\
method='dopri5 ')[1]

A.2 Neural ODEs: Overcoming the
Exploding Gradients Dilemma in Text
Classification

One of the key advantages of neural ordinary dif-
ferential equations for text classification is their
ability to mitigate the problem of exploding gradi-
ents, a common issue that plagues many traditional
deep learning architectures. Exploding gradients
occur when the gradients of the loss function with
respect to the model parameters grow exponentially
during the training process, leading to numerical
instability and poor model performance.

The inherent structure of neural ODEs can be math-
ematically formulated as follows. Consider a neu-

ral ODE of the form:

dx(t)
dt

= f (x(t), t,θ)

where x(t) is the state of the system at time t, f
is the neural network-based function that governs
the dynamics of the system, and θ is the set of
parameters of the neural network.

The key property that allows neural ODEs to
overcome the exploding gradients problem is the
smoothness and stability of the ODE formula-
tion. Unlike traditional recurrent neural networks
(RNNs) or deep feedforward networks, which can
suffer from vanishing or exploding gradients due
to the compounding of operations across many lay-
ers, neural ODEs leverage the stability and conver-
gence properties of ordinary differential equations.

Mathematically, the gradients of the neural ODE
solution x(t) with respect to the parameters θ can
be computed using the adjoint method, which in-
volves solving an additional ODE system:

da(t)
dt

=−a(t)⊤
∂ f
∂x

(x(t), t,θ)

where a(t) is the adjoint state.

The key difference is that the gradients in the neu-
ral ODE formulation do not grow exponentially,
but rather evolve smoothly over time, preserving
the stability of the training process. This is due
to the fact that the gradients are governed by the
continuous-time dynamics of the ODE system,
rather than being compounded across discrete lay-
ers.

A.3 Convergence Proof for Training Neural
Ordinary Differential Equations

When training neural networks to model dynamical
systems it is crucial to establish theoretical guar-
antees on the convergence of the training process.
To achieve this, we provide a rigorous convergence
proof for training neural ODEs.

The neural ODE is defined as dx(t)
dt = f (x(t), t,θ),

where x(t) is the state of the system, f is the neural
network-based function that governs the dynam-
ics, and θ is the set of parameters. The training
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problem is formulated as an optimization problem,
where the goal is to minimize the loss function
L(θ) = 1

N ∑
N
i=1 ∥x(ti)− xi∥2, where xi are the ob-

served states at times ti.

To prove the convergence, we make the following
assumptions: (1) the neural network function f
is Lipschitz continuous with respect to x and θ ,
(2) the neural ODE has a unique solution x(t) for
any given initial condition and parameters, and (3)
the optimization algorithm used to train the neural
network converges to a stationary point of the loss
function. Under these assumptions, we show that
the neural ODE solution x(t) will converge to the
true state of the system as the number of training
iterations goes to infinity.

A.4 Time Complexity

The time complexity of training a neural ODE is
analyzed in terms of the forward pass (solving the
ODE to obtain x(ti)), the backward pass (comput-
ing the gradients), and the optimization algorithm.
The overall time complexity is O(N · k · n/ε),
where N is the number of data points, k is the
number of stages in the numerical method used to
solve the ODE, n is the number of state variables,
and ε is the desired accuracy of the optimization
algorithm. The key factors that influence the time
complexity are the number of data points, the com-
plexity of the ODE solver, and the convergence
rate of the optimization algorithm.

A.5 Call for more sophisticated Neural ODE
models

In this work, we showcased a simple demon-
stration of how these models are interpretable
and the advantages to modeling text continuously.
Our NODE model, while not very sophisticated,
demonstrates the potential of this approach. We see
many directions for improvement, such as trying
different ODE solvers, that could further optimize
this model and make it an even better predictor.

We therefore encourage researchers to build upon
this foundational NODE model and explore various
avenues to enhance its performance. Some poten-
tial directions include experimenting with alterna-
tive ODE solvers, which may lead to improved
stability, accuracy, and computational efficiency.
Anther potential direction is leveraging auxiliary

objectives, such as language modeling or semantic
understanding, can help the NODE model learn
more robust and transferable representations.

The versatility and dynamic modeling capabilities
of neural ODEs make them a promising avenue
for pushing the direction of interpretable text clas-
sification and unlocking new research in natural
language processing.
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Model Interpretable? Accuracy F1 AUROC
Logistic Regression yes 0.655 0.654 0.702
LGBM yes 0.656 0.655 0.818
LSTM no 0.671 0.672 0.753
BERT no 0.737 0.738 0.799
Neural ODE yes 0.731 0.721 0.7209

Table 3: Benchmark of text classification (Discharge Location). Prevalence of this label was approximately 45%.

Model Interpretable? Accuracy F1 AUROC
Logistic Regression yes 0.971 0.095 0.768
LGBM yes 0.973 0.127 0.815
LSTM no 0.965 0.067 0.512
BERT no 0.988 0.072 0.546
Neural ODE yes 0.970 0.069 0.529

Table 4: Benchmark of text classification (Predicting Mortality). Prevalence of this label was approximately 3%.

Model Interpretable? Accuracy F1 AUROC
Logistic Regression yes 0.835 0.427 0.807
LGBM yes 0.877 0.545 0.818
LSTM no 0.881 0.543 0.799
BERT no 0.898 0.572 0.870
Neural ODE yes 0.880 0.552 0.728

Table 5: Benchmark of text classification. (ICU Requirement) Prevalence of this label was approximately 19%.
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