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ABSTRACT

This paper presents a dataset called AROT-COV23 (ARabic Original Tweets on
COVID-19 as of 2023) containing about 500,000 original Arabic COVID-19-
related tweets from January 2020 to January 2023. The dataset has been analyzed
using a corpus-based approach to identify common themes and trends in the data
and gain insights into the ways in which Arabic Twitter users have discussed the
pandemic. The results of the analysis are also presented and discussed in terms
of their implications for the field of Natural Language Processing (NLP) in Africa
and for understanding the role of Twitter in the spread of COVID-19-related in-
formation in the region.

1 INTRODUCTION

The COVID-19 pandemic Organization (2020) has had a significant impact on the global population,
and has generated a large volume of online discourse related to the virus and its consequences Cinelli
et al. (2020); Goel & Gupta (2020); Tsao et al. (2021). In Africa, social media platforms such as
Twitter have played a particularly important role in the spread of COVID-19-related information, as
they provide a means of communication that is both fast and accessible to many users Obi-Ani et al.
(2020); Olatunji et al. (2020).

There are several reasons why Arabic might be a good choice for building a corpus of COVID-19-
related text in Africa. First, Arabic is a widely spoken language in the region, so there is likely to
be a large volume of Arabic COVID-19-related text available for collection Lodhi (1993). Second,
Arabic is an important language for international communication, so there may be a significant
amount of Arabic COVID-19-related information available online, including news articles, official
statements, and social media posts Versteegh (2014).

Given the importance of Twitter in the spread of COVID-19-related information in Africa, there is a
need for tools and techniques that can help to analyze and understand the content of Arabic COVID-
19-related tweets Alsudias & Rayson (2020); Essam et al. (2021). Natural language processing
(NLP) techniques, which allow computers to analyze and understand human language, can be par-
ticularly useful in this context. However, the development of NLP resources and tools for African
languages has often been overlooked, leading to a lack of support for many African languages in the
field Blodgett & O’Connor (2017).

In this paper, we present a dataset called AROT-COV231 (ARabic Original Tweets on COVID-19
as of 2023) with about 500,000 original Arabic COVID-19-related tweets from January 2020 to
January 2023, and demonstrate how this dataset can be used to gain insights into the content and
sentiment of Arabic COVID-19 tweets. By analyzing the corpus using a corpus-based approach,
we are able to identify common themes and trends in the data, and shed light on the ways in which
Arabic Twitter users have discussed the pandemic.

The remainder of this paper is organized as follows. In Section 2, we describe the process of collect-
ing and pre-processing the data for our dataset. In Section 3, we present the results of our analysis,
including an overview of the common themes and sentiment expressed in the data. In Section 4, we

1The dataset is available at https://github.com/chengxuphd/AROT-COV23
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discuss the implications of our findings for the field of NLP in Africa and for understanding the role
of Twitter in the spread of COVID-19-related information in the region. Finally, in Section 5, we
conclude the paper and suggest directions for future research on NLP in Africa.
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Figure 1: Temporal distribution of data in the AROT-COV23 by month. The data range from January
1, 2020 to January 5, 2023, with 485,298 data items, and concentrated in the first half of 2020,
peaking at 90,301 in March and then falling.

2 RELATED WORK

While African languages have historically received less attention in NLP research, the fact remains
that Africa is home to over a billion people and over two thousand languages Abo et al. (2019);
Tubishat et al. (2019). As such, it is important to consider the perspectives and needs of African
language speakers in the field of NLP. By mainstreaming African languages in NLP research, we
can ensure that these voices are heard and valued in the broader research community. Through this
analysis of Arabic COVID-19 tweets, we aim to make a contribution to the growing body of NLP
research on African languages. We hope that this work will help to increase the visibility and impact
of NLP research in African languages within the broader research community.

There is a substantial amount of text in Arabic that is available for NLP research, but not much
research has been done specifically on the topic of COVID-19. In this section, we present a review
of a selection of relevant works in this area. Our review provides an overview of the current state of
the field and highlights key areas for future research.

Alsudias & Rayson (2020) analyzed the tweets in three different ways: identifying the topics dis-
cussed, detecting rumors, and predicting the source of the tweets. This work is representative work,
but it does not analyze the sentiment trends in the corpus. In the Haouari et al. (2021) and Alqurashi
et al. (2020), the authors present a dataset of Arabic COVID-19 tweets, includes approximately 2.7
and 3.9 million tweets respectively. While these work provides a description and statistical overview
of the dataset and suggests some potential application scenarios, it does not delve more deeply into
the data to conduct a more in-depth analysis. Ali (2021) collected online learning-related tweets
in Arabic and conducted a comprehensive emotion mining and sentiment analysis (SA) during the
COVID-19 pandemic. They then employed Information Gain (IG) as a filtering technique and iden-
tified the latent reasons behind negative sentiments. The experiments showed that the proposed
model had a maximum accuracy of around 89.6% using the SVM classifier. Addawood (2020) col-
lected 3.8 million tweets using hashtags and keywords. Then carried on the simple statistics to the
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Figure 2: The word cloud generated based on the AROT-COV23 dataset.

database. Bahja et al. (2020) and Elsaka et al. (2022) used machine learning techniques to detect the
sentiment of Arabic tweets, such as Safety, Worry, and Irony.

In conclusion, the field of NLP research on African languages, particularly Arabic, has seen a grow-
ing interest in recent years, particularly in the context of the COVID-19 pandemic. However, there
is still a need for more in-depth and comprehensive analysis of the text data available in these lan-
guages. The studies reviewed have primarily focused on detecting rumors, predicting the source of
tweets and also, but there is a need for more advanced analysis, such as sentiment trend analysis.
Additionally, while datasets of Arabic COVID-19 tweets have been made available, there is a need
for more detailed analysis of these datasets to uncover insights and trends.

3 DATASET DESCRIPTION

The AROT-COV23 dataset is a large-scale collection of original Arabic tweets related to COVID-19,
spanning from January 2020 to January 2023, and the period for which we collected the data runs
from January 1, 2020 to January 5, 2023, with more details in Figure 1. The dataset contains ap-
proximately 500,000 original tweets, providing a rich source of information on how Arabic-speaking
Twitter users have discussed and shared information about the pandemic.

The AROT-COV23 dataset we proposed was assembled utilizing the Twitter API2. Due to the re-
strictions imposed by Twitter’s Developer Agreement and Policy on Content redistribution3, the data
that we make available does not comprise direct tweet text data. It is to be noted that all open-source
data is intended for non-commercial research purposes exclusively; for further information, please
refer to the GitHub page associated with this dataset. In the collection and pre-processing section of
the dataset, we made a more detailed description in Appendix A.

We hope that the AROT-COV23 dataset will contribute to the research community’s efforts to better
understand the impact of COVID-19 on the Arabic-speaking world and to develop more effective
strategies for managing pandemics in the future.

4 ANALYSIS AND POTENTIAL TASKS

In addition to collating the Arabic tweet data into AROT-COV23, we also did some simple analysis
on this dataset, and provide some potential tasks that can be used for this dataset. One of the first

2https://developer.twitter.com/en/docs/twitter-api
3https://developer.twitter.com/en/developer-terms/agreement-and-policy
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analyses we conducted was word cloud analysis after pre-processing all tweets, and the results of
the result are shown in Figure 2. The word with the highest frequency is A

	
KðPñ» �ðQ�


	
¯, which means

”Corona Virus” in English. The word cloud analysis gave us an overview of the most common words
used in the tweets, and it served as a starting point to identify the main topics discussed in the tweets.
Based on the results, it is clear that all tweets are related to COVID-19.

Subsequently, we also used a Bert-based sentiment analysis model for Arabic, called CAMeLBERT-
DA SA Model Inoue et al. (2021), which was built by fine-tuning the CAMeLBERT Dialectal Arabic
(DA) model. The final prediction results are in Figure 3. As can be seen from the figure, the
sentiment information of most of the data is on the neutral side (61.545%), followed by the negative
side (29.631%), and the least amount of positive sentiment information (8.824%). It is important
to note that while the results obtained through the sentiment analysis model may contain some
inaccuracies, they provide an overall representation of the sentiment information distribution within
the entirety of the dataset. Additionally, it is worth mentioning that the dataset comprises solely of
original tweets, providing a reflection of mainstream opinions to a certain degree and reducing the
presence of extreme emotions. As such, it is logical to deduce that tweets with neutral sentiment
comprise a significant proportion of the dataset.

neutral

61.545%

negative

29.631%

positive
8.824%

Sentiment Information Obtained by CAMeLBERT-DA SA Model (N=485,298)

Figure 3: The results of predicting the sentiment information of AROT-COV23 using the
CAMeLBERT-DA SA Model.

There are a variety of potential tasks that can be performed using the AROT-COV23 dataset. In
addition to word frequency statistics and tasks related to sentiment information, based on the AROT-
COV23 dataset, we believe there are several potential tasks as follows.

1. Network analysis Cheng et al. (2021); Vosoughi et al. (2018): visualizing the interactions and
relationships between tweet authors, such as who is retweeting or replying to whom, and identifying
key influencers or opinion leaders.

2. Stance detection AlDayel & Magdy (2021); Hanselowski et al. (2018): identifying the stance or
opinion of the tweet authors towards the pandemic, such as whether they are supportive or critical
of government actions.

3. Cross-lingual analysis Zhang et al. (2021); McCarthy et al. (2019): comparing the discourse and
sentiment of COVID-19 tweets in Arabic with tweets in other languages to identify similarities and
differences in how the pandemic is discussed in different cultures and regions. For example, com-
paring the sentiment differences between English-speaking, Chinese-speaking and Arabic-speaking
social groups on the COVID-19.

4. Topic modeling Wallach (2006); Boon-Itt et al. (2020): identifying common themes or topics
discussed in the tweets, such as information about COVID-19 symptoms, vaccine rollout, or gov-
ernment response to the pandemic.
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5. Various scenarios requiring the Arabic corpus and various unsupervised learning tasks, such as
fine-tune on this database for unsupervised fake news detection Sheng et al. (2022); Wu et al. (2021),
and the characteristics of this dataset were used to model the spread of the disease to discover similar
patterns Xu et al. (2022; 2021).

5 CONCLUSION

In this paper, we presented the AROT-COV23 dataset, which contains about 500,000 original Arabic
COVID-19-related tweets from January 2020 to January 2023. The dataset has been analyzed using
a corpus-based approach to identify common themes and trends in the data and gain insights into the
ways in which Arabic Twitter users have discussed the pandemic. The results of the analysis have
been discussed in terms of their implications for the field of NLP in Africa and for understanding
the role of Twitter in the spread of COVID-19-related information in the region. The paper suggests
that this dataset can be used for various NLP tasks and that mainstreaming African languages in
NLP research is important to ensure that the perspectives and needs of African language speakers
are heard and valued in the broader research community. This work aims to increase the visibility
and impact of NLP research in African languages within the broader research community.
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A COLLECTION AND PRE-PROCESSING OF AROT-COV23 DATASET.

We employed the use of the Academic Research access level4 of the Twitter API for the data
collection step of our AROT-COV23, which is the official way that Twitter provides researchers
with access to tweets for research purposes. We identified our data collection target as origi-
nal tweets in Arabic pertaining to the COVID-19 pandemic, so the request for the API was set
to lang:ar -is:nullcast -is:retweet -is:reply, which implicate to find Arabic
tweets and filter out marketing tweets, retweets and replies.

The tweets in the AROT-COV23 dataset were collected using a set of COVID-19-related keywords
in Arabic. The tweets were then filtered to ensure that they were written in Arabic. We selected three
keywords related to COVID-19 for the data request, the details are in Table 1. We set the data fields
to be collected and their meanings are presented in Table 2. At the same time, we also randomly
selected a tweet data and displayed it in Table 3.

Since the data obtained by requesting Twitter API is in JSON format, we convert it into a standard
CSV data file. Then the tweet text data is clear and segmented for subsequent training or prediction,
including the removal of punctuation, numbers, emoji, links, etc. Refer to the Github repository5 of
the AROT-COV23 dataset for details.

4https://developer.twitter.com/en/docs/twitter-api/getting-started/
about-twitter-api

5https://github.com/chengxuphd/AROT-COV23/tree/main/data_collection
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Table 1: Three keywords for the data request.
Keyword Description

COVID-19 Coronavirus disease 2019 (COVID-
19) was released by the World
Health Organization as the most
common name for this disease.

A
	
KðPñ» �ðQ�


	
¯

	
�QÓ This is Arabic for ”Coronavirus

Disease” (COVID-19)

YJ

	
¯ñ» �ðQ�


	
¯ This is Arabic for ”Severe Acute

Respiratory Syndrome Coronavirus
2 (SARS-CoV-2)”

Table 2: Tweets field feature information.
Field Type Description

tweet id string The unique identifier of the requested Tweet.
author id string The unique identifier of this user.
created at date Creation time of the Tweet.
lang string Language of the Tweet, if detected by Twitter.
like count int The number of likes on this tweet
quote count int The number of times this tweet has been quoted.
reply count int The number of replies to this tweet.
retweet count int The number of retweets to this tweet.
tweet string The actual UTF-8 text of the Tweet.
user verified boolean Indicates if this user is a verified Twitter User.
followers count int The number of followers of the author.
following count int The number of following of the author.
tweet count int Total number of tweets by the author.
listed count int The number of public lists that this user is a member of.
name string The name of the user.
username string The Twitter screen name, handle, or alias.
user created at date The UTC datetime that the user account was created
description string The text of this user’s profile description (bio).
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Table 3: An example of a randomly selected display from the AROT-COV23 database.
Field Value

tweet id 1233338555252006918
author id 805692634127736832
created at 2020-02-28 10:30:00+00:00
lang ar
like count 25
quote count 1
reply count 0
retweet count 4
tweet úæ

	
�QÖÏ @ 	áÓ 2 ,2020 QK
@

Q�.
	
¯ 27

�
é¢

�
®
�
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¯...

user verified True
followers count 667414
following count 7
tweet count 121945
listed count 671
name CGTN Arabic
username cgtnarabic
user created at 2016-12-05T08:37:47.000Z
description �

èYK
Q
	
¯

�
éJ
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�
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