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ABSTRACT

Designing proper experiments and intervening targets is a longstanding problem
in scientific or causal discovery. It is fundamentally impossible to identify the
underlying causal structure merely based on the observational data. Obtaining
interventional data, on the other hand, is crucial to causal discovery, yet it is usually
expensive or time-consuming to obtain sufficient interventional data to facilitate
causal discovery. Previous approaches usually leverage uncertainty or gradient sig-
nals to determine the intervention targets, and may suffer from the suboptimality. In
this work, we investigate a different approach, whether we can leverage Large Lan-
guage Models (LLMs) to assist with the intervention targeting in causal discovery
by making use of the rich world knowledge about the experimental design in LLM.
Specifically, we present Large Language Model Guided Intervention Targeting
(LeGIT), a robust framework that effectively incorporates LLMs to assist with the
intervention targeting in causal discovery. Surprisingly, across 4 different scales
of realistic benchmarks, LeGIT significantly outperforms previous approaches.
LeGIT opens up a new frontier for using LLMs in experimental design.

1 INTRODUCTION

Science originates along with discovering new causal knowledge with interventional experiments
inspired by observations (Hanson, 1958; Kuhn & Hawkins, 1963). The art of finding causal relations
from different interventions is then summarized and improved with statistical methods (Pearl &
Mackenzie, 2018; Spirtes et al., 2000; 2010; Glymour et al., 2019). Identifying and utilizing
causal relations is essential to a variety of applications such as biology (Vowels et al., 2022) and
financial system (Dong et al., 2023). Despite the wide deployment of causal discovery methods,
identifying the underlying causal connections merely based on observational data is fundamentally
impossible (Spirtes et al., 2000). It usually requires additional interventional data obtained by
perturbing part of the causal system to overcome the limited identifiability issue (Spirtes et al., 2000).

Nevertheless, collecting interventional data is expensive and time-consuming, as it usually involves
a physical process of a real-world system (Cherry & Daley, 2012; Sunar et al., 2019). Conse-
quently, both the number of samples and intervention targets are significantly limited in real-world
experimental design (Murphy, 2006; Tong & Koller, 2001). Previous approaches usually leverage
uncertainty (Lindley, 1956) or information theoretic metric to maximize the utility of an experi-
ment (Tigas et al., 2022; Zhang et al., 2022). Recently, leveraging gradient signals for intervention
targeting has gained significant success (Olko et al., 2023), as it naturally fits into various gradient-
based causal discovery methods (Lippe et al., 2022b). Despite some success, both uncertainty-based
and gradient-based approaches may still suffer from suboptimality, as the estimation of the signals is
usually noisy (Olko et al., 2023) and can easily mislead the intervention targeting.

The emergence of large language models (LLMs) (Brown et al., 2020; OpenAI, 2022; Ouyang
et al., 2022; Touvron et al., 2023; OpenAI, 2023; Bubeck et al., 2023), provides an opportunity to
incorporate world knowledge about experimental design into the intervention targeting process. It
therefore raises an intriguing research question:

Can we incorporate the knowledge of LLMs to assist with intervention targeting?

In fact, early explorations with LLMs in multiple causal learning and reasoning tasks show that LLMs
may have already captured a large amount of domain knowledge (Kiciman et al., 2023; Lampinen
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You are an expert in car 
insurance. Can you help find 
potential root causes among 
those causal variables? 
<SocioEcon>: socioeconomic 
status
...

Certainly! Social enconomy is 
fundamental to...
...
Given these considerations, I 
recommend focusing on:
<Age>, since Age affects the focus
...

(a) Warmup Intervention

Large Language Model              🤖
Causal-learn

🔨

(b) Intervention

(c) Continual Intervention

🔨
Causal-learn

Figure 1: Illustration of LeGIT framework. At the beginning, in step (a), LLMs are mainly used
to warm up the causal discovery process. Leveraging the rich world knowledge and relating it to
the meta information of the task, in step (b), LLMs can help identify influential nodes that facilitate
the discovery of the skeleton of the causal graph. Through multiple rounds of steps (a) and (b), we
can identify relatively clearer causal structures, such that previous methods can provide high-quality
guidance to continue finding informative intervention targets in step (c).

et al., 2023; Abdulaal et al., 2024). LLMs are shown to be able to process the meta-information
encoded in natural language, and leverage the meta-information to reason for the causality, which
was considered to be restricted to humans (Gopnik et al., 2004; Trott et al., 2022; Sahu et al., 2022).
In addition, discussions about the limitations of LLMs in understanding causality were also raised in
the community (Zečević et al., 2023; Jin et al., 2023a;b; Zhang et al., 2023a). Therefore, it requires a
robust trade-off that maximally extracts the world knowledge in LLMs about the experimental design,
while not being misled by the hallucinations of LLMs about the causality (Zhang et al., 2023c).

To this end, we present a new framework called Large Language Model Guided Intervention
Targeting (LeGIT) that aims to maximally while robustly leveraging the knowledge in LLMs to
assist with the intervention targeting. Shown as in Fig. 1, at the beginning of the causal discovery,
the numerical-based methods have limited numerical knowledge about the underlying causal system
to use. Consequently, the estimated signals tend to be noisy and misleading. In contrast, LLMs can
leverage the meta-information about the causal system and relate the learned world knowledge to
identify high-potential intervening targets. After obtaining a relatively clearer causal graph, LLMs
may not be able to provide sufficient guidance. Therefore, similar to humans, LeGIT leverages
numerical methods to select the intervening targets. Our contributions can be summarized as follows:

• To the best of our knowledge, we are the first to investigate the use of LLMs into the experimental
design to select intervention targets for causal discovery.

• We propose a novel framework called LeGIT that combines the advantages of both the previous
numerical methods as well as the LLMs to facilitate the intervening targetting.

• We conduct extensive experiments with 4 real-world benchmarks and verify that LeGIT can
empower numerical-based methods and achieve state-of-the-art performance.

2 RELATED WORK

Intervention/Experiment Design Scientific progress in causal discovery is often driven by inter-
ventional experiments inspired by observational insights (Hanson, 1958; Kuhn & Hawkins, 1963).
Traditional methods focused on designing effective experiments to establish causal links, while statis-
tical approaches aimed to automate causal inference from observational data (Pearl & Mackenzie,
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2018; Spirtes et al., 2000; 2010; Vowels et al., 2022). However, observational data alone is insufficient
for identifying causal structures, and interventional data is costly to collect (Spirtes et al., 2000). To
address these challenges, several methods for optimal intervention design have been developed.

Active Intervention Targeting (AIT) selects intervention targets using an F -test inspired criterion,
evaluating discrepancies in interventional sample distributions from a posterior distribution of graphs
(Scherrer et al., 2021). Causal Bayesian Experimental Design (CBED) uses Bayesian Optimal
Experimental Design to select interventions that maximize mutual information (MI) between new data
and existing graph beliefs, with MI estimated via a BALD-like method (Tigas et al., 2022; Houlsby
et al., 2011). Gradient-based Intervention Targeting (GIT) Olko et al., 2023 leverages gradient
information to determine interventions that maximize impact on causal parameter updates, which
is particularly advantageous in low-data settings. Causal Active Learning for Optimal Intervention
Design Zhang et al., 2023b takes an active learning approach, using Bayesian updates to iteratively
choose interventions that most effectively reduce uncertainty in achieving a target outcome. In our
work, we explore leveraging these advanced intervention strategies within the framework of LLMs to
determine whether LLMs can effectively engage in experimental design for causal discovery, pushing
the boundaries of what automated, data-driven causal inference can achieve.

Causal Discovery With LLMs Recent advancements in large language models (LLMs) like
ChatGPT (OpenAI, 2022) have opened new opportunities in causal inference by incorporating domain
knowledge, common sense, and contextual reasoning into the causal discovery process (Kiciman
et al., 2023). LLMs have demonstrated capabilities across Pearl’s ladder of causation—association,
intervention, and counterfactuals—bridging gaps that traditional models have with high-level causal
reasoning. They have shown promising results in pairwise causal discovery tasks by utilizing semantic
information not accessible through numerical data alone (Kiciman et al., 2023).

Despite these advances, challenges remain. LLMs can sometimes behave like “causal parrots”,
repeating learned associations without demonstrating true causal reasoning (Zečević et al., 2023).
Moreover, their performance varies significantly depending on task complexity, with limited success
in advanced causal reasoning such as full graph discovery and counterfactual analysis (Zhang et al.,
2023a; Jin et al., 2023b;a; Long et al., 2023c). Another promising line of work integrates LLMs with
traditional causal discovery methods to leverage their complementary strengths (Long et al., 2023a;
Abdulaal et al., 2024; Liu et al., 2024). This hybrid approach has shown improved performance in
constructing causal graphs, benefiting from LLMs’ understanding of language context and traditional
methods’ data-driven precision.

While these studies highlight the use of LLMs in causal analysis, the question of whether LLMs
can effectively contribute to experimental design in causal discovery remains largely unexplored.
Designing experiments involves proposing interventions, predicting outcomes, and evaluating experi-
mental strategies—tasks that require more than mere causal inference. This paper aims to fill this gap
by exploring the potential of LLMs to assist in experimental design, evaluating their strengths and
limitations in guiding causal experiments.

3 PRELIMINARIES

This work focuses on leveraging LLMs to select proper intervention targets in an online causal
discovery setting (Lippe et al., 2022b; Olko et al., 2023). We begin by briefly introducing the
preliminaries and notations of this work.

3.1 CAUSAL STRUCTURE DISCOVERY

The causal relations between different variables can be formulated using the structural causal models
(SCM) (Pearl & Mackenzie, 2018; Spirtes et al., 2000; 2010; Glymour et al., 2019; Vowels et al.,
2022). More specifically, in an SCM, we are given n endogenous variables X = (X1, ..., Xn), where
the generation process of each variable can be expressed as Xi = fi(PAi, Ui) where PAi is the
set of variables that are the causal parents of Xi, and Ui is the external independent noise when
generating Xi.

3
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Algorithm 1 ONLINE CAUSAL DISCOVERY (Olko et al., 2023)
input causal discovery algorithmA (e.g., ENCO,), intervention target-

ing methodM, number of data acquisition rounds T , observational
dataset Dobs

output final parameters of graph model: φT and CausalDAG: P(G)
1: Dint ← ∅
2: Fit graph model φ0 with algorithm A on Dobs

3: for round i = 1, 2, . . . , T do
4: I ← generate intervention targets usingM
5: DI

int ← query for data from interventions I
6: Dint ← Dint ∪ DI

int
7: Fit φi with algorithm A on Dint and Dobs

8: end for

The causal relations be-
tween n variables can be
further characterized via a
direct acyclic graph (DAG),
G = (V,E), where
V = {1, ..., n} is the
set nodes corresponding to
the set of random variables
{X1, ..., Xn}. Each edge
(i, j) ∈ E in the edge set E
refers to the relation of di-
rect cause Xi ∈ PAj , i.e.,
Xi is one of the causes of
the variable Xj . The joint
distribution of all the vari-
ables associated with the DAG can be expressed as P (X1, ..., Xn) = Πn

i=1P (Xi|PAi).

Causal structure discovery aims to identify the underlying DAG G. However, when given only the
joint observed distribution P (X1, ..., Xn), it does not uniquely determine a DAG, as there might be
different DAGs that can generate the same joint distribution. On the contrary, the observational data
can merely determine a set of DAGs up to a Markov Equivalence Class (MEC) (Spirtes et al., 2000).

3.2 ONLINE CAUSAL DISCOVERY

To identify the underlying ground truth DAG from the MEC, interventional data is widely incorporated
into the causal discovery process (Tong & Koller, 2001; Hauser & Bühlmann, 2011; Ke et al., 2019).
Hence, online causal discovery is proposed to overcome the issue (Ke et al., 2019; Olko et al., 2023).

As given in Algorithm 1, an online causal discovery procedure is built upon a causal discovery
algorithm A that is able to leverage both the observational data and interventional data to recover
the underlying causal structure. More formally, the interventional data is usually obtained through
single-node intervention on some causal variable Xi. The intervention will replace the generation
process of Xi with a new distribution, for which we denote as P̂ (Xi|PAi) (Pearl & Mackenzie,
2018). Then, it yields an interventional distribution:

Pi(X) = P̂ (Xi|PAi)Πj ̸=iP (Xj |PAj), (1)

where the node i is called the intervention target. An intervention can be both hard and soft. A hard
intervention directly removes the dependency of Xi, i.e., P̂ (Xi|PAi) = P̂ (Xi); Otherwsie soft.

The online discovery will proceed by T rounds. At the beginning of the first round, an initial graph
model ϕ0 is fitted based on the observational data. Then, in the follow-up T rounds, an intervention
target I will be selected using some intervention targeting method. For each selected I , a batch of
samples will be obtained and be integrated into all interventional data to execute the causal discovery
algorithm A. After T rounds, the fitted DAG will be the final output.

Previous approaches may use different intervention targeting methods. For example, Scherrer et al.
(2021) propose Active Intervention Targeting (AIT) to select the desired intervention targets based
on the F -test. Tigas et al. (2022) approximate the posterior distribution over all possible DAGs and
leverage Bayesian Optimal Experimental Design to select the most informative intervention targets.

Different from the Bayesian approaches, Olko et al. (2023) propose Gradient-based Intervention
Targeting (GIT), which leverages the gradient signals from the gradient-based causal discovery
methods to estimate the utility of each intervention target via hallucinated gradients (Ash et al.,
2020). Due to the natural combination of the gradient-based causal discovery methods and the
GIT method, GIT achieves significant performance improvements over previous Bayesian-based
approaches. Therefore, in this work, our follow-up discussion will center on the gradient-based
approaches, i.e., the GIT method and the ENCO causal discovery methods(Lippe et al., 2022b).
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4 LARGE LANGUAGE MODEL GUIDED INTERVENTION TARGETING

Despite the success of GIT method, similar to other estimation-based approaches, GIT is highly
sensitive to the accuracy of the gradient estimation. Therefore, the existence of noises in the estimated
scores can easily mislead the intervention targeting.

4.1 CHALLENGES IN EXISTING INTERVENTION TARGETING

To demonstrate the aforementioned issue and the challenges in the existing intervention targeting
methods more concretely, we consider three realistic causal discovery benchmarks, i.e., alarm (Bein-
lich et al., 1989), child (Dempster, 1993) and insurance (Binder et al., 1997) and plot the score
distribution for the intervention targeting.

Figure 2: Initial intervention targeting of LLM-based selection and the gradient-based selection.

You are a helpful assistant and expert in alarm 
system research. Assuming we can do interventions 
to all the variables, your job is to assist in 
designing the best intervention experiments among 
the following variables to help discover their 
causal relations:

<variable name>: variable description

Assuming we can do interventions to all the 
variables, given the aforementioned variables and 
their descriptions, can you echo your knowledge 
about those variables, temporally analyze their 
relations, and then choose the best 5 
intervention targets from all the variables which 
hopefully are the root causes of the other 
variables to start our analysis of their causal 
relations?

Let's think and analyze step by step. Then, 
provide your final answer (variable names only) 
within the tags <Answer>...</Answer>, separated 
by ", ".

Figure 3: Prompt template at the initial round.

As given in Fig. 2, it can be found
that the success of GIT varies across
different datasets. Intuitively, at the
beginning of the intervention, inter-
vening on variables that affect a lot
of other variables can bring more in-
formation about the system (Lindley,
1956). However, from the distribution
of the GIT estimated scores, it can be
found that most of the variables share
similar scores. In the benchmark of
child, the selected intervention target
is an influential node. However, in
insurance, the selected node simply
influences few nodes. Intervening on
the selected target with limited influ-
ence may cause significant resource
waste, and further misleads the follow-
up online causal discovery rounds.

In contrast, we construct prompts to
inquiry LLMs about the root causes
in this system, given only the meta
information such as simple variable
descriptions. The specific prompts are
given in Fig. 3, and the suggested in-
tervening targets are also highlighted in Fig. 2. It can be found that, given only the meta information,
LLMs are able to relate the rich world knowledge to locate the desired influential nodes.
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4.2 LARGE LANGUAGE MODEL GUIDED INTERVENTION TARGETING

Motivated by the aforementioned experiments, we present our framework Large Language Model
Guided Intervention Targeting (LeGIT) to combine the strengths of both numerical-based methods
and LLMs to facilitate the intervention targeting. The algorithm description of LeGIT is given in
Algorithm 2. LeGIT consist of three stages.

Algorithm 2 LEGIT: LARGE LANGUAGE MODEL GUIDED INTERVENTION TARGETING

input causal discovery algorithm for Intervention Data A (e.g., ENCO); Intervention Score targeting
method M′ (e.g GIT); LLM for root cause proposal Ψ , number of data acquisition rounds
T ; Observational dataset Dobs; Graph Node List V ; Warmup Epoch Twarmup; Missing Search
Epoch Tmissing

output final parameters of graph model: φT and CausalDAG: P(G)
1: //Get Warmup List from LLM
Dwarmup ← Ψ(V, Twarmup)

2: for round i = 1, 2, . . . , T do
3: if i <= Twarmup then
4: DI

int ← Dwarmup[i]
5: else if i = Twarmup + 1 then
6: // Get the Isolated (Missing) Nodes List

Vmissing ← isolated node from P(Gi)
7: //Get Intervention Target from Missing Node List

Dmissing ← Ψ(Vmissing, Tmissing)
8: DI

int ← Dmissing[i− Twarmup]
9: else if Twarmup < i <= Twarmup + Tmissing then

10: DI
int ← Dmissing[i− Twarmup]

11: else if Twarmup + Tmissing < i <= 2(Twarmup + Tmissing) then
12: //Double Selection LLM’S List

DI
int ← (Dwarmup +Dmissing)[i− Twarmup − Tmissing]

13: else
14: DI

int ← generate intervention targets usingM′
15: end if
16: Dint ← Dint ∪ DI

int
17: Fit φi with algorithm A on Dint and Dobs

18: end for

Warmup Stage Since at the very beginning of the online causal discovery, numerical-based
estimations are noisy and easily mislead the online causal discovery, we begin by prompting LLMs to
relate the pre-trained knowledge, analyze the variable description, and suggest influential candidates.
The prompt template is given in Fig. 3. The prompting will give the beginning list of intervention
targets Dwarmup. From Dwarmup, we will select Twarmup variables to obtain a basic map of the
underlying causal system.

Bootstrapped Warmup Stage Although the first warmup stage yields a basic structure of the
underlying causal system, due to the intrinsic limitations of LLMs such as limited context length (Liu
et al., 2023) and hallucination (Zhang et al., 2023c), LLMs may only focus on a subset of the variables
and find the influential nodes therein. Nevertheless, when the number of causal variables is large,
LLMs tend to give an incomplete set of influential nodes. Therefore, we further incorporate a second
warmup stage, to bootstrap the use of LLM’s world knowledge in early intervention targeting.

More concretely, we leverage the intermediate causal discovery results ϕTwarmup after the first
Twarmup rounds, and examine the left variables that have not been involved in ϕTwarmup . Then,
we further prompt LLMs to give more focus on the left set of variables and to find the influential
variables that were missing in previous rounds.

In addition, since we have already obtained relatively high-quality intermediate causal discovery
results, we can also incorporate the numerical-based methods to suggest a set of promising candidates

6
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for LLMs to choose. As the numerical-based methods may still not be stable given the first Twarmup

warmup rounds, we still encourage LLMs to determine the finalist.

Continual Intervention Stage After the two warmup stages, we have already obtained relatively
clearer yet complicated causal graphs. Even for humans, it is hard to determine the best experimental
design. Therefore, we switch to using the numerical-based methods to continue to consume the
remaining intervention budgets.

4.3 THEORETICAL DISCUSSION

After setting up the LeGIT algorithm, we now briefly discuss the convergence of LeGIT. Since
LeGIT ends up with a numerical-based methods to conclude the online causal discovery, intuitively,
given any numerical-based methods, such as GIT (Olko et al., 2023), and a useful online causal
discovery algorithm, such as ENCO (Lippe et al., 2022b), LeGIT can converge. Nevertheless, due to
a better warmup strategy in LeGIT, empirically, we find that LeGIT can converge to a better solution
even when compared to the same numerical-based methods without LLMs involved.

4.4 PRACTICAL DISCUSSION

Following the practice in the literature, we mainly adopt GIT as the numerical-based methodM, and
ENCO as the gradient-based causal discovery method. Nevertheless, as also suggested in GIT (Olko
et al., 2023), ENCO can also be switched to other gradient-based methods. In addition, LeGIT is also
compatible with other numerical-based approaches.

5 EXPERIMENTS

In this section, we conduct extensive experiments to evaluate LeGIT on real-world datasets and
compare LeGIT against various baselines in intervention selection. We provide a brief overview of
the experimental setups here, with further details available in Appendix A.

5.1 EXPERIMENTAL SETUP

Datasets Specifically, we use four real-world benchmark datasets along with their corresponding
ground truth causal graphs from the BN repository (Scutari, 2010): Asia, Child, Insurance, and
Alarm. The BN repository provides causal graphs derived from real-world applications that are widely
recognized as benchmark datasets. These datasets encompass a diverse set of professional scenarios,
ranging from car insurance to medical systems, which are crucial for enhancing the knowledge
captured by large language models (LLMs).

1. Asia (Lauritzen & Spiegelhalter, 2018) dataset consists of 8 variables related to a lung cancer
diagnosis system, with 8 edges.

2. Child (Dempster, 1993) dataset contains 20 nodes and 25 edges, modeling congenital heart
disease in newborns.

3. Insurance (Binder et al., 1997) dataset includes 27 nodes and 52 edges, representing a car
insurance system.

4. Alarm (Beinlich et al., 1989) dataset comprises 37 nodes and 46 edges, simulating an alarm
message system for patient monitoring.

Baselines. We compare LeGIT against different online causal discovery algorithm GIT (Olko
et al., 2023), AIT (Scherrer et al., 2021) as active learning online intervention selection strategies, as
well as three random baselines:

1. Random Choice: At each step, a target node is chosen uniformly at random from the set of
all nodes;

2. Round Robin: At each step, a target node is chosen uniformly at random from the set of
unvisited nodes. Once all nodes have been selected, the visitation counts are reset to zero;

7
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3. Degree Prob Sample: At each step, a target node is chosen at random from the set of all
nodes, with the selection probability normalized according to the out-degree of each node;

Among the baselines, Degree Prob Sample can be considered as an oracle to LLM that adopts the
out-degree of each node in the ground truth DAG.

Implementation We employ the GPT-4-0125-preview API (OpenAI, 2023; 2024) for all LLM
experiments. For all experiments in this section, we use ENCO (Lippe et al., 2022a) as the back-
bone causal discovery algorithm, with detailed settings provided in the Appendix. We utilize an
observational dataset of size |Dobs| = 5000, with T = 33 rounds of low-intervention sampling, each
acquiring an interventional batch of |DI

int| = 32 samples, in a total of N = 1056 interventional
samples. For GIT and AIT, we use |G| = 50 graphs, each with |DG,i| = 128 data samples for
the Monte Carlo approximation of the score. Considering the size of the real-world graph, we use
Twarmup = 3, Tmissing = 2 in LeGIT, except for the Asia dataset except for the Asia dataset due to
its smaller size. Therefore, we set Twarmup = 4, Tmissing = 1 for Asia dataset.

Metrics We report the Structural Hamming Distance (SHD) (Tsamardinos et al., 2006) as the
primary evaluation metric. In simple terms, SHD represents the number of edge insertions, deletions,
or reversals required to transform one graph into another, lower is better.

5.2 EMPIRICAL RESULTS

The results of the benchmark experiments are presented in Table 1. Our method consistently
outperforms the baseline approaches across four distinct domains, as indicated by the mean Structural
Hamming Distance (SHD) calculated from five seeds under a low data budget. Fig. 4 illustrates the
mean SHD of these methods in relation to the number of intervention samples.

Table 1: Average SHD with standard deviation (from 5 seeds), for real-world data (T = 33 rounds,
and the total number of intervention samples is N = 1056).

ALARM INSURANCE CHILD ASIA

AIT 32.80 ± 8.42 24.20 ± 7.47 9.00 ± 3.29 1.80 ± 0.75
RANDOM CHOICE 34.80 ± 2.32 26.00 ± 3.63 5.40± 1.20 1.20 ± 0.40
ROUND ROBIN 25.00 ± 1.26 25.80 ± 2.93 3.40 ± 2.50 1.40 ± 0.49
DEGREE PROB 29.40 ± 4.67 17.40 ± 4.54 6.20 ± 2.48 1.00 ± 0.00
GIT 19.60 ± 3.77 16.40 ± 3.14 2.80 ± 0.75 1.00 ± 0.00

LEGIT 18.80 ± 1.33 15.80 ± 3.11 2.20 ± 1.30 0.80 ± 0.75

Figure 4: SHD metric for differecent methods towards different interevention sample.

As shown in Table 1, it can be found that LeGIT achieves state-of-the-art causal discovery per-
formances, with consistent improvements against the adopted gradient-based methods. In Fig. 4,
we further plot the performances of different methods along with the increase of the data samples
obtained from the intervention. It can be found that, although at the beginning of the online causal

8
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Table 2: Average SHD with standard deviation (from 5 seeds) with Low Data, for real-world data
(with T = 33 rounds, and a total number of intervention samples N = 528).

METHOD ALARM INSURANCE CHILD

GIT 26.20 ± 3.71 22.40 ± 3.72 7.50 ± 1.61

LEGIT 26.00 ± 5.25 18.80 ± 2.04 6.00 ± 2.40

discovery, LeGIT may not demonstrate outstanding SHD results. Along with more data samples
combining, LeGIT converge to a better solution faster than other methods. In contrast, despite a faster
decrease speed of GIT, GIT finally converges to a suboptimal solution, which verifies our discussion.

Furthermore, we also conduct additional experiments in an extremely low data setting, where we
sample only 16 data samples from each intervention. The results are given in Table 2, from which we
can find that, LeGIT is able to bring larger improvements. The results demonstrate the usefulness of
LeGIT in real-world experimental design, where the number of interventions and the samples are
both extremely low (Tong & Koller, 2001; Olko et al., 2023).

5.3 ABLATION STUDIES

To understand the behavior of the LLM, we begin by examining the example response shown in Fig.5
on the Insurance dataset. The LLM follows the instructions provided in Fig.3 step by step and aligns
them with its background knowledge.

Figure 5: Example of LLM’s response on Insurance dataset.

Figs. 6 and 7 depict the selected node distribution between epochs 0-5 and 5-10, respectively. Notably,
the numerical methods (GIT, AIT) tend to get trapped in the initialization phase of the Insurance
dataset, consistently selecting less central nodes in the graph, often peripheral or leaf nodes. In
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contrast, our model (LeGIT) identifies that SocioEcon (socioeconomic status) plays a crucial role in
the insurance system, potentially influencing car choice, driving behavior, and the ability to afford
certain safety features (see Appendix B).

Figure 6: The selected Node Frequence obtained by different strategies on Epoch 0-5 from 5 seeds.

Figure 7: The selected Node Distribution obtained by different strategies on Epoch 5-10 from 5 seeds.

6 CONCLUSIONS

In this work, we investigated how to incorporate LLMs into the intervention targeting in experimental
design for causal discovery. We introduced a novel framework called LeGIT, that combines the best
of previous numerical-based approaches and the rich world knowledge in LLMs. Specifically, LeGIT
leverages LLMs to warm up the online causal discovery procedure by identifying the influential root
cause variables to begin the intervention. After setting up a relatively clear picture of the underlying
causal graph, LeGIT then integrates the numerical-based methods to continue to select the intervention
targets. Empirically, we verified the effectiveness of LeGIT that leveraging LLMs to warm up the
online causal discovery can achieve the state-of-the-art performance across 4 different scale of
realistic causal discovery benchmarks. Future studies can be established by a further investigation of
various approaches to integrate world knowledge in LLMs for causal discovery.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

ETHICS STATEMENT

This work mainly focuses on leveraging LLMs to better select the intervention targets for broader ap-
plications and social benefits. Besides, this paper does not raise any ethical concerns. This study does
not involve any human subjects, practices to data set releases, potentially harmful insights, method-
ologies and applications, potential conflicts of interest and sponsorship, discrimination/bias/fairness
concerns, privacy and security issues, legal compliance, and research integrity issues.

REFERENCES

Ahmed Abdulaal, adamos hadjivasiliou, Nina Montana-Brown, Tiantian He, Ayodeji Ijishakin, Ivana
Drobnjak, Daniel C. Castro, and Daniel C. Alexander. Causal modelling agents: Causal graph
discovery through synergising metadata- and data-driven reasoning. In The Twelfth International
Conference on Learning Representations, 2024. (Cited on pages 2 and 3)

Jordan T. Ash, Chicheng Zhang, Akshay Krishnamurthy, John Langford, and Alekh Agarwal. Deep
batch active learning by diverse, uncertain gradient lower bounds. In International Confer-
ence on Learning Representations, 2020. URL https://openreview.net/forum?id=
ryghZJBKPS. (Cited on page 4)

Ingo A. Beinlich, Henri Jacques Suermondt, R. Martin Chavez, and Gregory F. Cooper. The
alarm monitoring system: A case study with two probabilistic inference techniques for belief
networks. In Conference on Artificial Intelligence in Medicine in Europe, 1989. URL https:
//api.semanticscholar.org/CorpusID:8044413. (Cited on pages 5 and 7)

John Binder, Daphne Koller, Stuart Russell, and Keiji Kanazawa. Adaptive probabilistic networks
with hidden variables. Mach. Learn., 29(2–3):213–244, November 1997. ISSN 0885-6125.
doi: 10.1023/A:1007421730016. URL https://doi.org/10.1023/A:1007421730016.
(Cited on pages 5 and 7)

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel
Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M. Ziegler,
Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott
Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya
Sutskever, and Dario Amodei. Language models are few-shot learners. In Advances in Neural
Information Processing Systems, 2020. (Cited on page 1)

Sébastien Bubeck, Varun Chandrasekaran, Ronen Eldan, Johannes Gehrke, Eric Horvitz, Ece Kamar,
Peter Lee, Yin Tat Lee, Yuanzhi Li, Scott M. Lundberg, Harsha Nori, Hamid Palangi, Marco Túlio
Ribeiro, and Yi Zhang. Sparks of artificial general intelligence: Early experiments with GPT-4.
arXiv preprint, arXiv:2303.12712, 2023. (Cited on page 1)

Anne B. C. Cherry and George Q. Daley. Reprogramming cellular identity for regenerative medicine.
Cell, 148:1110–1122, 2012. URL https://api.semanticscholar.org/CorpusID:
9993432. (Cited on page 1)

A. P. Dempster. [bayesian analysis in expert systems]: Comment: Assessing the science behind
graphical modelling techniques. Statistical Science, 8(3):247–250, 1993. ISSN 08834237. URL
http://www.jstor.org/stable/2245960. (Cited on pages 5 and 7)

Xinshuai Dong, Haoyue Dai, Yewen Fan, Songyao Jin, Sathyamoorthy Rajendran, and Kun Zhang.
On the three demons in causality in finance: Time resolution, nonstationarity, and latent factors.
ArXiv, abs/2401.05414, 2023. URL https://api.semanticscholar.org/CorpusID:
266933380. (Cited on page 1)

Clark Glymour, Kun Zhang, and Peter Spirtes. Review of causal discovery methods based on
graphical models. Frontiers in Genetics, 10, 2019. (Cited on pages 1 and 3)

Alison Gopnik, Clark Glymour, David M. Sobel, Laura E. Schulz, Tamar Kushnir, and David Danks.
A theory of causal learning in children: causal maps and bayes nets. Psychological review, 111 1:
3–32, 2004. (Cited on page 2)

11

https://openreview.net/forum?id=ryghZJBKPS
https://openreview.net/forum?id=ryghZJBKPS
https://api.semanticscholar.org/CorpusID:8044413
https://api.semanticscholar.org/CorpusID:8044413
https://doi.org/10.1023/A:1007421730016
https://api.semanticscholar.org/CorpusID:9993432
https://api.semanticscholar.org/CorpusID:9993432
http://www.jstor.org/stable/2245960
https://api.semanticscholar.org/CorpusID:266933380
https://api.semanticscholar.org/CorpusID:266933380


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Norwood Russell Hanson. Patterns of discovery : an inquiry into the conceptual foundations of
science. 1958. (Cited on pages 1 and 2)

Alain Hauser and Peter Bühlmann. Characterization and greedy learning of interventional markov
equivalence classes of directed acyclic graphs. J. Mach. Learn. Res., 13:2409–2464, 2011. URL
https://api.semanticscholar.org/CorpusID:16393667. (Cited on page 4)

Neil Houlsby, Ferenc Huszar, Zoubin Ghahramani, and Máté Lengyel. Bayesian active learning
for classification and preference learning. CoRR, abs/1112.5745, 2011. URL http://arxiv.
org/abs/1112.5745. (Cited on page 3)

Zhijing Jin, Yuen Chen, Felix Leeb, Luigi Gresele, Ojasv Kamal, Zhiheng LYU, Kevin Blin, Fer-
nando Gonzalez Adauto, Max Kleiman-Weiner, Mrinmaya Sachan, and Bernhard Schölkopf.
CLadder: A benchmark to assess causal reasoning capabilities of language models. In Thirty-
seventh Conference on Neural Information Processing Systems, 2023a. (Cited on pages 2 and 3)

Zhijing Jin, Jiarui Liu, Zhiheng Lyu, Spencer Poff, Mrinmaya Sachan, Rada Mihalcea, Mona T. Diab,
and Bernhard Schölkopf. Can large language models infer causation from correlation? arXiv
preprint, arXiv:2306.05836, 2023b. (Cited on pages 2 and 3)

Nan Rosemary Ke, Olexa Bilaniuk, Anirudh Goyal, Stefan Bauer, H. Larochelle, Christo-
pher Joseph Pal, and Yoshua Bengio. Learning neural causal models from unknown interventions.
ArXiv, abs/1910.01075, 2019. URL https://api.semanticscholar.org/CorpusID:
203626996. (Cited on page 4)

Emre Kiciman, Robert Ness, Amit Sharma, and Chenhao Tan. Causal reasoning and large language
models: Opening a new frontier for causality. arXiv preprint, arXiv:2305.00050, 2023. (Cited on
pages 1 and 3)

Thomas S. Kuhn and David Hawkins. The structure of scientific revolutions. American Journal of
Physics, 31:554–555, 1963. (Cited on pages 1 and 2)

Andrew Kyle Lampinen, Stephanie C.Y. Chan, Ishita Dasgupta, Andrew Joo Hun Nam, and Jane X
Wang. Passive learning of active causal strategies in agents and language models. In Advances in
Neural Information Processing Systems, 2023. (Cited on page 1)

S. L. Lauritzen and D. J. Spiegelhalter. Local Computations with Probabilities on Graphical Structures
and Their Application to Expert Systems. Journal of the Royal Statistical Society: Series B (Method-
ological), 50(2):157–194, 12 2018. ISSN 0035-9246. doi: 10.1111/j.2517-6161.1988.tb01721.x.
URL https://doi.org/10.1111/j.2517-6161.1988.tb01721.x. (Cited on page
7)

David Lindley. On a measure of the information provided by an experiment. Annals of Mathematical
Statistics, 27:986–1005, 1956. URL https://api.semanticscholar.org/CorpusID:
123582195. (Cited on pages 1 and 5)

Phillip Lippe, Taco Cohen, and Efstratios Gavves. Efficient neural causal discovery without acyclicity
constraints. In The Tenth International Conference on Learning Representations, ICLR 2022,
Virtual Event, April 25-29, 2022. OpenReview.net, 2022a. URL https://openreview.net/
forum?id=eYciPrLuUhG. (Cited on pages 8 and 15)

Phillip Lippe, Taco Cohen, and Efstratios Gavves. Efficient neural causal discovery without acyclicity
constraints. In International Conference on Learning Representations, 2022b. (Cited on pages 1,
3, 4 and 7)

Chenxi Liu, Yongqiang Chen, Tongliang Liu, Mingming Gong, James Cheng, Bo Han, and Kun
Zhang. Discovery of the hidden world with large language models. ArXiv, abs/2402.03941, 2024.
URL https://api.semanticscholar.org/CorpusID:267499909. (Cited on page
3)

Nelson F. Liu, Kevin Lin, John Hewitt, Ashwin Paranjape, Michele Bevilacqua, Fabio Petroni,
and Percy Liang. Lost in the middle: How language models use long contexts. arXiv preprint,
arXiv:2307.03172, 2023. (Cited on page 6)

12

https://api.semanticscholar.org/CorpusID:16393667
http://arxiv.org/abs/1112.5745
http://arxiv.org/abs/1112.5745
https://api.semanticscholar.org/CorpusID:203626996
https://api.semanticscholar.org/CorpusID:203626996
https://doi.org/10.1111/j.2517-6161.1988.tb01721.x
https://api.semanticscholar.org/CorpusID:123582195
https://api.semanticscholar.org/CorpusID:123582195
https://openreview.net/forum?id=eYciPrLuUhG
https://openreview.net/forum?id=eYciPrLuUhG
https://api.semanticscholar.org/CorpusID:267499909


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Stephanie Long, Alexandre Piché, Valentina Zantedeschi, Tibor Schuster, and Alexandre Drouin.
Causal discovery with language models as imperfect experts. arXiv preprint, arXiv:2307.02390,
2023a. (Cited on page 3)

Stephanie Long, Alexandre Piché, Valentina Zantedeschi, Tibor Schuster, and Alexandre Drouin.
Causal discovery with language models as imperfect experts. arXiv preprint arXiv:2307.02390,
2023b. (Cited on page 15)

Stephanie Long, Tibor Schuster, and Alexandre Piché. Can large language models build causal
graphs? arXiv preprint, arXiv:2303.05279, 2023c. (Cited on page 3)

Kevin P. Murphy. Active learning of causal bayes net structure. 2006. URL https://api.
semanticscholar.org/CorpusID:16724755. (Cited on page 1)
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A MORE DETAILS OF DATASETS

In this part, we will further introduce the 4 different domain Causal graph discovery dataset from
BNleaner Repository (Scutari, 2022). For the description of each variable, we refer to Long et al.
(2023b) and make some changes on it.

Asia show as Fig.8(a) aims to model a hypothetical medical scenario in which a person visits a
clinic with shortness of breath. The network helps in diagnosing the likely causes (e.g., tuberculosis,
lung cancer, bronchitis) by probabilistically combining the available evidence (e.g., history of travel,
smoking status, X-ray results)

Child show as Fig.8(b) is used to model the diagnosis of pediatric health issues, particularly those
that can occur in newborns or young children. It’s often employed in studies related to decision
support systems, where probabilistic graphical models assist in medical diagnosis. The network is
significantly larger than the Asia dataset, with 20 nodes (variables) and 25 edges.

Insurance shown as Fig. 8(c) intended to simulate a situation in which an insurance company needs
to assess various risks and make decisions regarding policies, claims, and customer behavior. It
represents the interdependencies between multiple insurance factors. It has 27 nodes and 52 edges

Alarm shown as Fig. 8(d) is known as the ALARM (A Logical Alarm Reduction Mechanism) network,
and it was originally developed to model a patient monitoring system for anesthesia purposes. It helps
in predicting physiological conditions of patients, detecting potential complications, and generating
alerts when necessary, consists of 37 nodes and 46 edges.

B MORE DETAILS OF EXPERIMENTS

B.1 ENCO HYPERPARAMETERS

For experiments using the ENCO framework, we used the exact parameters reported by Lippe et al.
(2022a). These parameters are provided in Table 3 to ensure the completeness of our report.

Table 3: Hyperparameters used for the ENCO framework.
parameter value

Sparsity regularizer λsparse 4× 10−3

Distribution model 2 layers, hidden size 64, LeakyReLU(α = 0.1)
Batch size 128
Learning rate - model 5× 10−3

Weight decay - model 1× 10−4

Distribution fitting iterations F 1000
Graph fitting iterations G 100
Graph samples K 100
Epochs 30
Learning rate - γ 2× 10−2

Learning rate - θ 1× 10−1

B.2 FINAL CAUSAL GRAPH

In this section, we present the final causal graph after T = 33, total sample N = 1056 results with
GIT and LeGIT.
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(a) Ground truth Causal Graph of for asia data.
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(b) Ground truth Causal Graph of for child data.
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(c) Ground truth Causal Graph of for insurance data.
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(d) Ground truth Causal Graph of for alarm data.
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(g) LeGIT final causal graph for child dataset
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(h) GIT’s final causal graph for child dataset
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(i) LeGIT final causal graph for insurance dataset
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(j) GIT’s final causal graph for insurance dataset
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(k) LeGIT final causal graph for alarm dataset
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C EXAMPLES OF PROMPTS

We provide the prompt templates and the description of the variables that are used in LeGIT.

Asia Warmup Prompt

You are a helpful assistant and expert in lung disease research. Here are some tips that you
can pay attention to:
1. Assess whether there is a direct causal relationship, and consider potential confounding
variables that might affect the relationship that could potentially not causal relationship.
2. Distinguish between correlations and causation; verify that correlations are not mistaken
for causal relationships.
3. Ensure the correct temporal order of variables; confirm that the cause precedes the effect.
Assuming we can do interventions to all the variables, your job is to assist in designing the
best intervention experiments among the following variables to help discover their causal
relations:
<dysp>: whether or not the patient has dyspnoea, also known as shortness of breath
<smoke>: whether or not the patient is a smoker
<xray>: whether or not the patient has had a positive chest xray
<lung>: whether or not the patient has lung cancer
<tub>: whether or not the patient has tuberculosis
<asia>: whether or not the patient has recently visited asia
<either>: whether or not the patient has either tuberculosis or lung cancer
<bronc>: whether or not the patient has bronchitis
Assuming we can do interventions to all the variables, given the aforementioned variables and
their descriptions, can you **echo your knowledge those variables**, **temporally analyze**
their relations, and then **choose the best 5 intervention targets from all the variables**
which hopefully are the root causes of the other variables to start our analysis of their causal
relations?
Let’s think and analyze step by step. Then, provide your final answer (variable names only)
within the tags <Answer>...</Answer>, separated by ", ".
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Child Warmup Prompt

You are a helpful assistant and expert in children’s disease research. Here are some tips that
you can pay attention to:
1. Assess whether there is a direct causal relationship, and consider potential confounding
variables that might affect the relationship that could potentially not causal relationship.
2. Distinguish between correlations and causation; verify that correlations are not mistaken
for causal relationships.
3. Ensure the correct temporal order of variables; confirm that the cause precedes the effect.
Assuming we can do interventions to all the variables, your job is to assist in designing the
best intervention experiments among the following variables to help discover their causal
relations:
<LungFlow>: low blood flow in the lungs
<ChestXray>: having a chest x-ray
<Disease>: infant methemoglobinemia
<Grunting>: grunting in infants
<Age>: age of infant at disease presentation
<XrayReport>: lung excessively filled with blood
<RUQO2>: level of oxygen in the right upper quadriceps muscle
<DuctFlow>: blood flow across the ductus arteriosus
<HypoxiaInO2>: hypoxia when breathing oxygen
<Sick>: presence of an illness
<CO2Report>: a document reporting high level of CO2 levels in blood
<LungParench>: the state of the blood vessels in the lungs
<LVH>: having left ventricular hypertrophy
<LowerBodyO2>: level of oxygen in the lower body
<BirthAsphyxia>: lack of oxygen to the blood during the infant’s birth
<CO2>: level of CO2 in the body <LVHreport>: report of having left ventri
<GruntingReport>: report of infant grunting
<CardiacMixing>: mixing of oxygenated and deoxygenated blood
<HypDistrib>: low oxygen areas equally distributed around the body
Assuming we can do interventions to all the variables, given the aforementioned variables and
their descriptions, can you **echo your knowledge those variables**, **temporally analyze**
their relations, and then **choose the best 5 intervention targets from all the variables**
which hopefully are the root causes of the other variables to start our analysis of their causal
relations?
Let’s think and analyze step by step. Then, provide your final answer (variable names only)
within the tags <Answer>...</Answer>, separated by ", ".
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Insurance Warmup Prompt

You are a helpful assistant and expert in car insurance risks research. Here are some tips that
you can pay attention to:
1. Assess whether there is a direct causal relationship, and consider potential confounding
variables that might affect the relationship that could potentially not causal relationship.
2. Distinguish between correlations and causation; verify that correlations are not mistaken
for causal relationships.
3. Ensure the correct temporal order of variables; confirm that the cause precedes the effect.
Assuming we can do interventions to all the variables, your job is to assist in designing the
best intervention experiments among the following variables to help discover their causal
relations:
<ThisCarDam>: damage to the car
<MakeModel>: owning a sports car
<OtherCarCost>: cost of the other cars
<PropCost>: ratio of the cost for the two cars
<AntiTheft>: car has anti-theft
<DrivQuality>: driving quality
<DrivHist>: driving history
<MedCost>: cost of medical treatment
<Mileage>: how much mileage is on the car
<Antilock>: car has anti-lock
<CarValue>: value of the car
<Accident>: severity of the accident
<OtherCar>: being involved with other cars in the accident
<SeniorTrain>: received additional driving training
<ILiCost>: inspection cost
<SocioEcon>: socioeconomic status
<ThisCar>: costs for the insured car
<Theft>: theft occured in the car
<Age>: age
<RuggedAuto>: ruggedness of the car
<GoodStudent>: being a good student driver
<VehicleYear>: year of vehicle
<HomeBase>: neighbourhood type
<ThisCarCost>: costs for the insured car
<Cushioning>: quality of cushinoning in car
<RiskAversion>: being risk averse
<DrivingSkill>: driving skill
<Airbag>: car has an airbad
Assuming we can do interventions to all the variables, given the aforementioned variables and
their descriptions, can you **echo your knowledge those variables**, **temporally analyze**
their relations, and then **choose the best 5 intervention targets from all the variables**
which hopefully are the root causes of the other variables to start our analysis of their causal
relations?
Let’s think and analyze step by step. Then, provide your final answer (variable names only)
within the tags <Answer>...</Answer>, separated by ", ".
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Alarm Warmup Prompt

You are a helpful assistant and expert in alarm message system for patient monitoring system
research.. Here are some tips that you can pay attention to:
1. Assess whether there is a direct causal relationship, and consider potential confounding
variables that might affect the relationship that could potentially not causal relationship.
2. Distinguish between correlations and causation; verify that correlations are not mistaken
for causal relationships.
3. Ensure the correct temporal order of variables; confirm that the cause precedes the effect.
Assuming we can do interventions to all the variables, your job is to assist in designing the
best intervention experiments among the following variables to help discover their causal
relations:
<BP>: pressure of circulating blood against the walls of blood vessels
<LVEDVOLUME>: amount of blood present in the left ventricle before contraction
<SHUNT>: hollow tube surgically placed in the brain (or occasionally in the spine) to help
drain cerebrospinal fluid and redirect it to another location in the body where it can be
reabsorbed
<HR>: heart rate
<DISCONNECT>: disconnection
<PAP>: blood pressure in the pulmonary artery
<PCWP>: pulmonary capillary wedge pressure
<ARTCO2>: arterial carbon dioxide
<KINKEDTUBE>: whether the chest tube is kinked or not
<PULMEMBOLUS>: sudden blockage in the pulmonary arteries, the blood vessels that send
blood to your lungs
<ERRLOWOUTPUT>: error low output
<CATECHOL>: hormone made by the adrenal glands
<VENTALV>: exchange of gas between the alveoli and the external environment
...
<HRSAT>: measure of how much hemoglobin is currently bound to oxygen compared to
how much hemoglobin remains unbound
<FIO2>: the concentration of oxygen in the gas mixture being inspired
<ANAPHYLAXIS>: sever, life-threatening allergic reaction
<INSUFFANESTH>: whether there is insufficient anesthesia or not
<PVSAT>: amount of oxygen bound to hemoglobin in the pulmonary artery
<INTUBATION>: process where a healthcare provider inserts a tube through a person’s
mouth or nose, then down into their trachea
<HISTORY>: previous medical history
<VENTTUBE>: whether there is a breathing tube or not
<STROKEVOLUME>: volume of blood pumped out of the left ventricle of the heart during
each systolic cardiac contraction
<VENTMACH>: the intensity level of a breathing machine
<HRBP>: ratio of heart rate and blood pressure
<MINVOL>: amount of gas inhaled or exhaled from a person’s lungs in one minute
<ERRCAUTER>: whether there was an error during cautery or not
<SAO2>: oxygen saturation of arterial blood
<CO>: amount of blood pumped by the heart per minute
<HYPOVOLEMIA>: condition that occurs when your body loses fluid, like blood or water
<CVP>: measure of blood pressure in the vena cava
Assuming we can do interventions to all the variables, given the aforementioned variables and
their descriptions, can you **echo your knowledge those variables**, **temporally analyze**
their relations, and then **choose the best 5 intervention targets from all the variables**
which hopefully are the root causes of the other variables to start our analysis of their causal
relations?
Let’s think and analyze step by step. Then, provide your final answer (variable names only)
within the tags <Answer>...</Answer>, separated by ", ".
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LeGIT response for Asia dataset

To systematically approach this, let’s first echo our understanding of each variable and its
potential implications in the context of lung disease research:
1. **<xray>**: A positive chest x-ray can indicate several conditions, including lung cancer,
tuberculosis, and bronchitis. It’s an outcome of underlying pathologies rather than a cause.
2. **<smoke>**: Smoking is a well-documented risk factor for many respiratory conditions,
including lung cancer and bronchitis. It’s a behavioral factor that can precede and potentially
cause various lung diseases.
3. **<asia>**: Visiting Asia might be relevant in the context of exposure to certain infectious
diseases, like tuberculosis, which is more prevalent in some parts of Asia than in other regions.
This variable is more about environmental or situational exposure.
4. **<lung>**: Having lung cancer is an outcome, a result of various risk factors including
smoking, genetic predisposition, and potentially environmental exposures.
5. **<bronc>**: Bronchitis, especially chronic bronchitis, can be caused by smoking
and other environmental factors. It’s an outcome variable reflecting a specific respiratory
condition.
6. **<dysp>**: Dyspnoea, or shortness of breath, is a symptom that can be caused by a
variety of conditions, including lung cancer, bronchitis, and tuberculosis. It’s an effect rather
than a cause.
7. **<either>**: This represents whether a patient has either tuberculosis or lung cancer. It’s
an outcome variable that combines two specific conditions.
8. **<tub>**: Having tuberculosis is an outcome, influenced by factors like environmental
exposure (e.g., visiting regions where the disease is prevalent).
**Temporal Analysis:**
- **Smoking (<smoke>)** is a primary risk factor that can precede and cause lung diseases
such as lung cancer (<lung>) and bronchitis (<bronc>). - **Visiting Asia (<asia>)** could
be a proxy for exposure to environments where certain diseases like tuberculosis (<tub>) are
more common. - **Having tuberculosis (<tub>)** or lung cancer (<lung>) can logically
lead to a positive chest x-ray (<xray>), symptoms of dyspnoea (<dysp>), and be part of the
condition represented by <either>.
Given this analysis, the best intervention targets to understand causal relationships would
likely be those variables that are risk factors or exposures leading to outcomes, rather than
symptoms or outcomes themselves. Thus, the best intervention targets would be:
1. **<smoke>**: Since smoking can cause several of the conditions mentioned. 2.
**<asia>**: Because visiting areas where certain diseases are more prevalent can increase
the risk of those diseases. 3. The remaining variables are outcomes of these exposures or
behaviors rather than root causes themselves.
However, for the sake of identifying five intervention targets and considering the need to
directly intervene in variables that could have a causal relationship with outcomes, I would
also consider intervening in variables that could represent key points in the causal chain to
lung diseases, even if they are not root causes:
4. **<tub>**: Directly intervening here could help understand its impact on <xray>, <dysp>,
and <either>. 5. **<lung>**: Similarly, intervening could clarify its direct effects on <xray>,
<dysp>, and <either>.
Therefore, the best 5 intervention targets from all variables to start our analysis of their causal
relations are:
<Answer>smoke, asia, tub, lung, bronc</Answer>
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LeGIT response for Insurance dataset

To approach the task of identifying the best intervention targets for analyzing causal relations
among the variables related to car insurance risks, we will first echo the knowledge of these
variables, analyze their temporal relations, and then choose the intervention targets. The goal
is to identify root causes that might influence other variables.
### Echoing Knowledge of Variables
1. **<ThisCarCost>**: Costs for the insured car. 2. **<Mileage>**: How much mileage
is on the car. 3. **<DrivQuality>**: Driving quality. 4. **<RiskAversion>**: Being
risk averse. 5. **<CarValue>**: Value of the car. 6. **<MakeModel>**: Owning a
sports car. 7. **<ThisCarDam>**: Damage to the car. 8. **<Theft>**: Theft occurred
in the car. 9. **<ILiCost>**: Inspection cost. 10. **<Age>**: Age of the driver. 11.
**<OtherCar>**: Being involved with other cars in the accident. 12. **<SeniorTrain>**:
Received additional driving training. 13. **<SocioEcon>**: Socioeconomic status. 14.
**<VehicleYear>**: Year of the vehicle. 15. **<HomeBase>**: Neighbourhood type.
16. **<DrivHist>**: Driving history. 17. **<Accident>**: Severity of the accident.
18. **<Airbag>**: Car has an airbag. 19. **<AntiTheft>**: Car has anti-theft. 20.
**<MedCost>**: Cost of medical treatment. 21. **<Antilock>**: Car has anti-lock. 22.
**<GoodStudent>**: Being a good student driver. 23. **<OtherCarCost>**: Cost of the
other cars. 24. **<Cushioning>**: Quality of cushioning in car. 25. **<RuggedAuto>**:
Ruggedness of the car. 26. **<PropCost>**: Ratio of the cost for the two cars. 27.
**<DrivingSkill>**: Driving skill.
### Temporal Analysis
- **Pre-conditions**: Variables like <MakeModel>, <VehicleYear>, <Airbag>, <AntiTheft>,
<Antilock>, <RuggedAuto>, and <Cushioning> are inherent characteristics of the car or
its features and are decided at the time of purchase or manufacture. They precede other
events. - **Personal attributes**: <Age>, <DrivHist>, <RiskAversion>, <SocioEcon>,
<SeniorTrain>, and <GoodStudent> are attributes of the driver or their background and can
influence driving behavior and decisions. - **Incident-related variables**: <ThisCarDam>,
<Theft>, <Accident>, <MedCost>, and <OtherCar> are outcomes of incidents. - **Cost-
related variables**: <ThisCarCost>, <CarValue>, <ILiCost>, <OtherCarCost>, <MedCost>,
and <PropCost> are financial implications that follow from the combination of pre-conditions,
personal attributes, and incident outcomes.
### Choosing Intervention Targets
To identify root causes, we should choose variables that are likely to precede and influence
others without being outcomes themselves. Thus, focusing on pre-conditions and personal
attributes makes sense.
1. **<MakeModel>**: Influences <CarValue>, <ThisCarCost>, <AntiTheft>, and potentially
<Theft>. 2. **<VehicleYear>**: Influences <CarValue>, <ThisCarCost>, and safety features
like <Airbag>, <Antilock>. 3. **<SocioEcon>**: Can influence <CarValue>, <Make-
Model>, <HomeBase>, and indirectly <RiskAversion>. 4. **<Age>**: Affects <RiskAver-
sion>, <DrivingSkill>, <DrivHist>, and potentially <SeniorTrain>. 5. **<DrivHist>**:
Directly influences <DrivQuality>, and can be a factor in <Accident> rates and <MedCost>.
These variables are foundational in the sense that they can have cascading effects on other
variables, making them prime candidates for interventions to understand causal relations.
<Answer>MakeModel, VehicleYear, SocioEcon, Age, DrivHist</Answer>
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