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Abstract

Effective human communication in social set-001
tings is contingent on recognizing the subtle sig-002
nals encoded in conversational exchange. How-003
ever, inferring such social signals is challeng-004
ing for most dialogue systems, especially when005
faced with a new task or setting. We introduce006
SOCIAL SCAFFOLDS, a rationale-generation007
framework for generalization in social under-008
standing tasks. Our framework uses LLMs to009
generate three types of social signals or ratio-010
nales that reflect the perspectives of the speaker,011
listener, and the general worldview. We con-012
duct a comprehensive set of experiments span-013
ning 150 cross-task scenarios wherein we first014
pre-train a model on a given source task (say de-015
tecting persuasion strategies), and subsequently016
deploy it for a target task (say identifying im-017
plicit hate speech). Our results show that pro-018
viding language models with these rationales019
facilitates conversational understanding in both020
instruction-tuned and in-context learning set-021
tings; we find significant gains when we incor-022
porate the social rationales alongside the utter-023
ance text as part of the input. Particularly, ratio-024
nales modeling the speaker’s intentions yield025
the largest generalization gains (34%) across026
tasks. Our analysis also reveals that the gener-027
ated rationales share low similarity with each028
other and the corresponding utterance, thereby029
capturing distinct concepts. They are also de-030
signed to be task-agnostic such that the ratio-031
nale category with greatest impact depends on032
the task. Our framework shows the promise033
of pragmatics-oriented data augmentation for034
social understanding and generalization.035

1 Introduction036

Computational modeling of human behavior in so-037

cial interactions is challenging because communi-038

cation often employs indirect language, i.e. lan-039

guage whose meaning goes beyond the surface040

words of the text (Yerukola et al., 2024; Yusupu-041

jiang and Ginzburg, 2023; Markowska et al., 2023;042

Dutt et al., 2024). For example, Figure 1 illustrates 043

that one needs to detect the underlying sarcastic 044

intentions behind the message to infer the veiled 045

implications of hate towards immigrants. Under- 046

standing the hidden meaning behind a message or 047

conversational exchange is crucial for several tasks, 048

such as automated content moderation (Calabrese 049

et al., 2024; Horta Ribeiro et al., 2023), intent res- 050

olution (Yerukola et al., 2024; Joshi et al., 2021) 051

and aiding LLM-based agents and tools (Kim et al., 052

2024; Qian et al., 2024). 053

This study investigates the extent to which lan- 054

guage models (or broadly AI systems) can under- 055

stand social inferences behind messages and how 056

these inferences can serve as additional sources 057

of information to facilitate generalization across 058

different dialogue understanding tasks. While com- 059

putational frameworks grounded in sociolinguistic 060

theories such as the politeness framework of Brown 061

et al. (1987), the cooperative principles/maxims of 062

Grice (Bernsen et al., 1996), and the appraisal the- 063

ory of Martin and White (Martin and White, 2003) 064

have been proposed to understand the implicit so- 065

cial inferences, these frameworks cannot be applied 066

readily to new tasks since their instantiation is con- 067

tingent on the given task setting. For example, in 068

politeness theory, what constitutes a positive face 069

or a negative face (Brown et al., 1987) depends 070

on the power dynamics and social distance of the 071

participants and the given sociocultural setting. 072

We introduce SOCIAL SCAFFOLDS a generaliz- 073

able framework which automatically extracts these 074

implicit social signals or inferences from the con- 075

versation which we henceforth refer to as “ratio- 076

nales.” Motivated by different points of view in nar- 077

rative modeling (Eisenberg and Finlayson, 2016; 078

Hamilton, 2024), we explore rationales that reflect 079

(i) the speaker’s intentions and beliefs (Dutt et al., 080

2024; Zhou et al., 2023), (ii) the effect of the ut- 081

terance on the listener (Yusupujiang and Ginzburg, 082

2023), and (iii) the common world-view that par- 083
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Is the message below an example of irony?

Irony: The message uses sarcasm, humor, and satire to attack or
demean a protected class or individual.

we must resist ebolaphobia. these viruses just come here for a
better life, to do jobs that american viruses refuse to do.

we must resist ebolaphobia. these viruses just come here for a better
life, to do jobs that american viruses refuse to do.

Intention:The speaker is using satire to comment on the fear of Ebola
(ebolaphobia) by comparing it to immigration issues suggesting that

the fear is irrational and mocking the idea that viruses have intentions
similar to human immigrants.

Does the utterance belong to the category "showing-empathy"?

showing-empathy: The participant positively acknowledges or displays empathetic
behavior towards a personal context of the partner..

Are you sure that's enough firewood for you and the baby? I know that
babies can easily get very sick from dropping temperatures.

Are you sure that's enough firewood for you and the baby? I know that
babies can easily get very sick from dropping temperatures.

Intention: Expressing concern about the adequacy of firewood for the baby

Source Task : Predicting Negotiation Strategies Target Task: Implicit Hate Speech Recognition

Figure 1: We illustrate the phenomena of indirect or subtle language usage in two scenarios; the scenario on the
left corresponding to predicting negotiation strategies, whereas the scenario on the right corresponds to identifying
different categories of hate. For both cases, we see how the model fails to associate the input message (in red) with
the description of the label (in purple) since it is unable to capture the hidden cues in the message. Incorporating
rationales, as additional inputs, can guide model prediction for both in-domain and cross-task settings.

ticipants presupposes to be true for the utterance084

to be credible (Mulcahy and Gouldthorp, 2016).085

These capture speaker-centric, listener-centric, and086

shared-centric perspectives and corresponds to first-087

person, second-person, and third-person points-of-088

view respectively in narrative modeling.089

To showcase the utility of our framework, we090

generate ≈ 135K rationales, using GPT-4o and091

GPT-3.5-turbo as our backbone LLMs for six so-092

cial dialogue datasets. We compare and contrast093

the impact of rationales for instruct-tuning and in-094

context learning setups, perform a thorough quanti-095

tative analysis of factors that affect generalizability,096

and characterize how similar different categories of097

rationales are to each other and to those generated098

by different LLMs. We observe more pronounced099

performance gains on datasets with higher skew100

in label distributions and for the infrequent label101

categories, highlighting the efficacy for more com-102

plex tasks. Our results also show significant asso-103

ciations between the choice of rationale and task104

performance showcasing that no single category of105

rationale acts as a silver bullet across all tasks.106

We observe significant gains from incorporating107

rationales in a cross-task transfer setup. Simply108

put, we investigate whether a model fine-tuned109

or adapted for a given source task can general-110

ize to a different target task. Figure 1 highlights111

that a model trained to detect negotiation strate-112

gies can also understand the different categories of113

hate speech when the intentions of the speaker are114

provided, in addition to the utterance text, as aug-115

mentations to the model during inference. Includ-116

ing the rationales corresponding to the speaker’s117

intentions, hearer’s reactions, and the presupposi-118

tions improve performance over the baseline signif-119

icantly by 33.3%, 13%, and 13.3% respectively in120

the cross-task transfer scenario.121

Our framework shows the promise of pragmatics- 122

oriented data augmentation for social understand- 123

ing and generalization. We make our dataset and 124

code public for the research community. 125

2 Related Work 126

We contextualize our work in the broader literature 127

on generalization in dialogue tasks as well as on 128

rationales in language tasks. 129

2.1 Generalization in Dialogue 130

Generalization in dialogue is challenging because 131

interactions are typically structured towards accom- 132

plishing a task rather than simply conveying infor- 133

mation, involve multiple points of control, and rely 134

heavily on implicit context (Dutt et al., 2024). 135

Mehri (2022) outlines different types of gener- 136

alization imperative for dialogue. These include 137

(i) new inputs arising from covariate shift or stylis- 138

tic variation (Khosla and Gangadharaiah, 2022), 139

(ii) new problems in dialogue modeling such as 140

evaluation and response generation (Peng et al., 141

2020), (iii) new outputs and schemas correspond- 142

ing to out-of-domain shift (Larson et al., 2019) and 143

(iv) new tasks such as controlled generation or fact 144

verification (Gupta et al., 2022). 145

In this work, we focus on generalization across 146

different dialogue tasks and investigate how ratio- 147

nales can act as pivots for the same. Prior work on 148

few-shot generalization in dialogue has benefited 149

from large-scale multitask pre-training (Wu et al., 150

2020; Peng et al., 2021; Hosseini-Asl et al., 2020) 151

or instruction tuning (Gupta et al., 2022; Wang 152

et al., 2025; Sanh et al.; Wang et al., 2022). We pro- 153

pose an efficient solution that leverages the underly- 154

ing social signals, i.e. factors that remain common 155

across dialogues thereby unifying different tasks, 156

without the need to pre-train across multiple tasks. 157

2



Prompt Framework

Analyze the dialog below enclosed and identify the
Speaker's Intention/ Hearer Reaction/ Presupposition
for each utterance iteratively.

Speaker's Intention

Express interest in the item and establish a personal connection
Express willingness to sell and inquire about buyer's plans for pickup
Express desire to inspect the item and initiate price negotiation
Agree to negotiate and propose a conditional price

Hello! I saw your ad and thought this would be
a great gift for my grandmother!

Buyer Seller

Yes. If you are willing to get the bike today I can let it go for $220

Dialogue Snippet

Thats Great, This bike was my grandfather and we would love
 to pass it to a good family. do you want to pick it up

I would love to come and check it out. Would you 
be willing to negotiate on price?

Hearer's Reaction

The seller feels pleased and interested as the buyer shows enthusiasm
and a personal connection to the item.
The buyer feels encouraged and positive as the seller shares a
personal story and shows willingness to pass the bike to a good family.
The seller feels open and receptive as the buyer expresses interest in
checking out the bike and hints at negotiating the price.
The buyer feels somewhat optimistic but cautious as the seller offers a
specific price reduction contingent on immediate pickup.

Presupposition

People often look for gifts for their loved  ones.
People value passing down items with sentimental value to good
families.
People often want to inspect items before purchasing them.
Sellers are often willing to negotiate prices for a quick sale.

Intentions

Hearer's Reaction

Presuppositions

Figure 2: An overview our rationale generation framework SOCIAL SCAFFOLDS. We present a dialogue snippet
between a buyer and a seller, shown in blue and red. We prompt an LLM with the dialogue snippet to generate the
speaker’s intentions, the hearer’s reaction, and the presuppositions in orange, purple, and green, respectively.

2.2 Rationales in NLP158

In NLP, “rationales” 1 has long been used to refer to159

textual explanations, either generated by machines160

or humans (Camburu et al., 2018). Rationales serve161

several purposes such as facilitating commonsense162

and social reasoning (Zelikman et al., 2022; Ma-163

jumder et al., 2022), explaining the predictions of164

neural models (Wiegreffe et al., 2021; Jayaram and165

Allaway, 2021; Zaidan et al., 2007), and aiding hu-166

mans in their tasks (Das and Chernova, 2020; Joshi167

et al., 2023; Zhang et al., 2023).168

Recent research has demonstrated the efficacy of169

LLM in generating step-by-step explanations or ra-170

tionales (Gurrapu et al., 2023) that can be utilized to171

improve downstream task performance (Rao et al.,172

2023; Wei et al., 2022; Zelikman et al., 2022). Ra-173

tionales have also contributed to the OOD general-174

ization (Majumder et al., 2022; Xiong et al., 2023;175

Joshi et al., 2022). Building upon this foundation,176

we frame rationales as the elicited verbalization of177

the underlying social signals that helps overcome178

some limitations of static text like the omission of179

communicative intent (Sap et al., 2022).180

Our work improves upon that of Dutt et al.181

(2024), which investigates the domain generaliza-182

tion capabilities of rationales for dialogue under-183

standing tasks in two ways. Firstly, we investigate184

the efficacy of rationales arising from multiple per-185

spectives, i.e., the intentions of the speaker, the186

reaction of the listener, and the presuppositions in-187

volved in making the utterance, whereas prior work188

has emphasized mostly on the speaker’s intentions.189

1While rationales can also refer to a subset of input tokens
or words that contribute to a classification decision (Bao et al.,
2018), we use it in the broader sense of textual explanations.

Additionally, we investigate the generalization ca- 190

pabilities of rationales across multiple dialogue 191

tasks and not simply across different domains for 192

the same task. 193

3 Modeling Framework 194

We present SOCIAL SCAFFOLDS, a framework that 195

automatically generates rationales to capture the 196

implicit information behind a message. 197

3.1 Rationale Types 198

This study explores three distinct but complemen- 199

tary perspectives or point-of-views to generate the 200

rationales. Motivated by prior work on narrative 201

modeling (Mulcahy and Gouldthorp, 2016), we 202

present a one-to-one correspondence of the ratio- 203

nale category with the narrative point of view. 204

Intentions: Intentions refer to the hidden beliefs 205

and desires of the speaker and correspond to the 206

first-person point-of-view. These capture the im- 207

plied meaning behind the speaker’s utterance and 208

signal the outcome the speaker is interested in (Dutt 209

et al., 2024; Yusupujiang and Ginzburg, 2023). 210

Hearer Reaction: Rationales corresponding to 211

the hearer’s reaction (Zhou et al., 2023; Sap et al., 212

2020) help capture the effect of the utterance on 213

the listener(s). It provides insight into the lis- 214

tener’s emotions or belief states, akin to second- 215

order thinking, and thus corresponds to the second- 216

person point-of-view. 217

Presuppositions: Presuppositions refer to general 218

facts or truths about the world that both parties must 219

believe for the utterance to be credible. These pre- 220

suppositions not only encapsulate common sense 221

reasoning or social and communal norms often ob- 222
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served in practice (Perez Gomez, 2021; Kim et al.,223

2022), but also provides a de-contextualized or224

impersonal perspective of the scenario and thus225

serves as a third-person point-of-view (Mulcahy226

and Gouldthorp, 2016).227

3.2 Rationale Generation Framework228

We describe our prompting framework to automati-229

cally generate the different types of rationale. We230

provide an overview of our framework, SOCIAL231

SCAFFOLDS in Figure 2, with a sample dialogue232

snippet on the left and the corresponding intentions,233

hearer reactions, and presuppositions on the right.234

SOCIAL SCAFFOLDS takes as input a multiparty235

dialog and generates rationales using a Large Lan-236

guage Model (such as GPT-4o) on an utterance-by-237

utterance basis. We employ a structured prompting238

framework to ensure that the generated rationale239

aligns with its corresponding utterance. We ad-240

dress erroneous cases by prompting the framework241

to regenerate the rationales iteratively. Additional242

details appear in Appendix Section B .243

We reuse the same prompting framework to gen-244

erate each category of rationale separately to pre-245

vent any ordering effects. Additionally, we do not246

provide any few-shot instances to avoid biasing the247

generations with previously seen examples as in248

Dutt et al. (2024). Overall, our framework enables249

us to compare and contrast not only different cat-250

egories of rationales with each other but also the251

same categories of rationales generated by differ-252

ent LLMs. We explore two LLMs i.e. GPT-4o253

and GPT-3.5-turbo as the backbone of our SOCIAL254

SCAFFOLDS to generate the rationales.255

3.3 Assessment of Rationale Quality256

Since our framework automatically generates ratio-257

nales without any human supervision, we develop258

a rigorous annotation manual to assess the validity259

of those generations based on three criteria: sound-260

ness, informativeness, and relevance. Additional261

details of these criteria appear in Appendix C262

We score each rationale based on soundness, in-263

formativeness, and relevance using a Likert scale264

of 1 to 3, with 1 being the lowest and 3 the highest.265

The evaluations were carried out by two annotators266

with a graduate level proficiency in English and267

at least five years of experience in computational268

linguistics and NLP. Due to the highly subjective269

nature of the task, we relied on these professional270

annotators as an alternative to crowd-sourcing or271

employing an automated annotation framework.272

We compute the inter-rater reliability scores us- 273

ing the multi-item agreement measure of Lindell 274

et al. (1999) and observe strong to moderate agree- 275

ment on all three criteria: soundness (0.98), infor- 276

mativeness (0.76), and relevance (0.70). The mean 277

scores of soundness, informativenss, and relevance 278

are 2.95, 2.76, and 2.61 respectively, highlighting 279

that the rationales are of sufficiently high-quality. 280

Our results in Appendix E highlight that the ra- 281

tionales of different categories differ substantially 282

between themselves showcasing that each category 283

captures distinct concepts. We also observe low 284

similarity between the rationale and the correspond- 285

ing utterance once again signifying that the ratio- 286

nale generated captures information distinct from 287

what is present in the utterance text. 288

4 Methodology 289

We outline our methodology for investigating how 290

rationales can facilitate generalization to different 291

social dialogue understanding tasks. We describe 292

here the datasets, tasks, and experimental details. 293

4.1 Tasks and Datasets 294

We explore many dialogue understanding tasks, 295

each instantiated with a distinct dataset, such that 296

each task operates over a distinct domain. More- 297

over, these datasets have unique labels or categories 298

to prevent any overlap between them. Such a set- 299

ting would enable us to inspect the capabilities of 300

rationales in a cross-task setting, where a model is 301

trained for one task and then evaluated on another. 302

We explore six different datasets i.e., (i) P4G 303

(Wang et al., 2019b) to identify persuasive strate- 304

gies in charitable donations, (ii) CaSiNo (Chawla 305

et al., 2021) to detect negotiation tactics in a simu- 306

lated camping environment and (iii) Res_CB (Dutt 307

et al., 2021) to categorize strategies employed to 308

resist persuasion in online bargaining, (iv) EMH 309

(Sharma et al., 2020) to understand different di- 310

mensions of empathy, (v) PROP (Jo et al., 2020) 311

to categorize different kinds of argumentation, and 312

(vi) IMP_HATE (ElSherief et al., 2021) to classify 313

different kinds of implicit hate speech. 314

We present a brief overview of the dataset statis- 315

tics in Table 1 and their corresponding distribution 316

of labels in Figure 7 of the Appendix A. We ob- 317

serve that the datasets exhibit distinct characteris- 318

tics, such as long conversations for P4G and PROP, 319

and a higher skew for CaSiNo and Res_CB. 320
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Dataset Avg Words per Turn Avg Turns per Dialog # Dialogs # Labels

P4G (Wang et al., 2019a) 10.75 / 13.76 / 11.53 18.74 / 15.45 / 17.9 4004 / 110 / 154 11 / 11 / 11
CaSiNo (Chawla et al., 2021) 21.53 / 20.29 / 26.50 5.42 / 4.88 / 5.02 4862 / 49 / 247 10 / 9 / 10
Res_CB (Dutt et al., 2021) 12.22 / 13.63 / 13.71 5.86 / 5.18 / 6.09 6348 / 160 / 160 8 / 8 / 8
PROP (Jo et al., 2020) 12.55 / 14.86 / 15.71 11.66 / 9.47 / 12.21 741 / 43 / 75 4 / 4 / 4
EMH (Sharma et al., 2020) 54.03 / 47.75 / 53.83 1 / 1 / 1 1823 / 104 / 112 3 / 3 / 3
IMP_HATE (ElSherief et al., 2021) 15.79 / 17.18 / 15.39 0 / 0 / 0 3182 / 156 / 153 6 / 6 / 6

Table 1: Overview of the dataset statistics across the train, validation, and test splits.

Figure 3: Overview of our instruction tune setting

4.2 Experimental Framework321

We investigate the impact of rationales on down-322

stream task performance in two experimental set-323

tings. The first is an instruction-tuned paradigm324

(Figure 3) where we fully fine-tune a pre-trained325

language model on a given source task (say persua-326

sion) and then subsequently evaluate it on a new327

target task (say argumentation) in a 0-shot or few-328

shot setting. The second is an in-context learning329

setting, where we prompt an LLM with 0-shot or330

few-shot examples with the rationale as a control.331

We frame each of the six multi-label, multi-class332

classification tasks as binary classification, where333

the label definition, utterance, dialog context, and334

rationale serve as input to the model. The model335

has to output whether the utterance conforms with336

the definition of the label via "Yes" or "No". We337

adopt the same approach for both instruction-tuned338

and in-context learning settings. This design takes339

into account that each task operates in their own340

label space without any overlap. Moreover, fine-341

tuning LMs with a single multiclass classification342

head is unlikely to generalize in 0-shot settings.343

Moreover, our design would allow for a fair com-344

parison of the two paradigms. We show an example345

of how these tasks have been set-up in Figure 1. 346

4.3 Models and Metrics 347

We use the base version of Flan-T5 (Chung 348

et al., 2022) as our instruction-tuned model, while 349

Gemma-2-9B-it (Team, 2024) and LLama-3-8B- 350

it (AI@Meta, 2024) serve as in-context learning 351

models. These models have been fine-tuned for 352

instruction-following and thus serve as strong base- 353

lines for the respective experimental paradigms. 354

We inspect the difference in performance from 355

adding rationales as part of the input text (i.e., in- 356

tentions, presuppositions, and hearer reaction) over 357

only the utterance (which serves as the baseline). 358

To account for the skewed label distribution, we 359

use macro-F1 score as the main evaluation met- 360

ric for each of these six tasks. Following the rec- 361

ommendations in Dror et al. (2018), we use the 362

non-parametric bootstrap test of Berg-Kirkpatrick 363

et al. (2012) to measure the statistical significance 364

between the baseline and the rationale-augmented 365

model. We reject the null hypothesis that the base- 366

line and rationale-augmented models have similar 367

performance for cases with p-value ≤ 0.05. 368

5 Analysis 369

5.1 Rationales on Task Performance 370

We evaluate the performance of our instruction- 371

tuned model in an in-domain setting (model is eval- 372

uated on the same source task as it was trained on) 373

and a cross-task setting (model is evaluated on a 374

new target task). We repeat over three seeds to 375

account for variations across runs. 376

In-domain Performance: We present the in- 377

domain performance in Table 2 and observe modest 378

gains in five of six tasks, with significant improve- 379

ments for res_CB and IMP_HATE, and a signifi- 380

cant drop for EMH. We also notice that the ratio- 381

nale corresponding to intentions, i.e., the speaker’s 382

perspective, has the most consistent and prominent 383

gains out of all the rationales. We observe similar 384

findings for both GPT-3.5-turbo and GPT-4o. 385
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Generator Rationale P4G CaSiNo res_CB PROP EMH IMP_HATE

- UTT 69.70 +/- 2.42 71.22 +/- 1.70 66.77 +/- 1.02 82.38 +/- 1.21 90.91 +/- 0.13 62.68 +/- 0.79

GPT-4o
INT 69.36 +/- 1.45 72.35 +/- 0.50 70.91 +/- 0.71 84.66 +/- 1.07 89.35 +/- 1.35 67.91 +/- 1.49
HR 70.54 +/- 1.70 71.71 +/- 0.84 68.80 +/- 0.97 82.88 +/- 1.69 90.26 +/- 0.32 65.08 +/- 0.34
PreSup 68.12 +/- 2.30 71.81 +/- 1.39 69.69 +/- 1.51 80.11 +/- 2.86 89.37 +/- 0.16 62.88 +/- 2.55

GPT-3.5-turbo
INT 67.64 +/- 3.16 72.35 +/- 0.38 71.22 +/- 3.03 81.52 +/- 1.47 90.01 +/- 1.12 62.82 +/- 0.62
HR 68.90 +/- 1.54 71.95 +/- 2.67 70.87 +/- 1.17 83.61 +/- 2.00 89.18 +/- 0.73 64.16 +/- 0.97
PreSup 72.21 +/- 0.25 70.43 +/- 1.27 69.28 +/- 1.45 78.61 +/- 2.97 90.00 +/- 0.96 59.85 +/- 0.52

Table 2: Performance of FLAN-T5 model in an in-domain setting across six tasks. The baseline includes only the
utterance (UTT), which we compare against the three kinds of rationales, i.e. intentions (INT), hearer-reactions
(HR), and presuppositions (PreSup). We represent the mean and standard deviation across three runs.

Figure 4: Impact of rationales on cross-task performance for instruction-tuned models across the six datasets for
different fewshot settings.

Cross-Task Transfer Performance: We note the386

aggregate effect of adding the rationales in a cross-387

task environment resulting in 30 different combi-388

nations of source and target datasets in Figure 4.389

When comparing against the baseline case, i.e., the390

utterance, we see consistent and significant gains391

during transfer (in dotted lines) over the in-domain392

setting (in solid lines) for zero-shot and few-shot393

cases from adding the speakers’ intentions.394

In-context Learning: A similar story emerges395

for the in-context learning (ICL) paradigm, where396

we observe that adding intentions to LLMs, i.e.397

LLama-3 and Gemma-2-7B, significantly improves398

the macro-F1 score (see Figure 5). We see mixed399

results for PreSup and HR, where the former and400

the latter are better at 0-shot and 5-shot settings,401

respectively. We also note that with only a mere 20402

or 50 few-shot examples, the instruct-tuned models403

in a cross-task setting can surpass ICL.404

We observe the impact of rationales to be405

highest for datasets that exhibits a high skew in406

their label distribution (such as P4G, res_CB, and407

IMP_HATE). Additionally, the label-wise macro-408

F1 scores in Figures 15 and 16 reveals that ratio-409

nales have a higher impact on the infrequent label410

categories such as “foot-in-the-door” strategy for411

P4G, “Self-Assertion” and “Self-Pity” for res_CB,412

and “threatening” for IMP_HATE. We posit that 413

the rationales are more helpful for more complex 414

dialogue understanding tasks in both in-domain 415

and cross-task settings. 416

We note the fraction of cases where rationales 417

significantly improve performance over the base- 418

line for instruction-tuned models (both in-domain 419

and cross-task settings) and in-context learning 420

models in Figure 6. Across all settings, INT 421

demonstrate consistent improvements and highlight 422

that the speaker’s perspective plays the greatest 423

role in facilitating dialogue understanding. How- 424

ever, despite the comparatively low performance 425

in-domain, both HR and PreSup show pronounced 426

gains in the cross-task transfer setting for instruct- 427

tuned models, demonstrating their generalizability 428

as pivots for task transfer. 429

5.2 Factors affecting Tasks Performance 430

Instance-wise Correlations We investigate several 431

factors that could predict the performance of ratio- 432

nales on an instance-wise basis. The co-variates 433

observed include (i) the length of the rationale, (ii) 434

the length of the preceding dialogue history, (iii) 435

the similarity between the rationale and the utter- 436

ance, (iv) the similarity between the rationale and 437

the label description being classified, (v) the read- 438
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Figure 5: Zero-shot performance for in-context learning models.

Figure 6: Fraction of cases where adding the rationale was significantly better (or worse) than the baseline in an
indomain setting (left), a cross-task or transfer setting (middle), and in-context learning setup (right).

ability score measured using the Flesch’as readabil-439

ity ease (Farr et al., 1951; Kincaid, 1975), (vi) the440

valence, arousal, and dominance scores measured441

via the VAD NRC lexicon (Mohammad, 2018),442

and (vii) scores corresponding emotional intensity,443

emotional polarity and empathy (Wu et al., 2024).444

We measure the point biserial correlation be-445

tween these factors and instance-wise accuracy, i.e.446

whether the rationale could predict the label cor-447

rectly or not. We observe very low (almost zero)448

correlation for each of the factors in Table 13 of449

the Appendix E. Our results highlight that the task450

accuracy is not dependent on these external data451

artifacts like rationale length or emotional inten-452

sity. Furthermore, as opposed to prior work on453

“free-text” rationales that were generated keeping454

in mind the label category such as E-SNLI (Wiegr-455

effe et al., 2021), our rationales are task-agnostic456

based on the low similarity scores between the label457

description and the rationale.458

Generalization Characteristics: We inspect the459

factors that characterize generalizability over the460

different experimental settings. We perform a mul-461

tivariate ANOVA analysis with the relative perfor-462

mance difference (expressed as a percentage over463

the baseline) from including the rationale informa-464

tion as the dependent variable. The independent465

variables chosen were the rationale category, the466

LLM used to generate the rationales, the choice of467

source and target dataset 2, and the few-shot setting;468

2For the indomain setting we consider only the target

we also consider the pair-wise interaction effects of 469

each of these variables. We note the F-statistic and 470

their corresponding p-value for the indomain, cross- 471

task and incontext-learning setting respectively in 472

Tables 14, 15, and 16 in the Appendix E. 473

For the indomain setting, we observe that perfor- 474

mance change hinges most on the fewshot setting 475

followed by the choice of rationale and the dataset. 476

We also see significant pair-wise effects for each 477

of the categories except between the LLM and the 478

choice of fewshot or between the LLM and dataset, 479

highlighting that the rationales generated by the 480

two LLM have similar effect. 481

In the cross-task setting, where we note that the 482

choice of the target dataset has the greatest im- 483

pact on the relative performance, followed by the 484

few-shot setting and the source dataset. Although 485

the rationales individually do not have a significant 486

impact on performance, we observe significant pair- 487

wise interaction between the rationale category and 488

the choice of the source dataset, target dataset, and 489

few-shot setting in decreasing order of significance. 490

We thus glean that not only the choice of the source 491

dataset but also the kind of rationale impacts the 492

generalization performance. 493

Finally, in the in-context learning paradigm, the 494

factors that significantly impact relative perfor- 495

mance are the choice of the dataset, the rationale 496

and the LLM. The pairwise interaction terms are in- 497

significant except between the dataset andfew-shot 498

dataset
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Dataset Label Utterance text Rationale Text CAT

casino vouch-fair hey buddy I hope we both end up with
a good deal:)

Expressing hope for a mutually beneficial out-
come

INT

IMP_HATE white_grievance but that wouldn’t enable them to de-
stroy white neighbourhoods .

There is a belief or concern that certain actions
or policies could lead to the destruction of white
neighborhoods.

PreSup

P4G foot-in-the-door Every little bit help. EE feels reassured that their small donation is still
valuable.

HR

P4G foot-in-the-door Every little bit help. Reassure the listener that any contribution is
valuable.

INT

res_CB Self Pity at this i can only pay about 1600 could
you do that

Seller realizes the buyer’s budget constraints. HR

Table 3: We present instances across different datasets where adding the rationale information was crucial in
predicting the correct label always. We compute Shapley values for each token in the rationale to observe its
contribution to the model’s decision; the highlighted portions correspond to high positive associations with the label.

setting, and between the ICL model (i.e. Gemma499

and LLama) and rationale/dataset. Overall, we ob-500

serve that the choice of the rationale does play a501

significant role on relative task performance across502

all experimental settings.503

5.3 Qualitative Analysis504

We carry out a qualitative analysis to investigate the505

specific instances where including the rationales506

improves the model’s predictions. We consider507

only those instances where the baseline (i.e., the508

utterance text) fails to predict the label correctly,509

but succeeds when the rationale is provided a ma-510

jority of times. The distribution of these cases for511

both the indomain and cross-task setting appear in512

Figures 19 and Figures 20 in the Appendix.513

The rationale with the greatest impact on perfor-514

mance is dependent on the nature of the task. As515

gleaned from Figure 19, the hearer reaction or HR516

has the highest impact on P4G, possibly because517

it captures the thought processes of the persuadee518

(EE) as they are being persuaded to donate. For519

example, the utterance “Anything would help even520

small donations add up when everyone pitches in.”521

evokes a sense of reassurance from the persuadee522

(EE) that any contribution is valuable and is thus523

recognized as a “foot-in-the-door” strategy. Presup-524

positions are useful for IMP_HATE, a dataset that525

directly references stereotypes and thus requires526

generic knowledge to infer the type of implicit ha-527

tred. Tasks that are centered around the outcome528

the speaker is invested in, i.e. strategies employed529

to resist persuasion (res_CB) benefit mostly from530

intentions. Furthermore, similar tasks e.g., CaSiNo531

and res_CB which deal with negotiation have simi-532

lar relative performance for the same rationales.533

To highlight the specific tokens in the rationales534

that guide model prediction, we use the SHAPLEY 535

values (Roth, 1988) for instances where adding the 536

rationales always resulted in the correct answer 537

over three seeds. We present five examples of these 538

instances in Table 3 across four datasets for at least 539

one kind of rationale category. We observe that 540

the highlighted tokens in the rationale text indeed 541

aligns well with human-intuition to explain the la- 542

bel category, for example the phrase “destruction 543

of white neighbourhoods” as a signal for white- 544

grievance or “that their small donation” as a signal 545

for foot-in-the-door strategy in Table 3. We present 546

additional examples of these in the Appendix G. 547

We also conduct ablation studies on the impact of 548

perturbations on rationale text, and the interplay be- 549

tween rationales and utterance on task performance 550

in Appendix F. 551

6 Conclusion 552

We present a taxonomy for rationales, inspired 553

by narrative modeling, that categorizes them into 554

speaker-centric, hearer-centric, and general-world- 555

view perspectives. Leveraging an automated frame- 556

work, we generate a substantial dataset of approxi- 557

mately 135,000 rationale instances across diverse 558

social dialogue datasets with different large lan- 559

guage models (LLMs) as the backbone. Our find- 560

ings demonstrate that these rationales aid task per- 561

formance in both instruct-tuning and in-context 562

learning setups. In particular, we observe signifi- 563

cant gains in a cross-task transfer setting from incor- 564

porating rationales corresponding to the speakers’ 565

intentions 34% of the times. Through a comprehen- 566

sive quantitative analysis over 3150 experimental 567

settings, we identify key factors that influence gen- 568

eralizability of rationales for different tasks. 569
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Limitations570

Some of the main limitations of our work include:571

(i) Our framework SOCIAL SCAFFOLDS em-572

ploys closed-source or proprietary LLMs i.e. GPT-573

4o and GPT-3.5-turbo to generate the rationales.574

Consequently we are not able to assure that the575

reproducibility of generating such rationales or576

whether the service will be discontinued. We do577

however, release the entire dataset of rationales for578

public use.579

(ii) We note that our in-domain and cross-task580

experiments is based on a single pre-trained model,581

i.e. FLAN-T5 and our in-context learning exper-582

iments involved only two LLMs (Gemma-2 and583

Llama-3). This was a deliberate choice to help584

manage our computational budget. Even with a585

single model, we ran 630 in-domain experiments,586

and and an additional 2520 cross-task experiments.587

Future work would entail exploring larger models588

to see the impact of rationales on model scale.589

(iii) We have only focused on simple multi-label590

and multi-class classification tasks in this given591

study and that too at an utterance level. We plan592

to investigate whether rationales can facilitate dia-593

logue understanding at a conversational level and594

help generalize to new tasks such as response gen-595

eration. We defer this to future work.596

(iv) While we observe the positive impact of our597

machine-generated rationales on task performance,598

and validate that the rationales are of sufficient high599

quality, further research is necessary to compare600

and contrast these machine-generated rationales601

from human-generated ones.602

Ethical Concerns603

Our research relies on the responses generated by604

LLMs which are known to exhibit hidden biases605

in their representations. While during our experi-606

ments, we encountered no potential biases in terms607

of offensive language or stereotypes in the gener-608

ated response for our controlled setting of social609

meaning detection, we implore practitioners and610

other researchers to conduct thorough analysis be-611

fore adopting our particular prompting approach612

for the respective use-case. We also recognize the613

limitations of LLM in interpreting social meanings614

and clarify that our conclusions, based on prob-615

abilistic model outputs, do not construe absolute616

facts. Moreover, we stress that the application of617

LLM rationales, while beneficial within our con-618

trolled research environment for understanding hu-619

man intent in utterances, should not be extended un- 620

critically beyond these confines. The use of LLM 621

rationales in broader contexts, especially as sub- 622

stitutes for human judgment and rationale, is not 623

advocated. 624
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Figure 7: Distibution of labels across the different splits for the six datasets or tasks.

A Dataset Statistics1041

We describe in detail the six different datasets (or1042

tasks) that we explore in this study. We showcase1043

the distribution of the different labels across the1044

different splits in Figure 7.1045

1. Persuasion - The task involves identifying per-1046

suasive strategies between two AMT workers1047

where one adopts the role of the persuader and1048

is expected to convince the other party (the1049

persuadee) to donate to charity. We use the1050

Persuasion for Good (P4G) dataset of Wang1051

et al. (2019b).1052

2. Negotiation tactic - The negotiation task is1053

grounded in the CaSiNo corpus of (Chawla1054

et al., 2021), which consists of bargaining for1055

campsite resources between crowd workers in1056

a simulated camping setting. Dialogs contain1057

various aspects of a realistic negotiation, such1058

as building relationships, discussing prefer- 1059

ences, exchanging offers, emotional expres- 1060

sion, and persuasion with personal and logical 1061

arguments. 1062

3. Resisting Strategies - Complementary to task 1063

of identifying persuasive attempts, the task 1064

proposed by Dutt et al. (2021) involves de- 1065

tecting resisting strategies, i.e. strategies em- 1066

ployed to resist being persuaded by others. 1067

We focus on the Craigslist Bargain dataset 1068

(henceforth res_CB) which consists of simu- 1069

lated conversations between a buyer (BU) and 1070

a seller (SE) over an online exchange platform. 1071

Both are given their respective target prices 1072

and employ resisting strategies to negotiate 1073

the offer. 1074

4. Empathy in mental health - We use the frame- 1075

work and dataset of Sharma et al. (2020) that 1076

characterizes the communication of empathy 1077
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Dataset Dialog History Speaker: UTT INT PreSup HR

CaSiNo
(Chawla
et al.,
2021)

mturk_agent_1: I am running low on
firewood. I need more to keep the fire
going and cook food.

mturk_agent_2: Yeah I
need firewood too. It’s
only 50 degrees at night
on the mountain, even in
the summer.

Agreeing on the need
for firewood and pro-
viding additional con-
text

It gets cold at night on
the mountain even in
the summer.

mturk_agent_1 feels
validated in their need
for firewood and un-
derstands the shared
predicament.

P4G
(Wang
et al.,
2019b)

ER: Save the Children is an amazing
charity that helps kids who are in des-
perate need.

ER: When you have peo-
ple who are so poor,
it’s amazing what a tiny
amount can do.

Emphasizing the value
of small contributions

Even minimal financial
aid can greatly ben-
efit those in extreme
poverty.

EE is encouraged by the
impact of small dona-
tions.

ER: They can help with safety, educa-
tion and more.
ER: You can donate some of your
earnings to this amazing charity.
EE: I believe in this charity, but still
wonder how much of the money I do-
nate actually helps.
ER: Every little bit makes a differ-
ence.

res_CB
(Dutt
et al.,
2021)

Buyer: Hi there. I was looking for
ads and this one caught my attention.
Is it in a good and working condition?

Buyer: Yes very much
so.

Express strong interest
in the item

The buyer is express-
ing a strong interest in
the item indicating a
willingness to negoti-
ate further.

The seller feels encour-
aged by the buyer’s in-
terest and is prompted to
discuss the price.

Seller: It is, it’s been used a lot less
than its age would suggest. I only rode
it a few times a month. Are you inter-
ested?

IMP_HATE
(ElSh-
erief
et al.,
2021)

Poster: flynn’s resig-
nation set a dangerous
precedent for the admin-
istration . #sessions is es-
sential to justice 4 white
america . he must not
#resign

Expressing concern
about the implications
of Flynn’s resignation
and emphasizing the
importance of Sessions
to their view of justice
for white America
while urging that
Sessions should not
resign.

The resignation of a
high-ranking official
can have significant
and potentially nega-
tive consequences for
the administration.

The hearer may feel con-
cerned about the impli-
cations of Flynn’s resig-
nation and the potential
impact on the administra-
tion. They may also feel
a sense of urgency or im-
portance regarding Ses-
sions’ role and the need
for him to remain in his
position.

EMH
(Sharma
et al.,
2020)

Seeker: Why do I always have good
news followed by a shit night, fol-
lowed by sitting up at 2am wanting to
kill myself? Why is life so difficult?
Why is it so impossible to be fucking
happy for once in my shit fucking life?
What’s the point anymore?

Responder: well not for
nothing but you made
it extremely difficult to
read your post by only
using a period in the title.
JUST saying not judg-
ing.

Pointing out the dif-
ficulty in reading the
post due to format-
ting while attempting
to clarify that they are
not judging.

Clear communication
is important for under-
standing and respond-
ing to others’ concerns
effectively.

The Seeker may feel
invalidated or criticized
as the Responder’s
comment focuses on
the format of the post
rather than addressing
the Seeker’s emotional
distress.

PROP
(Jo
et al.,
2020)

S_1: It is called the Constitution of
the United States

S_3: We created 1.3 mil-
lion jobs

Emphasizing job cre-
ation

Creating jobs is a posi-
tive achievement.

Impression of job cre-
ation success

S_2: unfortunately, those few months
gave us OBAMA
S_3: We’re going to win when we
unite people with a hopeful, optimistic
message
S_3: we had high sustained economic
growth

Table 4: Examples of rationales generated by GPT-4o for six utterances, each coming from a different dataset and
task. For each utterance, we provide the dialog history and the corresponding intention, presupposition, and hearer
reaction abbreviated as INT, PreSup, and HR respectively. The rationales score high on factuality, soundness, and
relevance as evaluated by two annotators.
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Table 5: Description of the resisting strategies used in our work for the res_CB (Dutt et al., 2021). Examples of
each strategy are italicised.

Resisting Strategy Description

Source Derogation Attacks the other party or questions the item
Was it new denim, or were they someone’s funky old worn out jeans?

Counter Argumentation Provides a non-personal argument/factual response to refute a previous claim or to justify a new claim.
It may be old, but it runs great. Has lower mileage and a clean title.

Personal Choice Provides a personal reason for disagreeing with the current situation or chooses to agree with the
situation provided some specific condition is met.
I will take it for $300 if you throw in that printer too.

Information Inquiry Requests for clarification or asks additional information about the item or situation.
Can you still fit it in your pocket with the case on?

Self Pity Provides a reason (meant to elicit sympathy) for disagreeing with the current terms.
$130 please I only have $130 in my budget this month.

Hesitance Stalls for time and is hesitant to commit; specifically, they seek to further the conversation and provide
a chance for the other party to make a better offer.
Ok, would you be willing to take $50 for it?

Self-assertion Asserts a new claim or refutes a previous claim with an air of finality/ confidence.
That is way too little.

Table 6: Description of the negotiation strategies used in our work for Casino (Chawla et al., 2021). Examples of
each strategy are italicised.

Negotiation Label Description

self-need Participant argues for creating a personal need for an item in the negotiation.
Yes. I’m actually taking a large group of people. Some friends and family are going and I kind of also
wanted a bit of extra firewood. :)

no-need Participant points out that they do not need an item based on personal context.
I don’t like food. my stomach is always full. I only drink water since im thirsty most of the time.

promote-coordination Participant promotes coordination between the two partners.
Alright so I think we can make a fair deal here where we both will be happy. :)

small-talk Participant engages in small talk while discussing topics apart from the negotiation in an attempt to
build a rapport.
My mistake, hypothermia is messing with my brain.

uv-part Participant undermines the requirements of their opponent.
I understand that atleast you are going to be close to water, that will be our most important thing since
we will be thirsty and you know kids and trying to tell them to ration the water...LOL

elicit-pref Participant provides an attempt to discover the preference order of the opponent
I get that and understand completely. I have a large number of mouths to feed making the food a
necessity or all the firewood to cook whatever we hunt. How many you have?

vouch-fair Participant announces a callout to fairness for personal benefit, either when acknowledging a fair deal
or when the opponent offers a deal that benefits them
hey buddy I hope we both end up with a good deal :)

other-need Participants discuss a need for someone else rather than themselves.
I would be willing to do that if I could have two of the waters? I didn’t bring as much as I thought I
would need because I forgot I would have my dog.

showing-empathy Participant positively acknowledges or displays empathetic behavior towards a personal context of the
partner.
Are you sure that’s enough firewood for you and the baby? I know that babies can easily get very sick
from dropping temperatures.

non-strategic Utterance does not have any strategic element
oh well that’s fantastic, so let me know what your deal is
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Table 7: Description of the different dimensions of empathy used in our work for EMH (?). Examples of each
strategy are italicised.

Empathy Dimension Description

emotion Responder specifies the experienced emotions explicitly or communicates emotional reactions without
the emotions being explicitly labeled.
I love you all. Genuinely the replies here made me feel much less alone. your kindness is beautiful

interpretation Responder specifies the inferred feeling or experience, or communicates understanding through de-
scriptions of similar experiences, or mentions that they understand the situation.
I struggle with the same thing, but with my step dad. I’ve basically given up on it.

exploration Responder seeks to explore the specific experiences and feelings of the supporter, which can be specific
to the situation or generic.
What kind of connections do you want / need?

Table 8: Description of the argumentation labels used in our work for PROP (Jo et al., 2020). Examples of each
strategy are italicised.

Argumentation Label Description

Normative A normative proposition is defined as a proposition where the speaker or someone else proposes that a
certain situation should be achieved or that an action should be carried out.
Americans have a right to know if there are any conflicts of interest

Desire A desire proposition is defined as a proposition that explicitly claims that the speaker or someone else
desires to own something, do something, or desires for a certain situation to be achieved.
Bernie Sanders’ soft stance on guns is not what Americans want to hear right now

Future Possibility A future possibility proposition claims a possibility or prediction that something may be the case in the
future.
the next president of the US could very well be a reality TV star

Reported Speech A reported speech proposition must convey an explicit or implicit predicate borrowed from a source
external to the speaker.
Clinton’s view that sometimes capitalism needs controls in order to deal with inequality were a lot
more realistic

Table 9: Description of the argumentation labels used in our work for IMP_HATE (ElSherief et al., 2021). Examples
of each strategy are italicised.

Type of Hate Description

white_grievance The message includes frustration over a minority groups perceived privilege and casting majority groups as
the real victims of racism. This language is linked to extremist behavior and support for violence
is zuma talking about seizing white land or not ? are you denying it ?

incitement The message includes flaunting in group unity and power or elevating known hate groups and ideologies.
india wud be a peaceful prosperous n progressive country only when each of its citizen is a hindu.that shud b
d endall objective 4 d state

inferiority The message implies one group or individual is inferior to another, and it can include dehumanization, denial
of a person’s humanity, and toxic language that compares the target with disease, insects, animals . Related to
assaults on human dignity, dominance, and declarations of superiority of the in group
have you ever written about islam being a crutch for a failed civilization? im new to your work, just
wondering.

stereotypical The message associates a protected class with negative attributes such as crime, or terrorism or includes
misinformation that feeds stereotypes and vice versa, like holocaust denial and other forms of historical
negationism.
You can’t be a person of colour; you’re too pale!

irony The message uses sarcasm, humor, and satire to attack or demean a protected class or individual.
What’s the one good thing about black people? They provide jobs for the prison guards

threatening The message conveys a speaker’s commitment to a target’s pain, injury, damage, loss or violation of rights,
threats related to implicit violation of rights and freedoms, removal of opportunities, and more subtle forms
of intimidation.
We have this huge military. Why don’t we just go down there and create an ethno-state for whites. Most of the
blacks weren’t even there when South Africa was founded by whites!
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Table 10: Description of the persuasion labels used in our work for P4G(Wang et al., 2019b). Examples of each
strategy are italicised.

Persuasion Label Description

credibility-appeal Refers to the uses of credentials and citing organizational impacts to establish credibility and earn the
persuadee’s trust
It is the worlds first global charity for children, and have credentials to back them up.

logical-appeal Refers to the use of reasoning and evidence to convince others.
You are donating money you don’t even have yet so it is not like you are missing something.

foot-in-the-door Refers to the strategy of starting with small donation requests to facilitate compliance followed by
larger requests."
Are you sure, you can do as little as 5 cents???

emotion-appeal Refers to the elicitation of specific emotions to influence others in the form of story-telling, empathy,
guilt, or anger"
It broke my heart to see that famous photograph of a child with a vulture sitting next to it.

personal-story Refers to the strategy of using narrative exemplars to illustrate someone’s donation experiences or the
beneficiaries’ positive outcomes, which can motivate others to follow the actions."
I have three children myself, and the welfare of children around the world is a very important cause to
me.

self-modeling Refers to the strategy where the persuader first indicates their own intention to donate and chooses to
act as a role model for the persuadee to follow"
I think I am going to give a small portion of my hit payment to save the children.

donation-information Refers to providing specific information about the donation task, such as the donation procedure,
donation range, etc."
The research team will collect all donations and send it to Save the Children.

source-related-inquiry Asks about the persuadee’s opinion and expectation related to the task."
Iḿ alright, just reading up on this organization called "Save the Children".. have you heard about it?

task-related-inquiry Asks if the persuadee is aware of the organization (charity)
Do you need more info about this program?

personal-related-inquiry Asks about the persuadee’s previous personal experiences relevant to charity donation"
I imagine hospitals are very strict about who gets to be with the little ones.

other Does not conform to any persuasion category
I am homeless and at Mcdonalds on the wifi.

in text-based conversations. The task involves1078

detecting different dimensions of empathy in1079

text-based mental health support, i.e., empa-1080

thy expressed or communicated by peer sup-1081

porters in their textual interactions with seek-1082

ers.1083

5. Argumentation - We formalize the task of ar-1084

gumentation into identifying different kinds1085

of proposition in rhetorical debates. We use1086

the data set of Jo et al. (2020) which con-1087

sists of four categories of propositions: nor-1088

mative statements, desires statements, state-1089

ments about future possibilities, and reported1090

speech.1091

6. Implicit Hate Speech Detection - The task1092

involves identifying different categories of1093

covert or indirect language that disparages a1094

particular individual or group based on certain1095

protected attributes (ElSherief et al., 2021).1096

Some instances include irony, inferiority lan-1097

guage, and incitement to violence, among oth-1098

ers.1099

We also provide descriptions of the label cat- 1100

egories for each dataset along with an exam- 1101

ple of each for res_CB, Casino, EMH, PROP, 1102

IMP_HATE, and P4G in the Tables 5, 6,7, 8, 9, 1103

and 10 respectively. 1104

B Prompting Framework Description 1105

SOCIAL SCAFFOLDS takes as input a multiparty 1106

dialog and generates rationales on an utterance-by- 1107

utterance basis. This is achieved using a Large 1108

Language Model (such as GPT-4o) that goes over 1109

each utterance in the conversation and generates 1110

the corresponding rationale. We instruct the frame- 1111

work to generate the outputs in a structured for- 1112

mat, i.e. the rationales are generated in the form 1113

of a CSV file and aligned with the corresponding 1114

speaker and utterance index. These checks and 1115

measures help ensure that each utterance has a cor- 1116

responding rationale and enables us to revisit erro- 1117

neous cases. We address those misaligned dialogs 1118

by simply prompting the framework to regenerate 1119

the rationales for those dialogs in an iterative fash- 1120

ion. After 3 iterations, the fraction of valid dialogs 1121
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Figure 8: Validity of rationales over iterations for different datasets.

whose utterances have their corresponding ratio-1122

nale is 99.2%. We show the impact of iterations on1123

the validity of these rationales in Figure 8 in the1124

Appendix.1125

We reuse the prompting framework to generate1126

each category of rationale separately. The moti-1127

vation for our design choice is two-fold. Firstly,1128

we wish to observe whether the different rationale1129

categories can capture distinct concepts; by forc-1130

ing the framework to generate the rationales to-1131

gether would make it sensitive to ordering effects,1132

for e.g. if the intentions are generated first, then1133

those intentions would influence the generation of1134

presuppositions. Secondly, our framework is easily1135

generalizable to new categories of rationales. We1136

actually explore a few other categories of rationales1137

such as the literal meaning of the utterance or the1138

dialog acts, which we defer in the Appendix.1139

Additionally, we do not provide any few-shot1140

instances for in-context learning while generating1141

these rationales to avoid biasing the generations1142

with previously seen examples as in Dutt et al.1143

(2024). Overall, our framework enables us to com-1144

pare and contrast not only different categories of1145

rationales with each other but also the same cate-1146

gories of rationales generated by different LLMs.1147

C Annotation Guidelines1148

C.1 Metrics for Annotating Rationales1149

Since our framework automatically generates ratio-1150

nales without any human supervision, we develop1151

a rigorous annotation framework to assess the va-1152

lidity of generations. To validate the quality of1153

rationales, we define the following three criteria:1154

soundness, informativeness, and relevance.1155

Soundness: Soundness reflects whether the ra-1156

tionale adheres to the definition provided during1157

prompting, i.e. whether the generated rationale1158

reflects the speaker’s intentions, the hearer’s re- 1159

actions, and the presuppositions about the world. 1160

In some cases, the rationale generated might not 1161

contain any additional subtext beyond the literal 1162

rephrasing of the utterance. Such instances are 1163

scored high on soundness. 1164

Informativeness: The information conveyed by 1165

the rationales should comply with the context of the 1166

current dialogue. The information should be cor- 1167

rect, i.e. rationale should not exhibit hallucination, 1168

(present additional information that has not been 1169

encountered so far in the dialogue), and complete, 1170

i.e. they should not omit important information that 1171

could change the meaning of the utterance. 1172

Relevance: A rationale is relevant when it goes 1173

beyond the utterance text and presents information 1174

that is not only factual and sound but also provides 1175

additional subtext. We include this metric to assess 1176

whether the rationale is useful or not for the cur- 1177

rent scenario by providing important information 1178

or cues that are not directly observable. 1179

We score each rationale based on soundness, in- 1180

formativeness, and relevance using a Likert scale 1181

of 1 to 3, with 1 being the lowest and 3 the highest. 1182

The evaluations were carried out by two annotators 1183

with a graduate level proficiency in English and 1184

at least five years of experience in computational 1185

linguistics and NLP. Due to the highly subjective 1186

nature of the task, we relied on these professional 1187

annotators as an alternative to crowd-sourcing or 1188

employing an automated annotation framework. 1189

We also follow the appropriate protocols to assure 1190

the annotation and data aligned with institutional 1191

approval guidelines. 1192

We compute the inter-rater reliability scores 1193

(IRR) using the multi-item agreement measure of 1194

Lindell et al. (1999) and observe strong agreement 1195

scores for all three criteria: soundness (0.983), in- 1196
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formativeness (0.763), and relevance (0.697).1197

C.2 Flowchart for Scoring Rationales1198

We present the flowchart for annotating rationales1199

according to soundness, informativeness, and rele-1200

vance.1201

Step 1: Read the dialogue history, utterance and1202

the rationale; start with judging the Speaker Inten-1203

tion rationale. Perform Steps 2-4 for the Speaker1204

Intention rationale and then reiterate for Hearer1205

Reaction and Presuppositions.1206

Step 2: Check for Soundness criteria if the gen-1207

erated rationale encapsulates the meaning of the1208

rationale category. When checking for Speaker In-1209

tention rationales, see if it is about the speaker’s1210

beliefs, goals, objectives, outcomes. When check-1211

ing for Hearer Reaction see if it is about the belief1212

of the hearer or their interpretation. When check-1213

ing for Presuppositions see if it reflects the general1214

world view or the assumptions shared by the par-1215

ticipants.1216

• If the rationale is ascribing the correct per-1217

spective, we assign a 3 to Soundness.1218

• If the perspective appears to be ambiguous,1219

we assign 2 for Soundness.1220

• If the perspective is blatantly incorrect, for1221

example the Hearer Reaction actually reflects1222

the speaker’s intentions we assign 1 to Sound-1223

ness.1224

• If Soundness is 1 all criteria should be as-1225

signed 1, since it does not make sense to eval-1226

uate a wrong rationale.1227

Step 3: We now check whether the rationale is1228

Informative or not, i.e. whether the information1229

present in the rationale is accurate.1230

• If all the details have been carried over from1231

the utterance, with an appropriate level of gen-1232

eralization assign a 3 to Informativeness.1233

• If the generalization has omitted some infor-1234

mation/details that are important to the mean-1235

ing of the utterance, assign a 2 for Informa-1236

tiveness.1237

• If the rationale hallucinates information, i.e.1238

presents information that cannot be inferred1239

from the current dialogue context, or is oth-1240

erwise just wrong, assign a 1 for Informative-1241

ness.1242

Note that Informativeness and Relevance are al- 1243

ways 1 when the Soundness is 1. 1244

Step 4: We finally check for Relevance. 1245

• If the utterance has a subtext and the rationale 1246

has identified a subtext not overtly stated in 1247

the utterance text, assign a 3 for Relevance. 1248

• If the rationale includes information that ap- 1249

pears earlier in the dialogue history whether 1250

it is subtext or not, but is not in the particular 1251

utterance, assign a 3 for Relevance. 1252

• If the utterance lacks subtext, but the rationale 1253

presents an expression or action not found in 1254

the utterance, such as expressing agreement 1255

or an opinion, assign a 3 for Relevance. 1256

• If the utterance lacks subtext and the rationale 1257

simply summarizes the details of the given 1258

utterance without adding anything new at all, 1259

assign a 2 for Relevance. 1260

• If the utterance has an underlying subtext but 1261

that is not captured by the rationale, or an 1262

incorrect subtext is present, assign a 1 for Rel- 1263

evance. 1264

D Experimental Details and 1265

Hyper-Parameter Tuning 1266

We present the hyperparameters for our experi- 1267

ments in Table 11. We carry out the experiments 1268

over 3 seeds on a A6000 GPU with early stopping 1269

with patience of 5 over the validation set for all 1270

experiments. We implement the entire experiments 1271

in Python, with help of the Pytorch library and use 1272

the pre-trained models as specified in Huggingface 1273

under the agreed upon license agreements. We 1274

explicitly specify the software libraries and their 1275

corresponding versions in Table 12 1276

Our experimental suite comprises encompasses 1277

6 datasets in the indomain setting for the FLAN-T5 1278

models for 5 few-shot settings (5, 10, 20, 50, and 1279

all) across 3 seeds and for 7 cases, corresponding 1280

to the 3 types of rationales (INT, HR, PreSup), for 1281

each of the two LLMs (GPT-3.5-turbo and GPT-4o) 1282

and the baseline (UTT). Furthermore, for a model 1283

pre-trained on a given source task, we further fine- 1284

tune it for 4 k-shot settings (5, 10, 20, and 50) for 1285

each of the 5 different target tasks. This results 1286

in a massive experimental suite of 630 in-domain 1287

experiments and 3150 cross-task experiments. 1288
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(a) Sentence Representation Model: MPNET (b) Sentence Representation Model: Mistral

Figure 9: Cosine similarities between rationales generated by two LLMs, GPT-4o and GPT-3.5-turbo, across
different datasets and rationale categories. The figures displayed on the left and right correspond to the models
Mistral and MPNET, respectively.

For our incontext learning setting, we exper-1289

iment over instruct-tuned versions of two open-1290

sourced models, i.e. LLama-3-8B and the Gemma-1291

9B. To account for prompt sensitivity, the prompts1292

used for inference were first validated on the devel-1293

opment split for each of the 6 datasets. We mention1294

the final prompt used in our experiment below.1295

The total cost of the OpenAI credits during the1296

course of our experiments to generate the rationales1297

was approximately USD 265 USD, with the cost of1298

the GPT-4o model being approximately 10 times1299

as costly as the GPT-3.5-turbo version.1300

.1301

Table 11: Hyperparameters used for fine-tuning the
FLAN-T5-base model for all the experiments.

Hyperparameter Value

Max sequence length 1024
Learning rate 2e−5

Batch size 8
Num. epochs 10
Optimizer Adam
Patience 5
Seeds 3

ICL
Temperature 0.9
Fewshot examples [0, 2, 5]
Batch size 8
GPUs A6000 *2

Table 12: Versions of Library used in our work.

Libraries Version

Python 3.9.12

torch 1.12.1+cu113
transformers 4.40.2
numpy 1.24.2
sklearn 1.2.2
sentence-transformers 2.7.0

E Analysis of Rationale Characteristics 1302

E.1 Similarlity Scores 1303

We measure the similarity of the generated ratio- 1304

nales across three fronts: 1305

(i) How similar are the three different categories 1306

of rationales to each other? 1307

(ii) How similar are the rationales generated by 1308

different LLMs for the same rationale category? 1309

(iii) How similar is a generated rationale to its 1310

corresponding utterance? 1311

We use cosine distance between the sentential 1312

representations as the metric for quantifying sim- 1313

ilarity. We explore two models to generate these 1314

representations, i.e., the popular MPNET model 1315

of (Reimers and Gurevych, 2019) for its simplic- 1316

ity and the instruction-tuned version of Mistral-7B 1317

(Wang et al., 2023) for its superior performance on 1318

the MTEB leaderboard (Muennighoff et al., 2023). 1319

We present the similarity scores across different 1320

LLMs, different rationale categories, and between 1321

the utterance and the rationale in Figures 9, 10, and 1322
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(a) LLM: GPT-4o, Model: Mistral (b) LLM: GPT-4o, Model: MPNET

(c) LLM: GPT-3.5-turbo, Model: Mistral (d) LLM: GPT-3.5-turbo, Model: MPNET

Figure 10: Cosine similarities between different categories of rationales corresponding to intentions, hearer
reactions, and presuppositions as generated by two LLMs, GPT-4o and GPT-3.5-turbo, and evaluated by the
sentence transformers, i.e. Mistral and MPNET.

(a) LLM: GPT-4o, Model: Mistral (b) LLM: GPT-3.5-turbo, Model: MPNET

Figure 11: Cosine similarities between the original utterance and the rationales generated by different LLMs and
evaluated by the sentence transformers, i.e. Mistral and MPNET.
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GPT-4-o GPT-3.5-turbo
Factor INT HR PreSup INT HR PreSup

Length of the Rationale -0.069 -0.053 -0.056 -0.060 -0.054 -0.057
Length of the dialogiue context 0.047 0.052 0.046 0.050 0.056 0.051
Label Similarity -0.058 -0.062 -0.041 -0.064 -0.039 -0.011
Utterance Similarity -0.019 0.020 -0.017 -0.007 -0.029 -0.022

Valence 0.016 0.059 0.035 0.025 0.029 0.023
Arousal -0.014 -0.011 -0.003 -0.002 -0.019 0.004
Dominance 0.005 0.053 0.026 0.012 0.022 0.000
Emotional Intenstisy -0.010 -0.036 -0.022 -0.028 -0.036 -0.032
Emotional Polarity -0.010 -0.036 -0.022 -0.028 -0.036 -0.032
Empathy -0.010 -0.036 -0.022 -0.028 -0.036 -0.032
Flesch’s Reading Scale 0.021 0.034 0.019 0.027 0.003 0.026

Table 13: Correlation of different factors with classification accuracy for different rationales generated by the two
models.

Category F-statistic p-value

C(LLM) 0.1761 6.75E-01
C(RAT) 27.2818 6.03E-12
C(Dataset) 6.5388 6.74E-06
C(fewshot) 27.8057 8.92E-21

C(Dataset):C(LLM) 1.2790 2.72E-01
C(RAT):C(Dataset) 4.6992 2.01E-06
C(LLM):C(RAT) 3.1047 4.57E-02
C(fewshot):C(LLM) 1.2457 2.91E-01
C(RAT):C(fewshot) 3.7960 2.46E-04
C(fewshot):C(Dataset) 17.1829 2.06E-44

Table 14: The F-statistics and corresponding p-value
for the multi-variate ANOVA analysis to investigate the
factors that characterize the performance difference in
an indomain setting for instruction tuned models.

11 respectively.1323

We observe similar trends in the scores regard-1324

less of the model used to generate the representa-1325

tions, i.e., MPNET and Mistral. The rationales gen-1326

erated by GPT-4o and GPT-3.5-turbo vary consid-1327

erably in their similarity scores depending on their1328

category; those corresponding to the speaker’s in-1329

tentions (INT) are the most similar, followed by pre-1330

suppositions (PreSup), while the hearer reactions1331

(HR) are highly dissimilar. Furthermore, we note1332

a low similarity between rationales corresponding1333

to different categories (the weakest scores occur1334

between PreSup and HR) and between the rationale1335

and the original utterance. Overall, these results1336

highlight that the categories capture perspectives1337

distinct from each other and the original utterance.1338

Category F-statistic p-value

C(LLM) 0.9177 3.38E-01
C(RAT) 1.9741 1.39E-01
C(fewshot) 10.7986 1.11E-08
C(src_dataset) 5.2840 3.08E-04
C(tgt_dataset) 11.1723 5.50E-09

C(LLM):C(RAT) 0.1824 8.33E-01
C(LLM):C(fewshot) 0.9177 4.53E-01
C(LLM):C(src_dataset) 0.3452 8.86E-01
C(LLM):C(tgt_dataset) 0.8948 4.84E-01
C(fewshot):C(RAT) 1.9741 4.59E-02
C(src_dataset):C(fewshot) 5.3249 1.78E-13
C(fewshot):C(tgt_dataset) 10.5797 1.76E-32
C(RAT):C(src_dataset) 2.3990 7.83E-03
C(RAT):C(tgt_dataset) 1.9911 3.06E-02
C(src_dataset):C(tgt_dataset) 5.0937 1.13E-12

Table 15: The F-statistics and corresponding p-value
for the multi-variate ANOVA analysis to investigate the
factors that characterize the performance difference in a
cross-task transfer setting for instruction tuned models.
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Figure 12: In-domain performance (top) and cross-task performance of models in presence of only the rationale
across different few-shot cases. Note that the model was trained on BOTH the rationale and utterance.
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Figure 13: In-domain performance (top) and cross-task performance (below) of models using only the rationale
across different few-shot cases. Note that the model was trained on ONLY the rationale.

Category F-statistic p-value

C(LLM) 5.7572 1.76E-02
C(RAT) 13.8255 2.88E-06
C(dataset) 7.2547 3.74E-06
C(fewshot) 0.4060 6.67E-01
C(model_name) 2.9662 8.69E-02

C(LLM):C(RAT) 1.8923 1.54E-01
C(LLM):C(dataset) 0.3870 8.57E-01
C(LLM):C(fewshot) 0.7054 4.95E-01
C(LLM):C(model_name) 0.6620 4.17E-01
C(RAT):C(dataset) 0.6843 7.38E-01
C(RAT):C(fewshot) 1.1929 3.16E-01
C(RAT):C(model_name) 3.9246 2.17E-02
C(dataset):C(fewshot) 8.2394 1.02E-10
C(dataset):C(model_name) 2.8153 1.82E-02
C(fewshot):C(model_name) 0.2097 8.11E-01

Table 16: The F-statistics and corresponding p-value
for the multi-variate ANOVA analysis to investigate the
factors that characterize the performance difference in
fewshot setting for in-context learning models.

F Ablation Results 1339

F.1 Importance of the utterance information 1340

We carry out ablation studies to investigate the role 1341

of the utterance on task performance i.e. how does 1342

the performance vary when we omit out the utter- 1343

ance and evaluate the fine-tuned model using only 1344

the rationale. We explore two settings: (i) where 1345

the model is provided with both the utterance and 1346

rationale information during training, but use only 1347

the rationale during inference, (see Figures 12) and 1348

(ii) where we train and test the model with only the 1349

rationale as an augmentation (see Figure 13). 1350

We observe a noticeable degradation in perfor- 1351

mance compared to the baseline (the model is 1352

trained only on the utterance) in the former case for 1353

both the indomain and cross-task setting; the drop 1354

progressively increases with the amount of train- 1355

ing data, highlighting that fine-tuned models do 1356

not solely rely on the rationale to make its predic- 1357
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Figure 14: Impact of different kinds of perturbation on the rationale text for classification performance.

tions. The latter scenario where the model is fine-1358

tuned with only the rationales fares better, albeit1359

still falling short of the baseline in the in-domain1360

setting. When trained on only the rationale infor-1361

mation, the impact of the rationale category on the1362

task performance becomes more pronounced. We1363

see higher gains from adding the hearer reactions1364

to P4G, the presuppositions to IMP_HATE, and the1365

intentions to casino, and EMH. In the cross-task1366

setting, the performance drop is almost negligible;1367

in fact we see marked improvements for res_CB,1368

IMP_HATE and EMH with the intention rationales1369

over the baseline. In short, we see that the utter-1370

ance information is crucial for task performance1371

and though rationales provides a useful augmen-1372

tation, they cannot be used as a replacement or1373

substitute for the utterance. Future work needs1374

to inspect how to design free-text rationales that1375

can capture all the salient aspects of the utterance1376

(Chen et al., 2023).1377

F.2 Perturbation of the Rationales 1378

We also carry out sensitivity analysis of the ratio- 1379

nales by observing how perturbing the rationale 1380

text affects task performance. We compare differ- 1381

ent kinds of perturbations such as synonym swap 1382

using Checklist (Ribeiro et al., 2020) and WordNet, 1383

different kinds of augmentations (EmbedDA), dele- 1384

tions or combination of them (EDA) (Wei and Zou, 1385

2019). We also control for the fraction of words 1386

being perturbed in the rationale text i.e. 10%, 50% 1387

and 90%. We depict the change in task perfor- 1388

mance due to perturbations in Table 14 1389

Overall, on a macro scale, we observe that per- 1390

turbations indeed decrease task performance with 1391

the deterioration becoming more pronounced as the 1392

proportion of words being perturbed increases. We 1393

also note that certain methods are more effective 1394

than others such as deletion as opposed to synonym 1395

matching or entity replacement. Such an analysis 1396

highlights that the instruct-tuned model does rely 1397

on the rationales for classification. 1398
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(a) Casino (b) P4G

(c) res_CB (d) EMH

(e) PROP (f) IMP_HATE

Figure 15: Comparative performance of rationales in terms of macro F1 score across different labels for different
tasks in an indomain setting.
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(a) Casino (b) P4G

(c) res_CB (d) EMH

(e) PROP (f) IMP_HATE

Figure 16: Comparative performance of rationales in terms of macro F1 score across different labels for the different
target tasks in a cross-task setting

27



Figure 17: Zero-shot cross-task performance for instruction tuned models

Figure 18: Relative change in performance measured in terms of F1 score over the baseline when incorporating the
rationale information for different source and target pairs for the cross-task transfer setting.

(a) CaSiNo (b) P4G (c) res_CB

(d) EMH (e) PROP (f) IMP_HATE

Figure 19: Venn Diagram showing the proportion of instances where including the rationales fared better than the
baseline in an in domain setting.
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Dataset Label Utterance text Rationale Text CAT

casino showing-empathy Are you sure that’s enough firewood for you
and the baby? I know that babies can easily
get very sick from dropping temperatures.

Expressing concern about the adequacy of
firewood for the baby

INT

casino vouch-fair hey buddy I hope we both end up with a good
deal:)

Expressing hope for a mutually beneficial
outcome

INT

IMP_HATE white_grievance is zuma talking about seizing white land or
not ? are you denying it ?

Seeking clarification and confirmation about
Zuma’s stance on seizing white land; chal-
lenging the respondent to deny it.

INT

IMP_HATE irony why do we have an immigration policy?
should just let them have a free for all and all
can pay!

Expressing frustration and sarcasm about
the current immigration policy and suggest-
ing an extreme alternative to highlight per-
ceived issues.

INT

IMP_HATE irony mt : ""we must resist ebolaphobia. these
viruses just come here for a better life, to do
jobs that american viruses refuse to do.

The speaker is using satire to comment on
the fear of Ebola (ebolaphobia) by comparing
it to immigration issues suggesting that the
fear is irrational and mocking the idea that
viruses have intentions similar to human
immigrants.

INT

IMP_HATE white_grievance but that wouldn’t enable them to destroy
white neighbourhoods .

There is a belief or concern that certain ac-
tions or policies could lead to the destruc-
tion of white neighborhoods.

PreSup

IMP_HATE threatening and they should have to pay every dime back,
plus interest. from their own damn pockets.

People should be held financially account-
able for their actions and should not be able
to avoid paying back debts.

PreSup

P4G credibility-appeal As a donor I wanted you to see the site and
the children that you would be helping

EE is informed about the purpose of the
link and the impact of their donation.

HR

P4G foot-in-the-door Every little bit help. EE feels reassured that their small donation
is still valuable.

HR

P4G foot-in-the-door Every little bit help. Reassure the listener that any contribution
is valuable.

INT

P4G foot-in-the-door Your right, but I’m not asking for much. Minimizing the financial impact of the dona-
tion

INT

res_CB Source Derogation Too be honest don’t like the front bumper
would be better without that black cover

The seller might feel a need to address the
buyer’s concern about the bumper.

HR

res_CB Self Pity at this i can only pay about 1600 could you
do that

Seller realizes the buyer’s budget con-
straints.

HR

res_CB Source Derogation Yes. What didn’t your wife like about the
bed?

Seller feels questioned about the reason for
selling the bed.

HR

Table 17: We present instances across different datasets where adding the rationale information was crucial in
predicting the correct label always. We compute Shapley values for each token in the rationale to observe its
contribution to the model’s decision; the highlighted portions correspond to high positive associations with the label.

(a) CaSiNo (b) P4G (c) res_CB

(d) EMH (e) PROP (f) IMP_HATE

Figure 20: Venn Diagram showing the proportion of instances where including the rationales fared better than the
baseline in a 5-shot transfer setting.
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G Qualitative Analysis1399

We now carry out a qualitative analysis to investi-1400

gate the specific instances where including the ra-1401

tionales actively improves the model’s predictions1402

in an indomain setting.1403

We depict the fraction of cases that benefit from1404

adding rationales in the form of a Venn Diagram1405

in Figure 19 in the Appendix. The overlapping1406

areas indicate the fraction of instances that benefit1407

from more than one types of rationale; for exam-1408

ple, 10.0% of all instances benefit from all three1409

rationales in CaSiNo. We consider only those in-1410

stances where the baseline (i.e., only the utterance1411

text) fails to predict the label correctly a majority of1412

times, but succeeds when the rationale is provided.1413

The rationale with the greatest impact on per-1414

formance is dependent on the nature of the task.1415

The hearer reaction or HR has the highest impact1416

on P4G, possibly because it captures the thought1417

processes of the persuadee (EE) as they are be-1418

ing persuaded to donate. For example, the utter-1419

ance “Anything would help even small donations1420

add up when everyone pitches in.” evokes a sense1421

of reassurance from the persuadee (EE) that any1422

contribution is valuable and is thus recognized as1423

a “foot-in-the-door” strategy. Presuppositions are1424

useful for IMP_HATE, a dataset that directly refer-1425

ences stereotypes and thus requires generic knowl-1426

edge to infer the type of implicit hatred. Tasks1427

that are centered around the outcome the speaker is1428

invested in, i.e. strategies employed to resist persua-1429

sion (res_CB), or signaling empathy to someone in1430

therapy (EMH) benefit mostly from intentions. Fur-1431

thermore, similar tasks e.g., CaSiNo and res_CB1432

which deal with negotiation have similar relative1433

performance for the same rationales.1434

However, it should also be noted that a given ra-1435

tionale category does not serve as a silver bullet for1436

all instances. We highlight some examples where1437

model improvements were due to only one type1438

of rationale in Table 17 in the Appendix and the1439

possible reasoning for the same. While all three1440

rationales are valid with respect to the utterance,1441

we hypothesize that certain phrases or terms in the1442

given generation might make it easier to predict1443

the label category. For example, the phrase “feels1444

questioned” in the HR hints at source derogation,1445

which is not observed for the other rationales for1446

the res_CB example. Likewise, the wording “how1447

one might treat a dog” in the presupposition con-1448

veys the sense of inferiority more prominently than1449

the generic idea of mistreatment in IMP_HATE. 1450

Since the rationales were not generated with a par- 1451

ticular task in mind, the number of instances where 1452

the wording aligns with one of the task label’s defi- 1453

nition is also infrequent. 1454
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