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Abstract

The Clinical Terminology Normalization aims001
at finding standard terms from a given termbase002
for mentions extracted from clinical texts. How-003
ever, we found that extracted mentions suffer004
from the multi-implication problem, especially005
disease diagnoses. The reason for this is that006
physicians often use abbreviations, conjunc-007
tions, and juxtapositions when writing diag-008
noses, and it is difficult to manually decom-009
pose. To address this problem, we propose010
a Terminology Component Recognition and011
Reconstruction strategy that leverages the rea-012
soning capability of large language models013
(LLMs) to recognize the components of terms,014
enabling automated decomposition and trans-015
forming original mentions into multiple atomic016
mentions. Furthermore, we adopt the main-017
stream “Recall and Rank” framework to apply018
the benefits of the above strategy to the task019
flow. By leveraging the LLM incorporating020
the advanced sampling strategies, we design a021
sampling algorithm for atomic mentions and022
train the recall model using contrastive learn-023
ing. Besides the information about the compo-024
nents is also used as knowledge to guide the025
final term ranking and selection. The experi-026
mental results show that our proposed strategy027
effectively improves the performance of the ter-028
minology normalization task and our proposed029
approach achieves state-of-the-art on the exper-030
imental dataset.031

1 Introduction032

Clinical Terminology Normalization (CTN) plays033

an important role in clinical natural language pro-034

cessing (Schulz et al., 2019). CTN aims at mapping035

non-standard clinical mentions to standard terms036

within the certain knowledge base (Bodenreider037

et al., 2018) such as the International Classification038

of Diseases and Related Health Problems 10-th Re-039

vision (ICD-10), which provides the foundation040

for downstream tasks in the clinical domain. Stan-041

dardized clinical terms are applied in tasks such042
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Figure 1: A comparative overview of our proposed ap-
proach as opposed to the traditional approach.

as medical research, data analysis, and healthcare 043

quality improvement that utilize electronic health 044

record information. 045

More specifically, in the Chinese medical do- 046

main, the CTN task faces the challenge of “multi- 047

implication” (Liang et al., 2021; Yan et al., 2020) 048

which means that one coupled clinical mention con- 049

tains multiple terms. The non-standardized writ- 050

ing habits such as abbreviation, hyphenation, and 051

juxtaposition lead to this issue and cause inconsis- 052

tent granularity problems, which affects the effec- 053

tiveness of traditional term normalization methods 054

based on the embedding model. 055

Previous work has primarily focused on situa- 056

tions where uni-implication mentions are in the 057

majority, such as the CHIP 2019 task that used the 058

International Statistical Classification of Diseases 059

and Related Health Problems 9-th Revision (ICD- 060

9) as the knowledge base (Yan et al., 2020). In 061

CHIP 2019, multi-implication mentions constituted 062

only 4% of the total. Their approaches to solving 063

such problems include two-stage methods involv- 064

ing the “Recall and Re-rank” framework as well as 065

the generative approach. However, previous studies 066

rarely researched the original mentions when fac- 067

ing datasets with the “multi-implication” problem 068

accounting for the majority. Multiple meanings 069

can lead to semantic ambiguity when compared 070

to uni-implication terms, and make it difficult to 071
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train the model. If the intermediate results after072

decomposition can be obtained, transforming the073

original task into multiple normalization tasks with074

uni-implications, the difficulty of the task will de-075

crease. Figure 1 presents the difference between076

our method and the traditional method.077

Figure 2 representative multi-implication exam-078

ples of Chinese clinical normalization task from079

CHIP-CDN dataset. Case 1 shows the simplest sce-080

nario: there are clear separation between different081

atomic mentions. The multi-implication problem082

in case 1 can be resolved using traditional word083

segmentation methods or term recognition meth-084

ods based on sequence labeling. Conversely, the085

following two cases cannot be segmented or rec-086

ognized using traditional methods. In case 2, the087

original mention omitted the repeated occurrence088

of the affected body part knee. Both word segmen-089

tation and term recognition result in information090

loss. The most challenging case, case 3 denotes091

a semantic implication relation, which cannot be092

accomplished by direct splitting.
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Figure 2: Three cases of different muli-implication ex-
amples.

093
After analysis, the samples without clear bound-094

aries in CHIP-CDN account for a large number of095

cases and cannot be ignored. The distribution of096

the multi-implication samples in the train set and097

validation set of CHIP-CDN are shown in Table 1.098

It can be observed that multi-implication mentions099

constitute more than half of the total, and for multi-100

implication mentions, the inseparable cases make101

up more than 70%. This result demonstrates the ne-102

cessity of research on multi-implication problems.103

To address the defect caused by the multi-104

implication problem mentioned above, we propose 105

a “Terminology Component Recognition and Re- 106

construction” strategy based on LLM, which helps 107

identify the atomic mentions implied within a long 108

Chinese mention. This module primarily consists 109

of two main steps, First, we utilized prompt engi- 110

neering technology to recognize the specific types 111

of components by LLM, the components include 112

such as affected body parts and disease content are 113

identified at a finer granularity. Then we manually 114

crafted specific rules to restructuring the compo- 115

nents obtained in the recognition step. The order of 116

components appeared in the original mention and 117

the type of components were taken into considera- 118

tion during reconstruction.

Datasets Separable Inseparable Multi-
implication

Train 946 2318 3264
Validation 288 741 1029

Table 1: The distribution of the multi-implication sam-
ples of CHIP-CDN. “Separable” means that there are
obvious separators in the original mention, such as semi-
colons “；”.

119
Furthermore, we propose a new framework for 120

terminology normalization based on the Termi- 121

nology Component Recognition and Reconstruc- 122

tion (RR) strategy, named RR-Norm. In addition 123

to designing the “Mention Decomposition” mod- 124

ule, we apply the gains from “RR” to the “Recall 125

and Re-rank” process, implementing the “Atomic- 126

Sampling-based Contrastive Learning” module and 127

“Knowledge-Guided Term Selection” module to fin- 128

ish the CTN task. 129

Additionally, we constructed a new dataset 130

CHIP-CDN-RR primarily composed of uni- 131

implication mentions during the implementation 132

of the Atomic Sampling part, which aligns more 133

closely with traditional term normalization tasks 134

and effectively reduces the complexity of the orig- 135

inal task. We demonstrated its effectiveness by 136

applying this dataset to various baseline methods. 137

Overall, our contributions are as follows. 138

• We propose the “Terminology Component 139

Recognition and Reconstruction” strategy 140

based on the LLM. We use in-context learning 141

to let the LLM learn to recognize, split, and 142

group the components of the original mention, 143

and then through reconstruction, we obtain a 144

set of uni-implication atomic mentions. 145
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• We propose a terminology normalization146

framework based on the “Terminology Com-147

ponent Recognition and Reconstruction” strat-148

egy and achieve performance improvement in149

the CTN task. Including the “Mention Decom-150

position” module, the “Atomic Sampling” al-151

gorithm, designed to obtain high-quality pos-152

itive and negative samples and train more ef-153

fective recall models using contrastive learn-154

ing, and the “Knowledge-Guided Term Se-155

lection” module that leverages the attention156

mechanism to capture the knowledge in the157

constituent information.158

• We constructed an almost uni-implication159

dataset CHIP-CDN-RR to map the annotated160

answers in the original dataset to the reorga-161

nized atomic mentions during the implemen-162

tation of the atomic sampling stage, and the163

final uni-implication ratio was improved by164

37%.165

2 Related Work166

The most traditional method of clinical terminology167

normalization is accomplished through retrieval168

methods, such as BM25, and Edit Distance. With169

the development of deep learning, the majority of170

text similarity approaches are calculated by gener-171

ating word vectors. Leal et al. (2015) employs a172

similarity search based on Lucene’s implementa-173

tion of Levenshtein and N-gram distances. Leaman174

et al. (2013) proposed a linear pairwise model for175

the representation of medical terms.176

Many of the term normalization studies consider177

the task of normalizing the terminology to involve a178

multi-classification problem as well. Limsopatham179

and Collier (2016) introduced the convolutional180

and recurrent neural network architecture. Niu et al.181

(2019) presented a multi-task character-level at-182

tentional network that learned character structure183

features. Methods based only on retrieval or clas-184

sification are not very accurate, hence the recall185

and re-rank method was introduced, which means186

another model is trained to re-rank the candidate187

terms obtained by the recall model. Ji et al. (2020)188

first conducted the BM25 scores as the recall eval-189

uation and proposed a term normalization architec-190

ture by fine-tuning the existing BERT models. Xu191

et al. (2020) proposed an architecture consisting of192

a candidate generator and a list-wise ranker based193

on BERT. (Liu et al., 2020) provided an ABTSBM194

method for ICD-9 terminology standardization.195

However, it has been found that there are multi- 196

implication issues in the field of Chinese health- 197

care. To solve this problem, Sui et al. (2022); 198

Zhang et al. (2023)have added several prediction 199

modules to the original normalization framework. 200

Among them, using multiple classification methods 201

inevitably encounters long tail problems. Yan et al. 202

(2020) suggested a sequence generative framework 203

to directly generate all the corresponding medical 204

procedure terms. The generative method achieves 205

this task well by avoiding number prediction, but 206

the method tends to be inefficient. Liang et al. 207

(2021) considered introducing a tagging task when 208

predicting the implication number. Inspired by this, 209

when considering introducing word segmentation 210

to solve problems, we found that the method based 211

on rule (Liu et al., 2012; Gai et al., 2014,?) is 212

difficult to cope with the complexity of Chinese 213

medical terminology (Ding et al., 2021). The se- 214

quence annotation method (Zhao et al., 2006) re- 215

lies on high-quality datasets and cannot address the 216

Ellipsis problem of Chinese medical terminology. 217

3 Methods 218

In this section, we will introduce the proposed 219

framework for Chinese terminology normalization 220

based on terminology component recognition and 221

reconstruction strategy, shown in Figure 3. 222

3.1 Mention Decomposition 223

The objective of this module is to decompose 224

an original multi-implication mention into atomic 225

mentions to reduce task complexity. For instance, 226

when presented with an original mention such as 227

Degeneration of the left knee with loose body, it 228

is expected to be segmented into two atomic men- 229

tions: Degeneration of left knee, and Loose body 230

in left knee. These two mentions can be separately 231

mapped to the standard terms: Osteoarthropathy 232

of the knee and Loose body in knee, which corre- 233

spond to the original mention. Echoing the goals 234

above, we design a mention decomposition module 235

that implements the segmentation of mentions by 236

the recognition and reconstruction of terminology 237

components. 238

3.1.1 Component Recognition 239

Given an input original mention m or a term, by 240

prompt engineering, ChatGPT is used to recog- 241

nize component sequence {c1, c2, ...cn} and cor- 242

responding specific type sequence {t1, t2, ..., tn}, 243

where ti belongs to a predefined type set. The 244
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Type Meaning Abbr.

Disease Content Possible symptoms, lesions, and conditions within the scope of onset DC

Disease Scope Anatomical sites where lesions occur DS

Operation Content Treatment methods or examination methods OC

Modifier
Words describing the degree and nature of the condition,

or directional terms indicating the location within the scope of onset
Mo

Separator Word Separator word or delimiter SEP

Invalid Content Meaningless description IC

Table 2: The specific meanings of predefined components types, where “Abbr.” notes the abbreviation.

specific content and meanings of the type set can245

be found in Table 2. From this step, we can get246

the corresponding components tables, as shown247

in the upper part of Figure 3, and this structured248

and ordered knowledge will be used to reconstruct249

the atomic mentions as well as to train the term250

selection model.251

The prompt for component recognition contains252

basic task definitions, task output formats, and pre-253

defined component types. While we use in-context254

learning to enhance the understanding of LLM of255

the predefined types, we provide manually selected256

demonstration examples and restrict the output for-257

mat based on prompt engineering techniques. Ad-258

ditionally, we have added an emphasis section to re-259

iterate the task requirements. This step has proven260

effective in enhancing the quality of results during261

practical use. The specific prompt is available in262

Appendix A. In addition, by requesting the Chat-263

GPT output in JSON format, it is convenient to264

perform further post-processing of the results to265

avoid generating incorrect, missing, or redundant266

components.267

3.1.2 Atomic Mention Construction268

Given a sequence of components c1, c2, ...cn and269

corresponding type sequence t1, t2, ..., tn, this270

module will reconstruct components into atomic271

mentions m1,m2, ...,mi. In this section, we will272

introduce the detailed algorithm of each stage. The273

overall approach consists of Knowledge Enhance-274

ment, Rule-based Combination, and Fact-checking.275

Knowledge Enhancement To reduce errors in276

the recognition module and ensure the accuracy and277

professionalism of the reconstruction, we intend to278

introduce domain knowledge to enhance its capa-279

bility. Firstly, we performed knowledge distillation280

from ChatGPT by using prompt engineering to ob-281

tain a list of synonyms and abbreviations for the 282

ICD-10 standard clinical terminology components. 283

The distillation prompt is shown in Appendix A. 284

We use these standard clinical terminology compo- 285

nents as a supplement to the component table if the 286

recognition module does not recognize the same 287

component, and the components whose content is 288

not specific enough or not professional enough will 289

be replaced. 290

Algorithm 1: Algorithm of Rule-based
Combination
Input: a sequence of components Sc,
specific type sequence St, rule baseR
Output: atomic mentions setM

1 M=Set()
2 start=0
3 foreach ci in Sc, ti in St do
4 if ti == “DC” or ti == “OC” then
5 ci← findPreMo(start,i) + ci;
6 P ← findPreDS(start,i);
7 foreach preds in P do
8 M.append(preds + ci);
9 end

10 start← i;
11 end
12 else if ti == “SEP” then
13 start← adjustStart(i− 1,i+ 1);
14 end
15 end

Rule-based Combination In this stage, we will 291

enumerate all atomic mentions as comprehensively 292

as possible based on a specific set of rules and 293

the component tables, which contain component 294

sequences and type sequences, the detailed proce- 295

dure is illustrated in Algorithm 1. 296

4



单侧膝关节⻣性关节病

膝⻣关节病

膝关节退⾏性病变

samples

Label=0

Label=1

Label=0

Components
Recognition

Online Negative 
Sampling

左膝退变伴游离体
Mention

膝关节游离体

膝⻣关节病

Standard 
Terms

classifier

膝关节游离体

关节游离体

膝关节⻣软⻣炎

Samples

Label=0

Label=0

Label=1
BERT Embedding

Transformer 
Block

… ×12

[CLS]左膝游离体[SEP]膝关节游离体[SEP]
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Figure 3: The workflow of our system. In addition to the original mention, standard terminology will also be
recognized through ChatGPT. This step is to perform special mask operations based on the composition category
during the selection stage.

The algorithm processes the component and type297

sequence in order according to the original men-298

tion. The algorithm maintains a starting position299

start, which determines the starting position of300

searching for prefix sequences. Whenever the al-301

gorithm encounters a component of the category302

“Disease Content (DC)”, it will form one or more303

prefix sequences starting from the starting position.304

The prefix sequence of “disease content (DC)” and305

“operation content (OC)” follows two rules:306

1. All “modifiers (Mo)” encountered will be307

added to the prefix sequence.308

2. Each encountered “disease scope (DS)” forms309

a new prefix sequence.310

Afterward, each prefix sequence will be concate-311

nated with the current component and added to the312

atomic mentions set. More specifically, when en-313

countering “separators (SEP)”, the algorithm will314

not add any atomic terms, but will adjust the start-315

ing position based on the component types at both316

ends of the “separator (SEP)”. Let us denote the317

atomic mentions set asM.318

Due to the complexity of Chinese expressions,319

the correctness of atomic references is not consid-320

ered at this stage. In general, for example, the ref-321

erence “The left knee degeneration with loose body”322

can be empirically recognized by medical experts 323

as “Left knee Degeneration” and “Left knee loose 324

body”. After parsing, we obtain the rule that the 325

subsequence “DS-DC1-SEP-DC2” should be con- 326

structed as “DS-DC1” and “DS-DC2”. However, 327

there are also some special cases, such as “Chest 328

pain and diabetes mellitus ”, that cannot be applied 329

to the previous rule. In this case, its subsequence 330

“DS-DC1-SEP-DC2” should be constructed as “DS- 331

DC1” and “DC2”. Hence, strict rules cannot be 332

generalized as this may lead to semantic loss or er- 333

rors. When compared with strict rules and arbitrary 334

combinations, the loose rules we adopt can provide 335

reasonable combinations to a certain extent and 336

also ensure the number of combinations to prevent 337

semantic loss. 338

Fact-Checking In the end, we need to do fact- 339

checking for the constructed set of atomic men- 340

tions, removing irrational combinations. As illus- 341

trated in Algorithm 2, we perform a vector simi- 342

larity search in the standard terminology base T 343

for each atomic mention fromM. For any atomic 344

mention, we focus on its highest score, denoted 345

smax. We will consider that this atomic mention 346

theoretically does not exist and should be aban- 347

doned if smax is less than the set threshold τ , after 348
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this step, we get the final atomic mention set M̂.

Algorithm 2: Algorithm of Fact-Checking
Input: atomic mention setM
standard terminology base T , threshold τ
Output: the fact-checked atomic mention

set M̂
1 M̂ = set()
2 foreach m inM do
3 calculateSim(m,T )→ s ∈ S;
4 smax = max(S, 0);
5 if smax > τ then
6 M̂.append(m);
7 end
8 end

349

3.2 Atomic-Sampling-based Contrastive350

Learning351

The goal of this module is to train an embedding-352

based recall model using contrastive learning,353

which is used to recall several candidate terms354

for the input mentions from a large-scale standard355

terminology base for the next term selection step.356

The most important of these is the selection of357

positive and negative samples, so we design an358

atomic sampling algorithm using the LLM, based359

on the atomic mentions obtained above and ad-360

vanced online negative sampling techniques pro-361

posed by (Liang et al., 2021).362

A multi-implication sample in the existing363

dataset would only provide the original mention364

and its corresponding standard term, but after the365

mention decomposition module we have decom-366

pose the original mention into multiple atomic men-367

tions, so to get the positive sample, we devised an368

automatic annotation method to solve the mapping369

between atomic mentions and standard terms to370

obtain training data that does not require additional371

manual annotation. For an original mention, we372

provide its atomic mentions set and its standard373

terms in order as input to ChatGPT and let it select374

the best matching atomic mention for a standard375

term. A specific prompt template is provided in the376

appendix A. During the implementation, we con-377

structed an almost uni-implication dataset based on378

CHIP-CDN, named CHIP-CDN-RR, the relevant379

details will be presented in 4.1.380

For the negative samples, we use the online neg-381

ative sampling strategy, i.e., before the start of each382

training epoch, we use the current model to get the383

vector set {vm}, m ∈ M̂, and the vector set {vt}, 384

e ∈ T. We use the L2 distance between vectors 385

as a metric, for an atomic mention, terms that are 386

close but not standard answers as negative sam- 387

ples, plus the ground truth of the samples, and this 388

constructs the data for the updated one batch. 389

We trained the recall model based on the 390

SBERT (Reimers and Gurevych, 2019) framework 391

and contrastive learning, with the atomic term serv- 392

ing as anchor a and the correct answer as positive p. 393

For any two inputs i and j, either mentions or terms, 394

let Di,j =
∥∥vi − vj

∥∥
2

denote the L2 distance be- 395

tween them. Then we use the triplet loss, which is 396

shown in formula 1 for the training of the encoder, 397

where m is a manually set hyperparameter indi- 398

cating the margin in contrastive learning. During 399

the prediction phase, we will recall the k standard 400

terms with the closest distance as the candidate for 401

each atomic mention. 402

Ltrip. = max (Da,p −Da,n +m, 0) (1) 403

3.3 Knowledge-guided Term Selection 404

Given an atomic mention m and corresponding can- 405

didates set C, we utilized a BERT-based classifica- 406

tion model with guidance on identical components 407

to select the term that matches the atomic mention. 408

For a given input pair (m, c), along with the 409

corresponding component sequences(sm, sc) of m 410

and c, we pre-process them to get four kinds of 411

inputs. The first one contains full content, where 412

the original m and c are tokenized by connecting 413

them with “[SEP]”. The remaining inputs focus on 414

the specific component types by masking out other 415

types of tokens, including disease content, disease 416

scope, and operation content. 417

As shown in Figure 3, for the first input, we 418

use the pooler output of BERT as the classification 419

feature, and the other three use the same BERT 420

Embedding Layer but connect different randomly 421

initialized transformer blocks to get different fea- 422

tures. Finally, we concatenate these four features 423

together as the input to the classification MLP layer. 424

The binary Cross-Entropy loss is used for the train- 425

ing of the classifier. 426

4 Experiment 427

4.1 Dataset 428

The CHIP-CDN dataset aims at normalizing the 429

terminologies from the final diagnoses of Chinese 430

electric medical records based on the International 431
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Classification of Diseases (ICD-10), which was432

first released in CHIP2020 and is collected in the433

Chinese Biomedical Language Understanding Eval-434

uation Benchmark (CBLUE)1 (Zhang et al., 2021).435

This is a typical dataset suffering from the “multi-436

implication” problem that contains 6,000 training437

samples, 2,000 validation samples, and 10,000 test438

samples.439

Datasets Uni-
implication

Multi-
implication Total

CDNtrain 2736 3264 6000
CDN-RRtrain 7915 1672 9587

Table 3: Comparison of CHIP-CDN vs. CHIP-CDN-RR
for multi-implication problem on training data.

As mentioned in 3.2 above, We constructed the440

CHIP-CDN-RR as our experimental dataset to val-441

idate our ideas, which consists mainly of the uni-442

implication training data we constructed. Table 3443

shows the comparison between CHIP-CDN and444

CHIP-CDN-RR on the training set.445

4.2 Implement details446

We implement our approach on 2 NVIDIA GeForce447

3090 GPUs, saving the checkpoints that performed448

best on the validation set. We use gpt-3.5-turbo-449

1106 (OpenAI, 2023) as the basic LLM, the tem-450

perature is set as 0, and the seed is set as 42.451

Following the setting of (Zhang et al., 2023) we452

adopt the “chinese-roberta-wwm-ext-base” (Cui453

et al., 2019) as the backbone of the recall model454

and adopt the “bert-base-chinese” as the backbone455

of the term selection model. For both the recall456

model and the term selection model, we use the457

Adam optimizer, the initial learning rate is 2e-5,458

batch size is set as 64, and the max length of input459

tokens is 64. During the online negative sampling460

stage of the recall model, the number of samples461

for each atomic mention is 20.462

4.3 Experimental setup and result analysis463

For the recall part, we validate the effectiveness of464

term component Recognition and Reconstruction465

(RR) on three models, namely the traditional BM25466

model, the fixed M3E (Wang Yuxin, 2023) embed-467

ding model, the trained triplet SBERT (Reimers468

and Gurevych, 2019) based on contrast learning469

and the trained triplet SBERT with online nega-470

tive sampling strategy (Liang et al., 2021). We use471

1https://tianchi.aliyun.com/dataset/95414

“HR@num” as the evaluation metric, i.e., the hit 472

rate of recalled candidate terms that contain the 473

correct answer, and the “num” is the number of 474

recalled candidate terms. 475

Approach RR HR@10 HR@20 HR@40

BM25
✗ 42.00 49.95 57.80
✓ 44.15 53.05 61.40

M3E
✗ 40.40 48.90 57.00
✓ 51.30 59.80 67.35

SBERT
✗ 74.45 82.30 88.10
✓ 76.25 83.80 89.75

SBERT† ✗ 82.25 87.15 91.00
✓ 84.30 88.70 92.25

Table 4: Comparison of hit rates between with or with-
out “RR” on different recall models on the validation
set of CHIP-CDN. To keep it fair, if an original mention
contains k atomic mentions, we recall num/k candi-
date terms for each atomic mention separately, so that
for the same sample, with or without RR, the number of
recalled candidates is the same.

As shown in Table 4, we compared the hit rates 476

of different recall methods on the CHIP-CDN vali- 477

dation set since the test set is not public. Obviously, 478

in terms of performance, the trained model outper- 479

forms the fixed embedding model, which outper- 480

forms the traditional BM25 model. And the SBERT 481

which uses the advanced online sampling strategy 482

performs the best. What’s more, our proposed ter- 483

minology component recognition and reconstruc- 484

tion (RR) strategy brings a steady improvement 485

over all kinds of recall methods. 486

This phenomenon proves our conjecture that the 487

multi-implication problem causes the semantics of 488

mentions to be blurred by multiple meanings. This 489

leads to performance degradation when matching 490

with a uni-implication term, and clear semantics im- 491

prove performance when a multi-implication men- 492

tion is decomposed into multiple atomic mentions 493

recalled individually. 494

For the entire normalization task, we choose a 495

fixed “M3E” as the recall model and then connect 496

a ranking model as a baseline to study the impact 497

of different base models, we compare BERT (De- 498

vlin et al., 2018), Roberta (Liu et al., 2019) and 499

Ernie (Sun et al., 2021). Then we compare the im- 500

pact of “RR” in different task paradigms, and in ad- 501

dition to the “Recall and Re-rank” paradigm above, 502

we investigate the generative paradigm presented 503
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Approach Micro-F1 Precision Recall

M3E + BERT-rank 55.40 - -
M3E + RoBERTa-rank(Cui et al., 2019) 56.40 55.30 57.50
M3E + Ernie-rank(Sun et al., 2021) 59.28 62.27 56.57
RR + M3E + BERT-rank 57.97 55.03 61.25
RR + M3E + RoBERTa-rank 59.29 56.59 62.10
RR + M3E + Ernie-rank 62.05 58.15 66.52

ConstraintDecoding(Yan et al., 2020) 56.64 58.82 54.61
RR + ConstraintDecoding 58.92 57.59 60.32

DependencyTree + GNN + rank(Zhang et al., 2023) 63.10 61.80 64.60
Recall + BERT-rank 61.98 61.49 62.49
Recall† + BERT-rank 63.21 61.58 64.93
RR + Recall† + BERT-rank 63.70 58.78 69.54
RR + Recall† + BERT-rank∗ 64.20 60.03 68.75

Table 5: “RR” represents the complete recognition and reconstruction module. “M3E”represents term recall based
on (Wang Yuxin, 2023). “Recall†” represents term recall based on contrastive learning and online negative sampling.
“BERT-rank∗” represents a BERT classification with guidance from component sequences.

by (Yan et al., 2020). Finally, we also compare504

state-of-the-art approach (Zhang et al., 2023) on the505

experimental dataset with our proposed approach506

and validate the impact of each module. We used507

the official indicators provided by CBLUE (Zhang508

et al., 2021) to calculate the Micro-F1 score, Preci-509

sion, and Recall as the evaluation metrics.510

As shown in Table 5, it can be seen that every511

setting improved in the F1-score after using the512

“RR” strategy. The baseline method of “Recall513

and Re-rank” that showed considerable improve-514

ment achieved an increase of about 3% in the F1515

score regardless of which base pre-trained model516

is used. Of the three pre-trained models, Ernie Sun517

et al. (2021) benefited from its training in incorpo-518

rating the medical knowledge graph and therefore519

performed the best. The effect on the generative520

paradigm is the same. Additionally, with the same521

basic pre-trained model as the state-of-the-art nor-522

malization approach, our proposed approach also523

improves and achieves state-of-the-art.524

Among all indicators, the improvement in recall525

is the most significant. Analyzing each module526

one by one, we find that both the online sampling527

strategy and the RR strategy help to improve the528

performance of recall, i.e., recalling as many terms529

as possible that are similar to the mentions. How-530

ever, this can lead to the final ranking model or531

selection model having difficulty distinguishing be-532

tween ground truth and hard negative, which is533

why the precision metric decreases. However, even534

if there may be a slight decrease in precision, it 535

can be compensated by the recall rate to achieve 536

the effect of improving the F1 score. Moreover, 537

we propose the knowledge-guided term selection 538

module that leverages the attention mechanism to 539

extract information about the components of both 540

mentions and terms, balancing precision and recall. 541

5 Conclusion 542

In this paper, to address the hindrance caused by 543

the multi-implication problem, we propose the Ter- 544

minology Component Recognition and Reconstruc- 545

tion (RR) strategy based on the LLM. Furthermore, 546

we propose a competitive terminology standardiza- 547

tion framework that uses the benefits of the strategy 548

and achieves state-of-the-art performance. 549

Specifically, we design the “Mention Decompo- 550

sition” module to leverage an LLM to decompose 551

a raw mention into multiple atomic mentions. The 552

“Atomic Sampling” algorithm for atomic mentions 553

is then designed, combining online negative sam- 554

pling and LLM reasoning to obtain positive and 555

negative samples of atomic mentions, and the recall 556

model is trained using contrastive learning. Finally, 557

use the term components as knowledge and use 558

the attention mechanism to train a “Knowledge- 559

Guided Term Selection” model. Experimentally 560

we verified that the “RR” strategy mitigates the 561

semantic ambiguity defects brought by the multi- 562

implication problem and improves the performance 563

of normalization. 564
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6 Limitations565

In this section, we focus on the limitations and risks566

of our proposed strategy and framework. In our567

Terminology Component Recognition and Recon-568

struction strategy, the LLM is used to obtain the569

composition of terms by inference. We eliminate570

the effects of randomness by already setting a mini-571

mum temperature as well as a fixed random number572

seed but fully address the nuances introduced by573

the ChatGPT system. Therefore we limit the re-574

sults obtained from large model inference to the575

scope of the CTN task through content and format576

constraints to avoid harmful information and hal-577

lucinations. Meanwhile, the component types we578

predefined are specific to disease diagnosis terms579

and do not apply to other terms. One possible idea580

is to design more generalized types by referring to581

syntactic structures in the clinical domain.582

Another risk is that although we have designed583

meticulous approaches to perform the reconstruc-584

tion of atomic mentions and the annotation of the585

positive samples of atomic mentions, the fact that586

it is an automated method of annotation without587

the intervention of an expert may lead to errors.588

However, these are harmless to the overall task as589

intermediate results.590
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ong Lu. 2013. Dnorm: disease name normaliza- 625
tion with pairwise learning to rank. Bioinformatics, 626
29(22):2909–2917. 627

Ming Liang, Kui Xue, Qi Ye, and Tong Ruan. 2021. 628
A combined recall and rank framework with online 629
negative sampling for chinese procedure terminology 630
normalization. Bioinformatics, 37(20):3610–3617. 631

Nut Limsopatham and Nigel Collier. 2016. Normalis- 632
ing medical concepts in social media texts by learn- 633
ing semantic representation. In Proceedings of the 634
54th annual meeting of the association for compu- 635
tational linguistics (volume 1: long papers), pages 636
1014–1023. 637

Huidan Liu, Minghua Nuo, Wei-na Zhao, Jian Wu, and 638
Yeping He. 2012. Segt: A practical tibetan word seg- 639
mentation system. Journal of Chinese information 640
processing, 26(1):97–103. 641

Yijia Liu, Bin Ji, Jie Yu, Yusong Tan, Jun Ma, and 642
Qingbo Wu. 2020. An advanced icd-9 terminology 643
standardization method based on bert and text simi- 644
larity. In The International Conference on Natural 645
Computation, Fuzzy Systems and Knowledge Discov- 646
ery, pages 1868–1879. Springer. 647

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man- 648
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis, 649
Luke Zettlemoyer, and Veselin Stoyanov. 2019. 650
Roberta: A robustly optimized bert pretraining ap- 651
proach. arXiv preprint arXiv:1907.11692. 652

Jinghao Niu, Yehui Yang, Siheng Zhang, Zhengya Sun, 653
and Wensheng Zhang. 2019. Multi-task character- 654
level attentional networks for medical concept nor- 655
malization. Neural Processing Letters, 49(3):1239– 656
1256. 657

OpenAI. 2023. New models and developer products 658
announced at devday. Technical report. 659

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert: 660
Sentence embeddings using siamese bert-networks. 661
arXiv preprint arXiv:1908.10084. 662

Stefan Schulz, Robert Stegwee, and Catherine Chronaki. 663
2019. Standards in healthcare data. Fundamentals of 664
Clinical Data Science, pages 19–36. 665

Xuhui Sui, Kehui Song, Baohang Zhou, Ying Zhang, 666
and Xiaojie Yuan. 2022. A multi-task learning frame- 667
work for chinese medical procedure entity normal- 668
ization. In ICASSP 2022-2022 IEEE International 669

9

https://openai.com/blog/new-models-and-developer-products-announced-at-devday
https://openai.com/blog/new-models-and-developer-products-announced-at-devday
https://openai.com/blog/new-models-and-developer-products-announced-at-devday


Conference on Acoustics, Speech and Signal Process-670
ing (ICASSP), pages 8337–8341. IEEE.671

Yu Sun, Shuohuan Wang, Shikun Feng, Siyu Ding,672
Chao Pang, Junyuan Shang, Jiaxiang Liu, Xuyi Chen,673
Yanbin Zhao, Yuxiang Lu, et al. 2021. Ernie 3.0:674
Large-scale knowledge enhanced pre-training for lan-675
guage understanding and generation. arXiv preprint676
arXiv:2107.02137.677

He sicheng Wang Yuxin, Sun Qingxuan. 2023. M3e:678
Moka massive mixed embedding model.679

Dongfang Xu, Zeyu Zhang, and Steven Bethard. 2020.680
A generate-and-rank framework with semantic type681
regularization for biomedical concept normalization.682
In Proceedings of the 58th Annual Meeting of the As-683
sociation for Computational Linguistics, pages 8452–684
8464.685

Jinghui Yan, Yining Wang, Lu Xiang, Yu Zhou, and686
Chengqing Zong. 2020. A knowledge-driven gen-687
erative model for multi-implication chinese medical688
procedure entity normalization. In Proceedings of the689
2020 Conference on Empirical Methods in Natural690
Language Processing (EMNLP), pages 1490–1499.691

Ningyu Zhang, Mosha Chen, Zhen Bi, Xiaozhuan Liang,692
Lei Li, Xin Shang, Kangping Yin, Chuanqi Tan, Jian693
Xu, Fei Huang, et al. 2021. Cblue: A chinese biomed-694
ical language understanding evaluation benchmark.695
arXiv preprint arXiv:2106.08087.696

Yuhong Zhang, Kezhen Zhong, and Guozhen Liu. 2023.697
A novel method for medical semantic word sense698
disambiguation by using graph neural network. In699
2023 9th International Symposium on System Secu-700
rity, Safety, and Reliability (ISSSR), pages 263–272.701
IEEE.702

Hai Zhao, Changning Huang, and Mu Li. 2006. An703
improved chinese word segmentation system with704
conditional random field. In Proceedings of the Fifth705
SIGHAN Workshop on Chinese Language Processing,706
pages 162–165.707

A The Specific Prompts708

Here are the specific contents of the prompts used709

in this paper, including the prompt for terminol-710

ogy component recognition, the prompt for knowl-711

edge enhancement from the standard termbase, and712

the prompt for atomic positive sampling, they are713

shown in Figure A1, Figure A2 and Figure A3.714

10



user:
你要完成一个组成成分识别任务。以最细粒度按照“发病内容”、“发病范围”、“操作内容”、“修饰词”、“分割词”、
“无效内容”识别。   
以下是各个识别类别的含义：
发病内容：可能存在的发病范围的症状、病变、状态等，以及“心脏病”、“高血压”等固定疾病名称。

发病范围：产生病变的解刨部位。 
操作内容：放疗、化疗等治疗手段，或胃镜检查等检查手段。

修饰词：描述发病内容程度、性质的词。或者描述发病范围的方位词
分割词：“伴”、“并”等分割词、分隔符
无效内容：“待查”、“怀疑”等无意义描述，或检查结果、病因等非疾病、检查内容，或发病范围的方位、区域。

按照输入的内容逐个识别，只以JSON格式输出，例如
[

{"原词":"恶性","类别":"修饰词"},
 {"原词":"卵巢","类别":"发病范围"},
 {"原词":"癌","类别":"发病内容"},
 {"原词":"化疗后","类别":"操作内容"},
 {"原词":"，伴","类别":"分割词"},
 {"原词":"尿频","类别":"发病内容"},
 {"原词":"可能性大","类别":"无效内容"},
] 
注意：必须按照输出的格式并且仅仅以JSON list形式输出，不要额外描述，不要缺少原词也不要增加额外的词语。
输入:{mention}
输出:

(a) Chinese version

user:
You need to complete a Component Recognition task. Identify at the finest granularity according to "disease content", "disease scope", 
"operation content", "modifier", “separator", and "invalid content".  
The following are the meanings of each recognition category: 
Disease content: Symptoms, lesions, and conditions that may exist within the scope of the disease, as well as fixed disease names such 
as "heart disease" and "hypertension".
Disease scope: The site of dissection where the lesion occurs.
Operation content: Treatment methods such as radiotherapy and chemotherapy, or examination methods such as gastroscopy.
Modifier: a word that describes the degree and nature of the disease. Or directional words describing the scope of the disease.
Separator: "companion", "union" and other segmentation words, separators.
Invalid content: meaningless descriptions such as "to be investigated" and "suspected", or non disease or examination content such as 
examination results and causes, or the direction and area of the disease scope.

Identify each input one by one and output only in JSON format, for example
[

{"Original word": "malignant", "Category": "modifier"}, 
{"Original word": "Ovary", "Category": "Scope of incidence"},
{"Original word": "cancer", "category": "incidence content"},
{"Original word": "After chemotherapy", "Category": "Operation content"},
{"Original word": ", companion", "Category": "Segmented word"},
{"Original word": "Urinary frequency", "Category": "Disease content"},
{"Original word": "Possibility is high", "Category": "Invalid content"}
] 

Attention: It is necessary to output in the format of the example and only in the form of a JSON list, without additional descriptions, 
missing original words, or adding additional words. 
Input:{mention}
Output:

(b) English version

Figure A1: The specific prompt for terminology component recognition.
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user:
请你完成一个同义词映射工作。根据我给你的一个临床术语，只用JSON格式给出它所含疾病、部位、病因的同义词俗称、英
文缩写。   
所含疾病：去除该临床术语中的部位、病因等部分剩余的疾病内容，若不存在则为Null
部位：该临床术语发病的部位，若不存在则为Null\n"
病因：该临床术语发病的原因，若不存在则为Null\n"
例如：

输入：肺恶性肿瘤
输出
{
 "所含疾病": {
  "name":"恶性肿瘤",
                    "synonyms":["肿瘤","癌"],
                    "abbreviation": "MT"},
         "部位": {
  "name":"肺",
                    "synonyms":["肺部","上肺"],
                    "abbreviation": None},
         "病因": None
    }
注意：必须只输出JSON格式的结果，不要其他描述内容。
'"name"必须是所给临床术语中的一部分，"synonyms"的值必须是List类型，"abbreviation"给出最常见的缩写或Null。
输入：{q}

(a) Chinese version

user:
Please complete a synonym mapping task. Based on a clinical term I gave you, provide synonyms and abbreviations for the "Diseases 
included", "Location", and "Etiology" in JSON format only.
Diseases included: Remove the remaining disease content from the clinical terminology, including the location, etiology, etc. If it does 
not exist, it is null
Location: The site of onset of this clinical term, if it does not exist, it is null
Etiology: The clinical term refers to the cause of the disease, which is null if it does not exist
For example:
Input: Lung Malignant Tumor
Output
{
 " Diseases included ":{
  "Name": "Malignant tumor",
  "Synonyms": ["tumor", "cancer"],
  "Abbreviation": "MT"},
 Location:{
  "Name": "Lung",
  "Synonyms": ["lungs", "upper lungs"],
  "Abbreviation": None},
 "Etiology": None
}
Note: Only output results in JSON format and do not include any other descriptive content.
"Name" must be a part of the given clinical terminology, the value of "synonyms" must be of type List, and "abbreviation" provides the 
most common abbreviation or null.
Input: {q}

(b) English version

Figure A2: The specific prompt for knowledge enhancement to get synonyms and abbreviations of standard
components.
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user:
请你完成一个同义词挑选工作。我会给你一个mention,以及一个JSON list格式的candidates列表。你需要在candidates列表的范
围内，选择一个最适合mention的一个或多个同义词。
输出格式为一个JSON list，由最合适的一个或多个candidate为值，值不能为空\
示例：

mention：膝骨关节病
candidate_list：
[
 "左膝退变[退行性病变]",
 "左膝游离体[关节内游离体]“
],
输出
[
"左膝退变[退行性病变]“
]
注意：必须只输出JSON格式的结果，不要其他描述内容。
输出范围必须在candidates内，不能修改内容

mention：{mention}
candidates：{candidate_list}

(a) Chinese version

user:
Please complete a synonym selection task. I will give you a mention and a list of candidates in JSON list format. You need to select one 
or more synonyms that are most suitable for the Mention within the scope of the Candidates list.
The output format is a JSON list, with the most suitable candidate or candidates as values, and the values cannot be empty
Example:
mention: Knee osteoarthritis
candidate_list:
[
 "Left knee degeneration [degenerative disease]",
 " Left knee free body [intra-articular free body]",
Output
[
 “Left knee degeneration [degenerative disease]”
]
Note: Only output results in JSON format and do not include any other descriptive content.
The output range must be within candidates and cannot be modified

Mention: {mention}
Candidates: {candidate_list}

(b) English version

Figure A3: The specific prompt for atomic positive sampling.
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