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Abstract

While recent Large Language Models (LLMs)001
have proven useful in answering user queries,002
they are prone to hallucination, and their re-003
sponses often lack credibility due to missing004
references to reliable sources. An intuitive solu-005
tion to these issues would be to include in-text006
citations referring to external documents as ev-007
idence. While previous works have directly008
prompted LLMs to generate in-text citations,009
their performances are far from satisfactory, es-010
pecially when it comes to smaller LLMs. In this011
work, we propose an effective training frame-012
work using fine-grained rewards to teach LLMs013
to generate highly supportive and relevant ci-014
tations, while ensuring the correctness of their015
responses. We also conduct a systematic anal-016
ysis of applying these fine-grained rewards to017
common LLM training strategies, demonstrat-018
ing its advantage over conventional practices.019
We conduct extensive experiments on Ques-020
tion Answering (QA) datasets taken from the021
ALCE benchmark and validate the model’s gen-022
eralizability using EXPERTQA. On LLaMA-2-023
7B, the incorporation of fine-grained rewards024
achieves the best performance among the base-025
lines, even surpassing that of GPT-3.5-turbo.1026

1 Introduction027

Despite the recent success of Large Language Mod-028

els (LLMs), their outputs often contain incorrect or029

unverifiable claims (Ji et al., 2022). This reduces030

the usefulness of their generated content, and more031

importantly, hurts the user trust in LLMs. Previ-032

ous work (Guu et al., 2020; Lewis et al., 2020;033

Izacard et al., 2022) attempts to address this issue034

with retrieval-augmented generation (i.e., RAG),035

which makes the LLM condition its generation on036

information retrieved from an external knowledge037

source for the task input. However, RAG cannot038

fully solve the issue because there is no guarantee039

that the retrieved knowledge is relevant nor that the040

1Our code will be released soon.

User question

What is the population of Greenville county South Carolina?

Retrieved corpus

ChatGPT response (In-Context Learning)

As of 2017, the estimated population of Greenville, South Carolina is 
68,219, making it the sixth-largest city in the state. 

The population of the surrounding area was 400,492 as of 2010,  
making it the third-largest urban area in South Carolina  
as well as the fastest growing. 

Greenville County, where the city is located, had a population of 506,
837 as of 2017, making it the most populous county in the state. [1]
[3][4]

Missing citation

Irrelevant citation

Missing citation

ChatGPT does NOT capture the gold answerGold answer: 451,225

Figure 1: An example of ChatGPT performing the task
of attributable generation. The model takes a question,
retrieved passages, and the task instruction (omitted due
to space limit) as the input, and generates a response
with in-text citations. The response has 3 sentences, 2
of which do not have supporting citations. The third one
has an irrelevant citation [1]. Moreover, ChatGPT does
not capture the correct answer (451,225) mentioned in
passages [3] and [4].

LM-generated output is always consistent with the 041

knowledge. 042

Recent studies (Nakano et al., 2021; Gao et al., 043

2023b) propose to have LLMs generate answers 044

with in-text citations that provide evidence for the 045

generated content, often referred to as attributable 046

text generation. The cited references provide easy 047

access for end users to perform fact-checking 048

on the model generations. Most existing work 049

(Malaviya et al., 2023; Sun et al., 2023; Li et al., 050

2023b; Kamalloo et al., 2023) simply prompts 051

LLMs (e.g., ChatGPT) to include citations in their 052

generation. Gao et al. (2023b) conduct systematic 053

evaluations to show that the model performance can 054

often be far from satisfactory with such prompting 055
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approaches. In this paper, we aim to study how we056

can train an LM to perform better at attributable057

generation.058

One challenge in achieving this goal comes from059

the expensive cost of collecting supervised training060

data that contains gold generations interleaved with061

citations. Another challenge stems from the fine-062

grained task objective. Instead of a holistic goal of063

generating the correct response to the task input, at-064

tributable generation usually targets on two critical065

aspects: citation quality and the information cor-066

rectness of the model response. The citation quality067

can be further assessed by two dimensions. The068

first dimension checks if a generated sentence is re-069

lated to and can be supported by the corresponding070

cited reference(s). Another dimension inspects if071

any cited reference in the generation is redundant.072

To address these challenges, we resort to two073

training algorithms, namely rejection sampling074

(RS) and reinforcement learning (RL), and propose075

to use fine-grained rewards as training signals to076

teach an LM (e.g., LLaMA 2 (Touvron et al., 2023))077

to generate attributable responses. We leverage the078

fine-grained automatic evaluation functions from079

Gao et al. (2023b) to provide localized (sentence-080

level) and specialized (citation quality or response081

correctness) reward signals as fine-grained rewards.082

For training, we adapt from the fine-grained RL083

algorithm in Wu et al. (2023) and the tree-decoding084

mechanism in Asai et al. (2023) to perform rein-085

forcement learning and rejection sampling, respec-086

tively, using the fine-grained rewards. To ensure087

a relatively good starting point before RS or RL088

training, we initialize the LM with distillation from089

ChatGPT on a handful of sampled training prompts090

from ALCE (Gao et al., 2023b).091

When evaluating our trained LMs on the test092

set of ALCE and an out-of-domain dataset EX-093

PERTQA (Malaviya et al., 2023), our main findings094

are as follows:095

• Training an LM with fine-grained rewards for096

attributable generation is much more effec-097

tive than a holistic reward. This conclusion098

holds for both RS and RL. To the best of our099

knowledge, this is the first work that proposes100

to train an LM with fine-grained rewards for101

attributable generation.102

• Training with rejection sampling is more effi-103

cient and effective than reinforcement learn-104

ing, while combining them leads to the best105

model performance that significantly sur- 106

passes ChatGPT. 107

• We also show the generalizability of RS and 108

RL that they can produce attributable answers 109

on EXPERTQA, a separate dataset that re- 110

quires intensive domain knowledge. 111

2 Problem Definition and Methods 112

We follow Gao et al. (2023b) to define attributable 113

text generation as: Given a query x and a passage 114

corpus D, generate a textual output y that consists 115

of N sentences s1, s2, . . . , sN and citations (such 116

as [1], [1][2], etc.) that refer to passages Ci ⊆ D to 117

provide evidence for each sentence si. 118

In this section, we introduce how to train an LM 119

with fine-grained rewards to perform the task. As 120

the corpus D usually contains millions of passages, 121

we first retrieve a small set (e.g., top-5) of relevant 122

passages as the first step before training an LM 123

to generate the output, conditioning on the query 124

and retrieved passages. The details of the retriever 125

for each dataset are in Appendix B.2. Figure 2 il- 126

lustrates our training process. As supervision for 127

in-text citations is hard to obtain, we first initialize 128

an LM with distillation from a proprietary LM such 129

as ChatGPT, as described in § 2.1. We then intro- 130

duce how fine-grained rewards are computed and 131

used to train the LM with RL or RS in § 2.2. Fi- 132

nally, we describe how to train the LM with holistic 133

rewards for comparison purposes in § 2.3. 134

2.1 Distillation from ChatGPT 135

Gao et al. (2023b) observe that the performance of 136

open-sourced LMs like LLaMA-2 for attributable 137

generation is far from satisfactory. In particular, 138

we notice that even with in-context learning, a base 139

LLaMA-2-7B can only generate citations for a very 140

small portion of sentences in its responses. As 141

previous studies (Touvron et al., 2023; Wu et al., 142

2023) often perform RS or RL training on top of 143

a reasonably good initial LM as a starting point, 144

we first learn a better LM capable of generating 145

in-text citations by distilling knowledge from a 146

powerful proprietary model such as ChatGPT2. For 147

each question in the training set, we prompt Chat- 148

GPT with in-context demonstrations (Brown et al., 149

2020) to generate answers that contain citations 150

(See Appendix I). These generated answers serve 151

as weak supervisions to finetune our LM. We use 152

2We use gpt-3.5-turbo-0301
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Prompt:
…

…

𝑦1=As of the 2010 census
, the population … the fas
test growing [1].

R(x, 𝑦1)=2.0

𝑦𝑤=As of the 2010 censu
s, the population … the 2
010 census [2][5].

R(x, 𝑦𝑤)=1.8

R(x,y)=2.4

SFT

As of the 2010 census… the 
fastest-growing [1][2]. </s>

Scattered 
rewards

Update

Sample

Prompt:
…

Distillation

Rejection Sampling

Reinforcement Learning

Prompt:
…
What is the population of gre
enville county south carolina?

Document [1]…

As of 2017, the estimated
population … 
the most populous county
in the state [1][3][4].

SFT

𝑠11=The population … 
was estimated to be 68,2
19 as of 2017 [1].

𝑠12=The estimated popul
ation … 68,219 as of 2017
[1].

R(x,concat(𝑦1, 𝑠11))=2.4

R(x,concat(𝑦1, 𝑠12))=2.4

𝑠𝑤1=…

𝑠𝑤2=…

R(x,concat(𝑦𝑤, 𝑠𝑤1))=1.6

R(x,concat(𝑦𝑤, 𝑠𝑤2))=1.6

…

Rerank

…

R(x,y)=2.4

R(x,y)=1.6

Sample

…

As of the 2010 census, the population of Greenville County, South
        𝑅3:+𝑤3;𝑅3
Carolina was 451,225 [3][4], making it the most populous county in   
           𝑅2:+𝑤2
the state. As of 2017, the estimated population of the county was          
               𝑅3;𝑅3;𝑅2
506,837 [3][4] . The city of Greenville, which is the seat of … the sixth-
                𝑅3;𝑅2
largest city in the state [1] . The population of the surrounding area …
           𝑅3;𝑅3;𝑅2;𝑅1:-2𝑤1
growing [1][2] . </s>

Gold Answers:
451,225, 514,213, 379,616, 320,167
1 hit: +𝑤1 − 3𝑤1 = −2𝑤1

Premise: [3][4]

Hypothesis: As … 
state.

NLI Entail +𝑤2

Premise: [3]

Hypothesis: As … 
state.

NLI Entail +𝑤3
[3] is 

relevant

Citation Precision Reward

Citation Recall Reward

Correctness Recall Reward𝑅1

𝑅2

M𝑑𝑖𝑠𝑡

+f.g.RS

+f.g.RL

𝑅3

PPO

… …

…

Figure 2: Right: The assignment of our fine-grained rewards (R1: Answer Correctness, R2: Citation Recall, R3:
Citation Precision). These rewards are assigned to corresponding tokens in the response (citation, EOS Token, etc.;
highlighted in yellow ). Left: An overview of our framework. Top: Distillation from ChatGPT (§ 2.1); Middle:
Rejection Sampling (§ 2.2.1); Bottom: Reinforcement Learning (§ 2.2.2).

LLaMA-2-7B as our LM and construct its input as153

the concatenation of the task instruction, the query154

x, and the passages retrieved for x. We denote the155

resulting model after distillation as Mdist.156

2.2 Training with Fine-grained Rewards157

Attributable text generation aims to generate re-158

sponses that contain correct information and high-159

quality citations. Its task objective is often decom-160

posed into three aspects (Gao et al., 2023b): in-161

formation correctness, citation recall, and citation162

precision. As a result, we use three reward func-163

tions to represent these three sub-goals respectively.164

Our fine-grained rewards are detailed below:165

Correctness R1. Correctness of a model-166

generated response to a given query is usually167

measured as the fraction of key information pieces168

included in the response (Stelmakh et al., 2022).169

Specifically, in most existing factoid QA datasets170

whose questions require synthesizing multiple doc-171

uments to answer (Stelmakh et al., 2022; Rubin172

et al., 2022; Sun et al., 2022), each question comes173

with a list of short phrases or important informa-174

tion statements that cover different aspects of the175

complete answer, referred to as key information list.176

We can either apply an exact string match (EM) or177

use a Natural Language Inference (NLI) model to178

infer whether each item (sub-claim) in the list is179

covered in the model response. See more in Ap- 180

pendix A.1. Note that although in-text citations can 181

be hard to obtain for training, the key information 182

lists are often provided in existing datasets. For 183

each item in the list, we assign a reward of +w1 if 184

it is in the response, and −w1 otherwise. We then 185

sum up the rewards for all list items to obtain the 186

reward for the whole response. 187

Citation Recall R2. Citation Recall is the per- 188

centage of sentences in the model response that can 189

be supported by the corresponding cited passages. 190

We use an NLI model (Honovich et al., 2022) to 191

determine whether each sentence is entailed by 192

its reference passages. Specifically, the cited pas- 193

sage(s)3 are treated as the premise and the answer 194

sentence is treated as the hypothesis for the NLI 195

model. We assign +w2 for each sentence that can 196

be entailed by the premise, and −w2 otherwise. As 197

a result, R2 is computed at the sentence level. See 198

more in Appendix A.2. 199

Citation Precision R3. Citation Precision refers 200

to the percentage of citations in the response that 201

can help support their sentences (Gao et al., 2023b). 202

The same NLI model in R2 is used to infer whether 203

each cited passage is necessary to entail the sen- 204

tence. We assign +w3 for each citation that is "rel- 205

evant" (See Appenidx A.3), and −w3 otherwise. 206

3If multiple passages are cited, we concatenate them.
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Therefore, we apply R3 at the citation level.207

2.2.1 Rejection Sampling (RS)208

RS is a decoding strategy that can be used to gener-209

ate labels for model fine-tuning. Specifically, the210

model is prompted with each training example in-211

put to generate multiple output samples. Then a212

holistic reward function is used to rank these sam-213

ples and the top-1 output is used as the label for214

model fine-tuning.215

In previous studies (Touvron et al., 2023;216

Nakano et al., 2021), RS has proven to be effective217

in improving model performance. In this work, we218

apply a novel fine-grained RS training approach219

to improve the LM’s performance on attributable220

generation after the distillation step in Section 2.1.221

We adopt a sentence-level beam search decoding222

algorithm introduced in Asai et al. (2023) to rank223

model outputs with our fine-grained reward func-224

tions. At each sentence step, the LM generates K225

different continuation candidates for each sequence226

in the beam. Then we obtain the top-B generation227

sequences based on a combined reward, where B228

is the beam size. We compute the combined reward229

R as the sum of R1, R2, R3 for each generated230

sequence yw = s1,...,i at a sentence step. More231

specifically, R is computed as:232

R(x,yw)=
∑3

u=1

∑lu
k=1 R

k
u(x,y

w) (1)233

where x is the query that is inputted together with234

yw to compute the rewards of yw, lu is the number235

of corresponding segments in yw for Ru (e.g., l1 =236

1 since R1 treats the entire generation as a single237

sequence, and l2 = i since R2 is computed at the238

sentence level). Rk
u denotes the reward score Ru239

for the kth segment in yw.240

The whole process stops until all sequences in241

the beam reaches the end of generation or the max-242

imum number of steps H is reached. Then the243

highest ranked sequence is returned for further LM244

fine-tuning as in a standard RS process.245

2.2.2 Reinforcement Learning (RL)246

We also experiment with LM training using RL af-247

ter the distillation step. Following Wu et al. (2023),248

we optimize the policy LM using proximal policy249

optimization (PPO) (Schulman et al., 2017) with250

fine-grained rewards. We adapt the token-level re-251

ward assignment in Wu et al. (2023) to our own252

fine-grained reward functions by assigning i) the253

sequence-level R1 to the EOS token of each gen-254

erated response; ii) the R2 score for each sentence255

to the last token of that sentence; iii) the R3 score 256

for each bracketed citation to its end token (i.e., the 257

right bracket). If a token is assigned by multiple 258

reward functions, we take their sum to be the final 259

reward for that token. 260

Formally, given a (prompt, response) pair (x, y), 261

we denote the token time step of the EOS token 262

of y as T 1
1 , the time step of the end token of each 263

sentence si as T 2
i , and the time step of the end token 264

for each citation cj as T 3
j . We use θ and θinit to 265

represent the current and initial policy respectively 266

and refer to P as the probability distribution over 267

the next token given the generation prefix gt at time 268

step t. The reward for each token at generated at 269

time step t in y is: 270

rt=
∑3

u=1

∑lu
k=1(1(t=Tu

k )Rk
u(x,y))−β log

Pθ(at|gt)
Pθinit

(at|gt)

(2)

271

where l1, l2, and l3 denote the number of sequences 272

(which is 1), sentences, and citations in y and β is 273

the coefficient for the KL penalty commonly used 274

in PPO. Rk
u denotes Ru for the kth segment in y. 275

With the above reward assignment, we follow 276

the standard PPO algorithm to optimize both the 277

policy and value models. 278

2.2.3 Combining RS and RL 279

Stacking RL on top of RS is shown to be effective 280

(Touvron et al., 2023) for LLM training. Therefore, 281

we also experiment with this option. Starting from 282

Mdist, we apply RS to fine-tune the model, and 283

then apply RL to further train it. 284

2.3 Training with Holistic Rewards 285

For comparison purposes, we also analyze model 286

performances when trained with holistic rewards. 287

In this setting, each generated response is assigned 288

a single overall reward. Similarly, we experiment 289

with both RS and RL for model fine-tuning. We 290

use R in Eq. 1 when i = N as our holistic reward. 291

RS We follow the standard RS pipeline to have 292

the LM generate multiple outputs and rank them by 293

the holistic reward R. The best generated output 294

is then used for model fine-tuning. In contrast, our 295

fine-grained RS samples and ranks the generated 296

sequences at each sentence step, which allows finer 297

and better control over the sampling process. 298

RL We assign the holistic reward to the last token 299

of each generated sequence and all other tokens 300

receive a reward of 0. In contrast, fine-grained 301

RL assigns denser rewards to tokens in a sequence. 302

4



Similar to Eq. 2, we add the KL penalty term to303

each token’s reward. This RL process is designed304

in the same way as in most recent work in RL from305

human preference feedback (Menick et al., 2022;306

Nakano et al., 2021; Touvron et al., 2023).307

3 Experiment Setup308

3.1 Datasets309

We fine-tune our LM with three datasets in the310

ALCE (Gao et al., 2023b) benchmark designed311

for the task of attributable generation: (1) ASQA312

(Stelmakh et al., 2022), a long-form QA dataset313

containing ambiguous questions that can have dif-314

ferent interpretations and corresponding answers315

under different contexts; (2) QAMPARI (Rubin316

et al., 2022), a factoid QA dataset where the answer317

to each question is a list of entries; (3) ELI5 (Fan318

et al., 2019), a long-form QA dataset with mostly319

Why/How/What type of questions. Most questions320

in these datasets require the model to synthesize321

knowledge from multiple passages to construct a322

complete answer. Each dataset has its own passage323

corpus, and we use GTR (Ni et al., 2022) or BM25324

to retrieve the top-5 passages from the correspond-325

ing corpus for each question, following Gao et al.326

(2023b). See more in Appendix B.2.327

We train the LM on all of the three QA datasets.328

We pre-process the training examples to address the329

imbalance of the three datasets’ training sets. This330

results in roughly 3k/1k train/dev examples evenly331

distributed over the three datasets. Furthermore,332

as ALCE only provides development set examples,333

we obtain around 3k test set examples with roughly334

1k instances from each of the ASQA, QAMPARI,335

and ELI5 test sets.336

To verify the generalizability of our framework,337

we test our model using a dataset unseen dur-338

ing training, EXPERTQA (Malaviya et al., 2023),339

which is another long-form QA dataset whose ques-340

tions requires knowledge in specific domains (e.g.,341

psychology) to answer. See more in Appendix B.1.342

3.2 Evaluation Metrics343

We use the evaluation metrics in the original ALCE344

benchmark4. Correctness Recall measures the per-345

centage of gold answers (key information pieces)346

captured by the response, and its implementations347

vary among datasets (EM Rec;Rec.-5;Claim Rec).348

4While ALCE also uses MAUVE (Pillutla et al., 2021)
to evaluate fluency, Gao et al. (2023b) show it is not always
reliable. We do not include it in the main analysis.

Citation Recall measures the percentage of sen- 349

tences in the response that are entailed by their 350

cited passages. Citation Precision measures the 351

percentage of citations that can help support the 352

output sentences. On QAMPARI, there is an addi- 353

tional Correctness Precision metric, which mea- 354

sures the percentage of predicted answer items that 355

are correct, following (Gao et al., 2023b). See Ap- 356

pendix B.3 and Figure 3 for more details. 357

On EXPERTQA, we use the originally designed 358

metrics as well, including AutoAIS (Gao et al., 359

2023a), which is similar to Citation Recall and 360

measures the percentage of sentences supported 361

by the citations, and FActscore (Min et al., 2023), 362

which measures the percentage of generated claims 363

that are factual. 364

3.3 Training Details 365

We fine-tune LLaMA-2-7B (Touvron et al., 2023) 366

in the main experiments. For RS with fine-grained 367

rewards, we use a beam width (B) of 8, and we 368

sample 2 continuations (K) for each sequence in 369

the beam in a single search step. We set a sentence- 370

level maximum search depth (H) of 5 on ASQA 371

and ELI5, and 10 on QAMPARI, since QAMPARI 372

questions have more key information pieces to an- 373

swer on average. For holistic RS, we set the number 374

of sampling sequences to 16 to make a fair com- 375

parison. In terms of reward weights, we set each 376

of w1, w2, and w3 to 0.2 throughout the RS and 377

RL process for LLaMA-2-7B. See more details in 378

Appendix C. 379

3.4 Baselines 380

As mentioned in § 2.1, we initialize the language 381

model (LLaMA-2-7B) with Mdist using the train- 382

ing examples generated from ChatGPT. After this 383

step, we leverage fine-grained rewards to fine-tune 384

the model with rejection sampling (f.g. RS) or rein- 385

forcement learning (f.g. RL). We also experiment 386

with combining RS and RL for model fine-tuning 387

(f.g. RS+RL). As discussed in § 2.3, we also report 388

results of using holistic rewards for RS (h. RS), 389

RL (h. RL), and RS+RL (h. RS+RL). 390

We compare the above fine-tuned LMs with re- 391

sults from in-context learning (ICL) (Brown et al., 392

2020). Specifically, we prompt the LM with 2 in- 393

context demonstrations where each contains the 394

question, 5 retrieved passages, and an answer with 395

citations (See Appendix I). We report ICL results 396

with ChatGPT (GPT-3.5-turbo) or LLaMA-2-7B. 397
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4 Results and Analysis398

We first compare all the systems (§ 4.1), and then399

conduct ablation study on the training effect of each400

reward type (§ 4.2). We also analyze the effect of re-401

trieval on the final model performance (§ 4.3), and402

the citation errors that we observe (§ 4.4). Lastly,403

we test our models’ generalization capability on404

EXPERTQA that is unseen during training (§ 4.5).405

4.1 Main Results406

The main results are summarized in Table 1.407

Training with fine-grained rewards greatly408

boosts performance. Adding f.g. RL training409

to the initial model (Mdist), we observe the perfor-410

mance increase on every metric and dataset, except411

for Citation Recall on QAMPARI and Claim Re-412

call on ELI5. Compared to RL, training with RS413

generally leads to more performance improvement414

across the three datasets. However, we observe415

that combining RS and RL leads to the best perfor-416

mance.417

In addition, there is a much larger performance418

boost on ASQA and ELI5 with fine-tuning than on419

QAMPARI. We suspect the reason behind this to420

be the fact that gold responses of QAMPARI are421

lists of entities, while the other two datasets have422

natural language responses, making training biased423

towards the latter format. Appendix D shows that in424

the separate training setting (i.e., training LMs on425

each individual dataset), fine-tuning with either426

RS, RL or RS+RL can give a significant perfor-427

mance boost for QAMPARI.428

Fine-grained rewards help smaller LLMs sur-429

pass ChatGPT. Although the performance gap430

remains between LLaMA-2 and ChatGPT after dis-431

tillation, LLaMA-2 trained with fine-grained re-432

wards can close the gap or even outperform Chat-433

GPT. Training with a combined RS and RL leads434

to an average of 4.0%, 0.9%, 10.6% improvements435

over ChatGPT among all evaluation metrics on436

ASQA, QAMPARI, and ELI5 respectively.437

Fine-grained rewards are better than holistic438

rewards. We compare fine-grained rewards with439

holistic ones for model training. Table 1 shows the440

outstanding effectiveness of fine-grained rewards441

in all training setups (RS, RL, RS+RL). We ob-442

serve higher performance gains with fine-grained443

rewards in almost all metrics and all datasets. The444

only exception is that the citation recall on ELI5 is445

similar for h. RL and f.g. RL. The performance gap446

between using fine-grained and holistic rewards is 447

wider for RS compared to RL. 448

4.2 Ablation of Reward Models 449

We conduct our ablation study to understand how 450

learning to optimize one single task objective (an- 451

swer correctness or attribution quality) affects the 452

model performance. Since we show in § 4.1 that 453

RS generally gives better results than RL, we con- 454

duct this ablation analysis on f.g. RS. We train 455

the LM on each individual QA dataset by using ei- 456

ther the rewards associated with answer correctness 457

(R1) or citation quality (R2 and R3). See results in 458

Table 2. 459

To show the effect of only optimizing towards 460

answer correctness, we remove R2 and R3 during 461

RS. As indicated by the number of tokens (#To- 462

kens) metric in Table 2, if the model is only given 463

the correctness reward, it will increase its response 464

length in an attempt to capture more gold answers. 465

Citation quality is ignored and decreases quickly. 466

As a result, the model achieves the highest correct- 467

ness recall compared to other systems. 468

We also attempt to focus only on citation quality 469

and remove R1 during RS. The models produce 470

better results on citation quality on the long-form 471

QA datasets, while their correctness recall drops. 472

4.3 Retrieval Analysis 473

Since the retrieved passages may not cover all 474

gold answers (Gao et al., 2023b), we calibrate the 475

model’s correctness metrics, so that we can directly 476

inspect the model’s ability to capture answers in 477

the given passages. Specifically, we ignore gold 478

answers that are not recalled by the top 5 retrieved 479

passages when computing correctness metrics. We 480

observe that our fine-grained methods (f.g. RL; f.g. 481

RS; f.g.(RS+RL)) can capture around 70% of what- 482

ever is already captured by the passages on ASQA 483

and QAMPARI, and this number becomes more 484

than 90% on ELI5. In other words, our trained 485

LLMs are effective in locating answers within 486

retrieved passages, although there is still space to 487

improve the models’ correctness recall by captur- 488

ing the remaining answers in the passages. On the 489

other hand, to further improve answer correctness, 490

it is important to improve the retrieval performance. 491

It might also be possible that a correctness recall 492

gets high when the retrieved passages don’t contain 493

gold answers, as is in the case of ELI5 (the Pas- 494

sage Recall is only 9.13, while ChatGPT’s Correct- 495

ness Recall is 13.47), since LLMs have parametric 496
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ASQA QAMPARI ELI5
Correctness Citation Correctness Citation Correctness Citation

EM Rec Rec Prec Rec.-5 Prec Rec Prec Claim Rec Rec Prec

ICL ChatGPT 39.96 74.72 70.97 18.34 18.57 17.65 20.60 13.47 50.94 47.58
ICL LLaMA-2-7B 34.15 14.12 15.26 8.24 9.23 7.51 7.65 7.83 14.44 8.92

Mdist 35.56 74.80 67.99 17.26 16.18 18.69 18.94 12.03 49.69 45.71
RL/RS only

+h.RL 34.33 75.77 70.12 17.30 16.44 16.39 18.92 11.52 51.77 49.32
+f.g.RL 35.99 76.30 72.38 18.39 18.81 17.82 19.07 11.60 51.29 51.09
+h.RS 37.96 74.86 68.48 14.62 15.21 16.71 17.98 11.60 54.10 48.95
+f.g.RS 40.07 76.71 74.35 16.14 18.95 18.56 19.50 11.67 58.75 55.03

RS + RL
+h.(RS+RL) 37.33 74.86 69.37 15.02 15.67 16.82 18.09 11.21 55.62 50.58
+f.g.(RS+RL) 40.05 77.83 76.33 16.65 19.54 19.50 20.03 11.54 60.86 60.23

Table 1: Main result on the test set of three QA datasets.

ASQA QAMPARI ELI5
Correctness Citation Length Correctness Citation Length Correctness Citation Length

EM Rec Rec Prec #Tokens Rec.-5 Prec Rec Prec #Tokens Claim Rec Rec Prec #Tokens

ICL ChatGPT 39.96 74.72 70.97 37.51 18.34 18.57 17.65 20.60 13.70 13.47 50.94 47.58 86.06

+f.g.RSsep 40.24 77.65 74.96 51.34 17.48 20.67 20.62 21.65 11.24 11.87 61.27 56.45 83.01
w/o. R2+R3 41.29 49.51 67.54 56.34 23.12 18.13 15.99 16.73 15.29 13.60 41.06 43.38 88.38
w/o. R1 39.79 79.42 75.69 55.89 12.62 17.63 20.31 21.45 10.91 11.17 62.92 58.51 84.26

Table 2: Ablation study results. Our models here are trained on each individual dataset.

knowledge embedded during pretraining. However,497

such generated answers are not attributable. We498

include more results in Appendix E.499

4.4 Citation Error Analysis500

We randomly select and inspect responses gener-501

ated by f.g. RS+RL for 30 test examples (10 from502

ASQA/QAMPARI/ELI5 each), and observe the fol-503

lowing citation errors. We include examples for504

each of the error categories in Appendix G.505

Mixing up of passage ids (5.26%). This refers to506

the case where the claim is unsupported as a result507

of the model mixing up the passage ids. The model508

sometimes correctly extracts and paraphrases the509

content from one passage, but attributes them to510

another passage.511

Redundant citations (31.58%). This refers to512

the case where passages that are irrelevant to the513

response are cited. An example case is when no514

retrieved passage is relevant to the question. In515

this case, the model may generate the response516

based on its own parametric knowledge, but still517

cite irrelevant passages. This error is common on518

the long-form QA datasets5 ASQA and ELI5, and519

it directly impacts Citation Precision.520

Misinterpretation of cited passages (63.16%).521

We notice that our LLMs’s responses are more ex-522

5We explicitly ask the model to attach only 1 citation to
each item in the response on QAMPARI following Gao et al.
(2023b). As a result, this error is less common on QAMPARI.

tractive after training. However, the model may 523

still interpret and paraphrase the facts mentioned 524

in the passages incorrectly. There are two subcate- 525

gories. The first is misinterpretation of a single 526

passage (52.63%), where facts in a single passage 527

are distorted. This error is common on QAMPARI, 528

where the questions usually involve multi-hop rela- 529

tions between multiple entities and the model can 530

easily make mistakes in the reasoning chain. The 531

second is incorrect synthesis of multiple passages 532

(10.53%), where the model makes logical errors 533

(e.g., hallucinating relations between entities) when 534

connecting information from different passages. 535

4.5 Analysis on Generalizability 536

EXPERTQA

AutoAIS FActscore #Sents

ICL ChatGPT 56.98 85.83 8145
ICL LLaMA-2-7B 19.63 82.77 10053

Mdist 51.33 83.46 7293
RL/RS only

+h.RL 53.64 83.82 8139
+f.g.RL 56.15 83.89 7322
+h.RS 57.88 83.47 8436
+f.g.RS 63.49 83.85 7450

RS+RL
+h.(RS+RL) 59.42 83.71 8012
+f.g.(RS+RL) 66.12 83.78 6256

Table 3: Result on EXPERTQA. #Sents: Total number
of sentences in the responses to the 2,169 samples.

To demonstrate the generalizability of our model, 537
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we evaluate it on a separate dataset, EXPERTQA538

(Malaviya et al., 2023). We adopt the metrics from539

its paper, which measure citation recall and factual-540

ity, and the results are shown in Table 3.541

The capability of attributable generation is gen-542

eralizable. Similar to the previous three datasets,543

the model trained with fine-grained rewards gives544

the highest AutoAIS scores (Gao et al., 2023a), sig-545

nifying the highest percentage of sentences that are546

supported by citations. This indicates the robust-547

ness and transferability of our model’s attribution548

capability when trained with fine-grained rewards.549

Trained LLMs have high factual precision.550

While we do not use factuality as a reward model,551

the FActscore (Min et al., 2023) metric shows that552

more than 80% of sentences generated by our meth-553

ods are factual, which is close to that of ChatGPT.554

5 Related Work555

Retrieval-Augmented Language Models556

(RALM). There exists prior work on RALMs557

for tasks such as question-answering and fact-558

checking. Aside from the works on kNN-LM559

(Khandelwal et al., 2020; Zhong et al., 2022),560

most of them involve (1) document selection561

and (2) document reading. Many studies attempt562

to improve document selection by training a563

stronger retriever or applying additional filtering564

mechanisms. Methods such as REALM (Guu565

et al., 2020), RAG (Lewis et al., 2020), and Atlas566

(Izacard et al., 2022) train the retrievers and LMs567

jointly in an end-to-end setting. Lin et al. (2022)568

finetune the LMs and retrievers in two separate569

stages that complement each other. Others made570

efforts to train an extra NLI model (Yoran et al.,571

2023) or only the LLMs themselves (Luo et al.,572

2023; Asai et al., 2023) to filter the retrieved573

documents. Other lines of work explore effective574

retrieve-on-the-fly methods (Parisi et al., 2022;575

Schick et al., 2023; Jiang et al., 2023; Ram et al.,576

2023; Gao et al., 2023b) and post-hoc retrieval for577

answer attribution or revision (Gao et al., 2023b;578

Malaviya et al., 2023; He et al., 2022).579

Most previous work does not include explicit ci-580

tations or quotes in their models’ responses. How-581

ever, generating citations can both help reduce hal-582

lucination and increase verifiability (Huang and583

Chang, 2023; Li et al., 2023a). Among those prior584

methods that do provide citations, they either re-585

quire intensive human annotations such as demon-586

strations and preferences (Nakano et al., 2021) ,587

only consider simple questions requiring a sin- 588

gle source (Menick et al., 2022; Bohnet et al., 589

2023), do not achieve satisfactory results on smaller 590

LLMs compared with ChatGPT (Gao et al., 2023b; 591

Malaviya et al., 2023; Asai et al., 2023), or use 592

sophisticated mechanism that involves repeated 593

prompting of LLMs and revision of their responses 594

during inference (Sun et al., 2023; Ye et al., 2023). 595

The performance of existing commercial systems 596

like BingChat is neither satisfactory in terms of 597

their citation recall (Malaviya et al., 2023; Liu et al., 598

2023). 599

Training with Reward Models. Recent work 600

uses reward models to train LLMs for various tasks. 601

In the context of RALMs, Menick et al. (2022) 602

trains a preference-based reward model and then 603

uses Reinforcement Learning from Human Prefer- 604

ence Feedback (RLHF) to train its model to quote 605

knowledge sources. Nakano et al. (2021) train sim- 606

ilar reward models, but they also use them for best- 607

of-n sampling during inference on top of RLHF. 608

Zhou et al. (2023) use tree search for QA tasks and 609

utilize an LM value function to generate scores for 610

each solution trajectory. A common characteristic 611

of these reward models is that they only measure 612

the overall quality of a response. A more natural 613

and informative reward model for citations is one 614

that is fine-grained since citations can be scattered 615

throughout a piece of text. Inspired by Wu et al. 616

(2023), we divide a holistic reward into more spe- 617

cific ones using both reward density and category. 618

6 Conclusion and Future Directions 619

In this work, we systematically analyze common 620

LLM training methods for attributable text gener- 621

ation. We show that training with fine-grained re- 622

wards gives the strongest performance boost and it 623

also enables small LLMs to outperform ChatGPT. 624

We propose a number of directions to explore. 625

Firstly, our retrieval analysis shows room to further 626

improve LLMs’ correctness recall on QA datasets, 627

and more work can be done to enhance LLMs’ read- 628

ing comprehension and synthesis ability given the 629

retrieved passages. Secondly, according to Touvron 630

et al. (2023), iteratively applying imitation learn- 631

ing and reinforcement learning for multiple rounds 632

can continuously increase the model’s performance. 633

While this is not the main focus of our work, it will 634

be intriguing to see how far a smaller LLM can go 635

in our task setting using this approach. 636
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Limitations637

There are several limitations of our work. Firstly,638

our correctness reward model on ELI5 may not639

reflect the true correctness recall fully, since the640

sub-claims inferred by text-davinci-003 can be in-641

correct or incomplete when compared with the orig-642

inal text answer. This can cause inconsistencies643

between the training objectives, evaluation metrics,644

and actual correctness. Secondly, our method still645

requires an initial distillation step with ChatGPT.646

This can possibly hinder accessibility when larger,647

more capable LLMs are not available. A possible648

resolution to this is to iteratively use In-Context649

Learning and beam search sampling to bootstrap650

responses of high quality, and then apply behav-651

ioral cloning and reinforcement learning to update652

the model weights, which can be a future direction653

to explore.654

Ethics Statement655

The original datasets from which we curate our own656

train/dev/test splits are open-sourced and publicly657

available, and thus the risk of sensitive informa-658

tion leakage is kept at a minimum. However, we659

do acknowledge that our proposed method, espe-660

cially the corpus that we use for passage retrieval,661

may introduce certain noises and biases into LLMs’662

responses. For instance, the corpus that we use663

on ELI5 and EXPERTQA, Sphere, contains many664

noisy and biased contents due to its sheer size, and665

can potentially harm the LLMs’ generation. While666

this is not the main focus of our work, investigat-667

ing noise-free and socially responsible retrieval668

mechanisms for attributable text generation is an669

important future direction.670
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A Details on Fine-grained Rewards929

A.1 Correctness Recall Reward930

In ASQA, each answer (key information piece) cor-931

responds to a separate interpretation of the question932

and is usually a single phrase. In QAMPARI, each933

question has a list of gold answers, and each an-934

swer is also a single phrase. For these two datasets,935

we check how many answers from the gold answer936

set (key information list) are exact substrings of the937

model response. In ELI5 and EXPERTQA, since938

only a single long-form answer is available for each939

question, we infer three sub-claims from the gold940

long-form answers with text-davinci-003, and use941

these claims as the key information pieces. We then942

use an NLI model to check how many sub-claims943

are entailed by the model response.944

In QAMPARI, since users usually may not want945

the entire list, we do not penalize a missing answer946

if at least 5 answer entries have been captured.947

As there is no clear boundary for an answer unit948

in long-form response, we adopt a sequence-level949

granularity for R1, meaning that the reward is com-950

puted once and assigned to a single token for the951

entire response sequence.952

Specifically, if the response y to a question from953

dataset d string matches (ASQA; QAMPARI) or954

entails (ELI5; EXPERTQA) h items out of t gold955

answer items, then the reward is956

R1
1(x, y) =

{
w1h − w1(t − h), d ̸= qampari
w1h − w1max(min(t, 5) − h, 0), d = qampari

(3)
957

A.2 Citation Recall Reward958

Given a sentence si, its set of cited passages Ci,959

and an NLI model σ that checks whether a set of960

cited documents entail a sentence, si has a Citation961

Recall reward of +w2 (i.e., Ri
2(x, y) = +w2) if962

and only if it is entailed by the concatenation of the963

cited passages, meaning that σ(concat(Ci), si) =964

1. Otherwise, the reward is −w2 (i.e., Ri
2(x, y) =965

−w2).966

On long-form QA datasets (ASQA; ELI5; EX-967

PERTQA), this reward is computed for each sen-968

tence in the response. On QAMPARI, since the969

model response is a comma-separated list, we treat970

each comma-separated item (formatted as ’{ques-971

tion} {item}’) in the response as a sentence.972

A.3 Citation Precision Reward973

We use the definition in (Gao et al., 2023b). Given974

a sentence si, its set of cited passages Ci, and975

an NLI model σ, a citation that refers to pas- 976

sage cj ∈ Ci has a Citation Precision reward 977

of +w3 (i.e., Rj
3(x, y) = +w3) if and only if 978

σ(concat(Ci), si) = 1 and either of the following 979

conditions holds 980

• cj explicitly entails s with σ(cj , s) = 1 981

• cj implicitly helps other passages entail s with 982

σ(concat(Ci − {cj}), s) = 0 983

Otherwise, the reward is −w3 (i.e., Rj
3(x, y) = 984

−w3). 985

B Datasets and Metrics 986

B.1 Datasets 987

ASQA The authors of ASQA have not released 988

its test split. Therefore, we randomly shuffle and 989

then divide its original train split samples into two 990

groups so that one group is used for training and 991

the other is used for validation. We use its original 992

dev split as our test split. This gives 3,853/500/948 993

samples for train/dev/test respectively. 994

QAMPARI We randomly sample 4,000 in- 995

stances from the original train split of QAMPARI 996

and take its entire development and test splits, giv- 997

ing 4,000/1,000/1,000 samples for train/dev/test 998

usage. 999

ELI5 The original ELI5 dataset is much 1000

larger than ASQA. To ensure the balance be- 1001

tween different datasets, we randomly sample 1002

3,728/1,000/1,000 instances from the train/dev/test 1003

splits of ELI5. We also include in the train split 1004

264 samples from WebGPT (Nakano et al., 2021), 1005

since these samples’ answers contain citations 1006

and are of relatively high quality. This gives 1007

3,992/1,000/1,000 samples in the train/dev/test 1008

splits. 1009

The above gives around 4k/0.5k/1k samples for 1010

train/valid/test splits on ASQA and approximately 1011

4k/1k/1k samples on QAMPARI and ELI5. They 1012

are used directly in the separate setting (i.e., train- 1013

ing LMs on each individual dataset). In the com- 1014

bined setting (i.e., training LMs on the mixture; 1015

This is our main experiment setting), we further 1016

sample around 1k/334/1k instances from each fil- 1017

tered dataset to get 2,992/1,002/3,000 samples for 1018

joint training and inference. 1019

EXPERTQA We remove 8 samples that do not 1020

have human-revised answers, which gives us the 1021

remaining 2,169 samples. The reason is that we 1022
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need annotated answers to infer sub-claims for cor-1023

rectness recall computation in the additional exper-1024

iments in Appendix H and we want our testing set1025

in § 4.5 to be consistent with what is used in the1026

additional experiments. Since some groups of sam-1027

ples in EXPERTQA are evaluated in a closed-book1028

setting or use a different retrieval mechanism, we1029

manually retrieve the top 5 passages from Sphere1030

(Piktus et al., 2021) again for each sample to en-1031

sure consistency with other datasets. We use EX-1032

PERTQA for testing only.1033

B.2 Retrieval1034

We use GTR (Ni et al., 2022) to retrieve the top-51035

passages from the 2018-12-20 Wikipedia snapshot1036

on ASQA and QAMPARI, and use BM25 to re-1037

trieve the top-5 passages from Sphere (Piktus et al.,1038

2021) on ELI5 and EXPERTQA respectively.1039

B.3 Metrics1040

We use the metrics from ALCE (Gao et al., 2023b)1041

to evaluate our model generations’ correctness and1042

citation quality. Their computations are illustrated1043

in Figure 3.1044

We illustrate their computations with a response1045

y with l2 sentences and l3 citations to a question1046

with t gold answers (key information pieces). See1047

examples in Figure 3.1048

Correctness Recall Suppose y captures h out of1049

t key information pieces (i.e., they have a Correct-1050

ness Recall reward of +w1 (See Appendix A.1)),1051

then its Correctness Recall is h
t . The detailed im-1052

plementations vary among datasets (EM Rec;Rec.-1053

5;Claim Rec).1054

More specifically, since the key information lists1055

are available in ASQA and QAMPARI, we com-1056

pute an exact string match recall (EM Rec) that1057

checks how many key information pieces are an1058

exact substring of generated responses. On top of1059

that, following (Gao et al., 2023b), we compute1060

Rec.-5 (i.e., min(h,5)
min(t,5) ) on QAMPARI, so that the1061

recall will be 100 if at least 5 correct answers are1062

hit. On ELI5, we only have a single long-form1063

answer for each question. Therefore, we follow1064

(Gao et al., 2023b) to infer three sub-claims for1065

each answer with text-davinci-003, and use them1066

as the key information pieces. We then use an NLI1067

model to check how many sub-claims are entailed1068

by the model response (Claim Rec).1069

Additionally, on QAMPARI, we directly ask the1070

model to format its response as a list of items. To1071

check whether the model is blindly making more 1072

guesses to increase Correctness Recall, we include 1073

a Correctness Precision metric on QAMPARI. It 1074

measures the percentage of predicted items that 1075

match a key information piece. Suppose there are t′ 1076

comma-separated entries in the generated response, 1077

then the Correctness Precision will be h
t′ . 1078

Citation Recall Suppose l′2 out of l2 sentences 1079

are entailed by the cited passages (i.e., they each 1080

have a Citation Recall reward of +w2 (See Ap- 1081

pendix A.2)), then the Citation Recall is l′2
l2

. 1082

On QAMPARI, since the model generates a 1083

comma-separated list instead of a natural language 1084

response, we treat each comma-separated item (for- 1085

matted as ’{question} {item}’) as a sentence. 1086

Citation Precision Suppose l′3 out of l3 citations 1087

are "relevant", (i.e., they each have a Citation Pre- 1088

cision reward of +w3 (See Appendix A.3)), then 1089

the Citation Precision is l′3
l3

. 1090

MAUVE MAUVE (Pillutla et al., 2021) is an 1091

additional metric in ALCE that is used to evalu- 1092

ate fluency, which we do not include in the main 1093

analysis since it is sensitive to output length and 1094

unstable (Gao et al., 2023b). We only report it in 1095

Appenidx D. It is computed on the model’s gen- 1096

erated responses against the provided gold natural 1097

language responses. Following (Gao et al., 2023b), 1098

we remove citations in the model’s generations, ap- 1099

pend the question to both the gold and generated 1100

responses, and truncate them to the first 100 words 1101

before computing MAUVE. 1102

C Additional Training Details 1103

Efficiency For memory efficiency, we fine-tune 1104

LoRA (Hu et al., 2021) in the distillation and RS 1105

fine-tuning steps, and QLoRA (Dettmers et al., 1106

2023) for RLHF. Moreover, in RLHF training, we 1107

use an architecture similar to Hydra-PPO (San- 1108

tacroce et al., 2023) with a slight modification that 1109

separates the weights of the reward model from the 1110

main model. We use vLLM (Kwon et al., 2023) to 1111

accelerate inference. 1112

Context and generation length We set the max- 1113

imum source length to be 1,024 for T5-large6 1114

and 1,200 for LLaMA-2-7B since its prompts con- 1115

tains instructions. We set the maximum generation 1116

length to 200 for both models to control the con- 1117

ciseness of answers. 1118

6In addition to LLaMA-2-7B, we also apply our method
to T5-large. Its results are in Appendix D.
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Answer:
Stanley Kubrick [1], 
Anthony Mann [2], 
Dalton Trumbo [2], 
Brian De Palma [4], 
Joseph L. Mankiewicz [5].

Gold:
Stanley Kubrick 
Kevin Billington X 
Kirk Douglas X 
Anthony Newley X
Andr ̆00e9 de Toth X

Rec.-5 =
min(1,5)

min(5,5)
=

1

5

Prec = 
1

5

Answer:
I’m Coming Out" is a song 
recorded by Diana Ross [1][2]. 
It was written and produced 
by Chic members Bernard 
Edwards and Nile Rodgers [1].

Gold:
Diana Ross
Amerie X

EM Rec = 
1

2

Answer:
There are several books that are considered the 
best for child and youth psychiatry, including the 
Textbook of Child and Adolescent Psychiatry [2], 
Rutter’s Child and Adolescent Psychiatry [5], and 
Concise Guide to Child and Adolescent 
Psychiatry [2].

Claim Rec = 
2

3

Gold Claims:
1. "Textbook of Child and Adolescent Psychiatry" 
is recommended …
2. "Rutter’s Child and Adolescent Psychiatry" has 
been described as "the best 
textbook …
3. … such as "Bipolar Disorder in Youth: 
Presentation, Treatment and Neurobiology".

Entailed by Ans 

Entailed by Ans

Answer:
The city of Greenville, which is the seat of Greenville County, had an estimated population of 68,219 
as of 2017, making it the sixth-largest city in the state [1]. The population of the surrounding area 
was 400,492 as of 2010, making it the third-largest urban area in South Carolina and the fastest-
growing [1][2].

Question: Who sang the song 
i’m coming out?

Question: Who is a director 
of a film produced by Kirk 
Douglas?

Question: Which books are the best for child and 
youth psychiatry?

Correctness Citation Recall

The city … estimated population of 68,219 as 
of 2017, making … [1]. Entailed by [1]

Citation Rec =  
2

2
= 1

Citation Precision

The city … estimated population of 98,219 
as of 2017, making … [1]    . The population … 
was 400,492 as of 2010, making … [1]   [2] X.

The population … was 400,492 as of 2010, 
making … [1][2]. Entailed by [1][2]

Citation Prec =  
2

3

Question: What is the population of greenville county south carolina?

Not Entailed by Ans

ASQA

QAMPARI ELI5

Figure 3: Left: Examples of how the Correctness metrics are computed for ASQA (EM Rec), QAMPARI (Rec.-5,
Prec), and ELI5 (Claim Rec) respectively; Right: An example of how the Citation Recall and Citation Precision are
computed.

Distillation We instruction-tune our model for1119

10 epochs with Adam Optimizer. We use a learning1120

rate of 5e-5 and a linear learning rate scheduler1121

for T5-large. We use a learning rate of 2e-4 and a1122

cosine learning rate scheduler with a warm-up ratio1123

of 0.03 for LLaMA-2-7B. The best checkpoints are1124

selected using the dev set for RS fine-tuning or RL.1125

RS fine-tuning When fine-tuning the model, we1126

use the same hyperparameters as in the distillation1127

step, except that we change the number of training1128

epochs to 3.1129

LoRA We set the rank to 64 and α to 16. The1130

adapters are applied to the Q and V projection lay-1131

ers in the transformer unit. We use the same set of1132

hyperparameters for every adapter.1133

RL Similar to Wu et al. (2023), we set γ = 11134

and λ = 0.95. We use Adam Optimizer. The1135

learning rate is set to 1e-5 for T5-large and 3e-5 for1136

LLaMA-2-7B, and a linear scheduler is used for1137

both models. Additionally, we sample 4 response1138

sequences from the model for each training sample,1139

with the temperature set to 0.7 and top k set to1140

20. On T5-large, we train the model for 80,0001141

episodes in total. On LLaMA-2-7B, for efficiency1142

reasons, we set the number of episodes to 48,000.1143

We use 100 warm-up steps across every setting.1144

The KL coefficient β is set to 0.3. We repeat each1145

RL experiment 3 times, each with a different seed.1146

The results are the average of the inference results1147

of these 3 independent runs.1148

NLI model For reward computation, we use1149

TRUE7 (Honovich et al., 2022), a T5-11B model1150

for NLI, to measure entailment for correctness1151

7See https://huggingface.co/google/t5_xxl_
true_nli_mixture.

recall on ELI5, and citation recall and precision 1152

across our datasets. For efficiency, we replace 1153

TRUE with a smaller NLI model, namely attrscore- 1154

flan-t5-xl (Yue et al., 2023), during the RL training 1155

stage. 1156

D Complete Main Experiments 1157

To demonstrate the general applicability of our 1158

framework, we also apply our method to T5-large 1159

(Raffel et al., 2020). We provide the complete main 1160

experiment results in Table 4, including results on 1161

T5-large and on LLaMA-2-7B checkpoints. These 1162

new models are trained in the separate setting, 1163

which means they are trained on each individual 1164

dataset instead of the mixture. We also include an 1165

additional baseline Self-RAG (Asai et al., 2023). 1166

Note that RL experiments for the separate train- 1167

ing settings are run only once, since we observe 1168

little variation when repeating them with different 1169

seeds. 1170

E Retrieval Analysis 1171

As can be seen from Table 5, around 70% of an- 1172

swers present in the retrieved documents can be 1173

captured by our LLMs on ASQA and QAMPARI. 1174

On ELI5, this coverage increases to more than 1175

90%. 1176

F Training Curves 1177

We show the f.g.RL training curves of LLaMA- 1178

2-7B across the 3 independent runs in figure 4. 1179

While correctness recall fluctuates, there is a steady 1180

increase in citation recall and citation precision. 1181
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ASQA QAMPARI ELI5
Correctness Citation Fluency Correctness Citation Correctness Citation Fluency

EM Rec Rec Prec MAUVE Rec.-5 Prec Rec Prec Claim Rec Rec Prec MAUVE

ICL ChatGPT 39.96 74.72 70.97 76.49 18.34 18.57 17.65 20.60 13.47 50.94 47.58 43.13
ICL LLaMA-2-7B 34.15 14.12 15.26 85.31 8.24 9.23 7.51 7.65 7.83 14.44 8.92 43.53
Self-RAG7B* 30.0 67.8 66.9 74.3 - - - - - - - -
Self-RAG13B* 31.7 71.3 70.3 71.6 - - - - - - - -

T5 (Separate Setting)
Mdist 33.60 71.98 65.15 66.81 15.98 14.30 15.48 17.96 9.03 48.32 43.29 51.04

+f.g.RL 33.75 74.24 68.30 61.11 18.10 14.56 15.75 17.97 9.63 52.04 47.25 40.31
LLaMA-2-7B (Separate Setting)

Mdist 34.84 69.30 62.20 59.93 17.66 16.42 16.14 17.93 12.77 49.37 43.73 48.53
+h.RL 36.80 71.57 68.87 77.79 17.30 17.08 16.80 18.56 12.40 49.95 45.83 54.68
+f.g.RL 36.94 71.86 69.75 77.21 18.86 17.66 16.95 18.36 12.23 49.76 47.10 47.23
+h.RS 37.41 77.84 71.28 68.71 16.06 18.01 17.29 18.13 11.30 55.93 51.35 42.75
+f.g.RS 40.24 77.65 74.96 83.10 17.48 20.67 20.62 21.65 11.87 61.27 56.45 53.37
+h.(RS+RL) 37.72 78.47 73.19 68.65 17.58 20.74 21.25 21.61 11.30 56.67 53.69 59.79
+f.g.(RS+RL) 41.33 79.71 77.90 91.14 15.76 21.60 21.36 21.92 11.47 63.45 59.96 51.32

LLaMA-2-7B (Combined Setting)
Mdist 35.56 74.80 67.99 62.08 17.26 16.18 18.69 18.94 12.03 49.69 45.71 36.03

+h.RL 34.33 75.77 70.12 61.79 17.30 16.44 16.39 18.92 11.52 51.77 49.32 45.46
+f.g.RL 35.99 76.30 72.38 69.99 18.39 18.81 17.82 19.07 11.60 51.29 51.09 40.64
+h.RS 37.96 74.86 68.48 79.04 14.62 15.21 16.71 17.98 11.60 54.10 48.95 47.91
+f.g.RS 40.07 76.71 74.35 87.04 16.14 18.95 18.56 19.50 11.67 58.75 55.03 45.03
+h.(RS+RL) 37.33 74.86 69.37 81.91 15.02 15.67 16.82 18.09 11.21 55.62 50.58 47.76
+f.g.(RS+RL) 40.05 77.83 76.33 89.08 16.65 19.54 19.50 20.03 11.54 60.86 60.23 40.52

Table 4: Complete main result on the three QA datasets. In-Context: In-Context Learning; * indicates results that
are reported by the original paper; - indicates numbers not reported by the original paper. Our results on ChatGPT
slightly deviate from those reported by Gao et al. (2023b), since they use sampling when decoding the responses
during inference, and their evaluation on QAMPARI and ELI5 is run on the development split, while ours is run on
the test split.

Figure 4: Training curves of LLaMA-2-7B with f.g.RL in the combined setting, measured on the development set
across 3 independent runs. The shaded region indicates the standard error across these runs.

G Citation Error Analysis1182

We show examples for each type of citation error1183

in Table 6, 7, 8, and 9.1184

H Additional Experiment on1185

EXPERTQA1186

We also evaluate EXPERTQA with our own met-1187

rics. The results are shown in Table 10. Similar1188

to ELI5, our method outperforms ChatGPT on ci-1189

tation recall and precision, but still lags behind1190

on claim recall. The reasons can be complicated,1191

while the most probable ones are the same as those1192

for ELI5, including (1) insufficient emphasis on1193

correctness reward (w1) during RS and RL and1194

(2) incorrect sub-claims derivation by text-davinci- 1195

003 that can cause inconsistency between the re- 1196

wards and true correctness recall of the generated 1197

responses. 1198

I Prompts 1199

The prompts for ASQA, QAMPARI, and ELI5 are 1200

shown in Table 11, Table 12, and Table 13 respec- 1201

tively. The prompt for EXPERTQA is the same as 1202

that for ELI5, except that we append an additional 1203

sentence ’If you don’t know the answer, just say "I 1204

don’t know" and explain why the context is insuffi- 1205

cient to answer the question.’ to the instruction, in 1206

order to explicitly allow the model to abstain from 1207

answering the question. The reason is that EX- 1208
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ASQA QAMPARI ELI5
P.R.: 57.65 P.R.: 20.53 P.R.: 9.13

C.R. C.R.-5 C.R. C.P. C.R.

ICL ChatGPT 73.05 68.81 67.57 16.86 93.28
ICL LLaMA-2-7B 65.24 55.16 54.59 8.99 91.15

Mdist 67.68 69.95 68.78 15.59 92.58
RL/RS only

+h.RL 66.10 69.89 68.73 15.85 92.47
+f.g.RL 68.62 71.19 69.84 18.02 92.34
+h.RS 70.87 63.90 63.03 14.74 92.68
+f.g.RS 74.28 67.27 66.16 18.41 92.73

RS+RL
+h.(RS+RL) 70.19 64.67 63.79 15.25 92.41
+f.g.(RS+RL) 74.08 67.87 66.75 18.87 92.57

Table 5: Retrieval Analysis. P.R.: Passage Recall (i.e.,
Correctness Recall@5 of the retrieved passages); C.R.:
Correctness Recall calibrated with the answers in the
retrieved passages; C.R.-5: Correctness Recall that is
100 if there are at least 5 hits, and calibrated with the re-
trieved passages; C.P.: Correctness Precision calibrated
with the retrieved passages.

Instruction: Provide a · · ·

Question: Who is a director of a film produced by
Kirk Douglas?

Document [1](Title: Kirk Douglas): began producing
films as varied as "Paths of Glory" (1957) and · · ·
Document [2](Title: Kirk Douglas): executive producer
as well, raising the $12 million production cost, making
· · · Douglas initially selected Anthony Mann to direct, but
replaced him early on with Stanley Kubrick, with whom · · ·
When the film was released, Douglas gave full credit to its
screenwriter, Dalton Trumbo, who was on the · · ·
Document [3] · · ·

Answers: Stanley Kubrick [1], Anthony Mann [2],
Dalton Trumbo [2], Brian De Palma [4], Joseph L.
Mankiewicz [5].

Table 6: An example from QAMPARI test set demon-
strating the mixing up of passage ids error. Stanley
Kubrick is only mentioned in [2], but is erroneously
attributed to [1].

Instruction: Write an · · ·

Question: What exactly is ’spin’ in quantum mechan-
ics?

Document [1](Title: quantum mechanics - Does spin
have anything to do with a rate of change? - Physics Stack
Exchange): quantum mechanics - Does spin have anything to
do · · · what exactly does it mean, 1/2
Document [2](Title: quantum mechanics - Does spin have
anything to do with a rate of change? - Physics Stack
Exchange): quantum mechanics -Does spin have anything
to do · · · why do we relate spin with angular momentum
operator in quantum mechanics?
Document [3] · · ·

Answers: In quantum mechanics, spin refers to the
intrinsic angular momentum of particles, such as electrons,
which can have either a spin up or a spin down state [1][2].
Spin is · · ·

Table 7: An example from ELI5 test set demonstrating
the redundant citations error. None of the documents
from [1] to [5] mention anything about spin states. The
LLM retrieves its parametric knowledge when answer-
ing the question, but it still inserts the citations.

Instruction: Provide a · · ·

Question: Michael Kiske is part of what music group?

Document [1] · · ·
Document [2] · · ·
Document [3](Michael Kiske): · · · In 2006, Michael Kiske
released his third full-length solo album under the name of
"Kiske". The album contained songs in a mellow, acoustic
singer-songwriter style and was a step away from the sound
of his previous solo albums. · · ·
Document [4] · · ·

Answers: Helloween [1], Unisonic [1], SupaRed [3],
Kiske [3], Ill Prophecy [5].

Table 8: An example from QAMPARI test set demon-
strating the misinterpretation of a single passage error.
"Kiske" is actually the name of Michael Kiske’s album,
but is incorrectly interpreted by the LLM as the name
of a music group where Michael Kiske is a member.
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Instruction: Write an · · ·

Question: Purdue football players in nfl hall of fame?

Document [1] · · ·
Document [2](Purdue Boilermakers football): · · · Among the
numerous Boilermakers that have participated in the NFL,
CFL, and AFL, a total of 34 have received all-star recognition
by their respective
Document [3](Purdue Boilermakers football): · · · A total
of seventeen Boilermakers have been inducted into the
College Football Hall of Fame. Four Boilermakers hold the
distinguished title of Pro Football Hall of Fame inductees. · · ·
Document [4] · · ·

Answers: As of September 2018, there are a total of
34 Purdue Boilermakers who have received all-star recogni-
tion by their respective NFL teams [2]. Four of these players
have been inducted into the Pro Football Hall of Fame [3].
· · ·

Table 9: An example from ASQA test set demonstrat-
ing the incorrect synthesis of multiple passages error.
The coreference these in LLM’s response asserts that
the 4 boilermakers who have been inducted into the Pro
Football Hall of Fame are among the 34 boilermakers
who have received all-star recognition, while such con-
nection is not established by the original passages [2]
and [3].

EXPERTQA
Correctness Citation Fluency

Claim Rec Rec Prec MAUVE

ICL ChatGPT 19.27 47.79 47.30 48.68
ICL LLaMA-2-7B 10.32 10.09 7.79 34.27

Mdist 15.28 49.03 46.22 40.63
+f.g.RL 15.53 49.73 51.11 45.92
+f.g.RS 15.48 59.46 57.58 44.67
+f.g.(RS+RL) 15.23 58.94 59.80 42.13

Table 10: Result on EXPERTQA.

PERTQA questions usually require more intensive 1209

domain knowledge to answer. Our prompts are con- 1210

sistent with those used by Gao et al. (2023b). Note 1211

that the in-context demonstrations are included in 1212

the prompt only in the distillation step (§ 2.1) and 1213

the ICL baselines. 1214

J Examples 1215

We provide an example for ASQA, QAMPARI, 1216

ELI5, and EXPERTQA each, presented in Ta- 1217

ble 14, 15, 16, and 17 respectively. The responses 1218

are generated by the f.g.(RS + RL) checkpoints 1219

trained in the combined setting. 1220
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Instruction: Write an accurate, engaging, and concise answer for the given question using only the
provided search results (some of which might be irrelevant) and cite them properly. Use an unbiased and
journalistic tone. Always cite for any factual claim. When citing several search results, use [1][2][3]. Cite
at least one document and at most three documents in each sentence. If multiple documents support the
sentence, only cite a minimum sufficient subset of the documents.

Question: Who played galen in planet of the apes?

Document [1](Title: Planet of the Apes): {text 1}
Document [2](Title: Planet of the Apes (1968 film)): {text 2}
Document [3](Title: Planet of the Apes (1968 film)): {text 3}
Document [4](Title: Planet of the Apes): {text 4}
Document [5](Title: Planet of the Apes): {text 5}

Answer:In the 1968 film Planet of the Apes, Galen was played by Wright King [2]. And in the tv series
Planet of the Apes, Galen was played by Roddy McDowall [1].

Question: Which is the most rainy place on earth?

Document [1](Title: Cherrapunji): {text 1}
Document [2](Title: Cherrapunji): {text 2}
Document [3](Title: Mawsynram): {text 3}
Document [4](Title: Earth rainfall climatology): {text 4}
Document [5](Title: Going to Extremes): {text 5}

Answer:Several places on Earth claim to be the most rainy, such as Llor0̆0f3, Colombia, which reported
an average annual rainfall of 12,717 mm between 1952 and 1989, and L0̆0f3pez de Micay, Colombia,
which reported an annual 12,892 mm between 1960 and 2012 [3]. However, the official record is held by
Mawsynram, India with an average annual rainfall of 11,872 mm [3], although nearby town Sohra, India,
also known as Cherrapunji, holds the record for most rain in a calendar month for July 1861 and most rain
in a year from August 1860 to July 1861 [1].

Question: {question}

Document [1](Title: title 1): {text 1}
Document [2](Title: title 2): {text 2}
Document [3](Title: title 3): {text 3}
Document [4](Title: title 4): {text 4}
Document [5](Title: title 5): {text 5}

Answer:

Table 11: Prompt and demonstrations for ASQA.

18



Instruction: Provide a list of accurate answers for the given question using only the provided search results
(some of which might be irrelevant) and cite them properly. Always cite one and only one document for
each answer. Separate answers by commas. For questions that have more than 5 answers, write at least 5
answers.

Question: Which film has Gong Li as a member of its cast?

Document [1](Title: Gong Li): {text 1}
Document [2](Title: Gong Li): {text 2}
Document [3](Title: Gong Li): {text 3}
Document [4](Title: Zhang Yimou): {text 4}
Document [5](Title: Gong Li): {text 5}

Answer:The Story of Qiu Ju [1], Farewell My Concubine [2], Flirting Scholar [2], The Monkey King 2
[3], Mulan [3], Saturday Fiction [3], Coming Home [3].

Question: Glenn Ford was a member of cast in which film?

Document [1](Title: Glenn Ford): {text 1}
Document [2](Title: Glenn Ford): {text 2}
Document [3](Title: CBS Thursday Night Movie): {text 3}
Document [4](Title: The Trouble with Girls (film) ): {text 4}
Document [5](Title: Trouble in the Glen): {text 5}

Answer:So Ends Our Night [1], Heaven with a Barbed Wire Fence [1], Happy Birthday to Me [2], The
Greatest Gift [2], The Gift [2], The Brotherhood of the Bell [3].

Question: {question}

Document [1](Title: title 1): {text 1}
Document [2](Title: title 2): {text 2}
Document [3](Title: title 3): {text 3}
Document [4](Title: title 4): {text 4}
Document [5](Title: title 5): {text 5}

Answer:

Table 12: Prompt and demonstrations for QAMPARI.

19



Instruction: Write an accurate, engaging, and concise answer for the given question using only the
provided search results (some of which might be irrelevant) and cite them properly. Use an unbiased and
journalistic tone. Always cite for any factual claim. When citing several search results, use [1][2][3]. Cite
at least one document and at most three documents in each sentence. If multiple documents support the
sentence, only cite a minimum sufficient subset of the documents.

Question: What’s the difference between Shia vs. Sunni Islam?

Document [1](Title: The Sunni vs Shia Divide - Explained - Globaloi): {text 1}
Document [2](Title: What2̆019s the difference between Sunni and Shia Islam? 2̆013 Macrosnaps): {text
2}
Document [3](Title: Difference between Sunni and Shia Muslims | Sunni vs Shia Muslims): {text 3}
Document [4](Title: What is the difference between Shia and Sunni Islam? - Islam Stack Exchange):
{text 4}
Document [5](Title: What is the difference between Sunni and Shia Islam? | Patrick Syder Travel): {text 5}

Answer:The main difference between Shia and Sunni Muslim is related to ideological heritage and
issues of leadership [1]. This difference is first formed after the death of the Prophet Muhammad in 632
A.D. [1][2]. The ideological practice of the Sunni branch strictly follows Prophet Muhammad and his
teachings, while the Shia branch follows Prophet Muhammad’s son-in-law Ali [2]. Nowadays, Sunni and
Shia are the major branches of Islam [3].

Question: How do student loans affect getting a mortgage?

Document [1](Title: Student Loans 2̆013 How do they work? | The Financial Review): {text 1}
Document [2](Title: How Does Student Loan Debt Affect Buying a Home? | Experian): {text 2}
Document [3](Title: Studentloanify - How your student loans affect your home mortgage prospects):
{text 3}
Document [4](Title: How do student loans affect your credit score? | Student Loan Planner): {text 4}
Document [5](Title: Does Student Loan Debt Affect Getting A Mortgage?): {text 5}

Answer:When applying for a mortgage, student loans can affect the debt to income ratio, which is a key
factor in determining the amount that an individual can afford to pay for the mortgage [1]. While student
loan repayments do not appear in an individual’s credit history and do not affect credit scores, lenders do
consider the amount of an individual’s student loan repayments when assessing their mortgage application
[1][2][3]. Some 83% of non-homeowners say student loan debt is preventing them from buying a home,
according to the National Association of Realtors [2]. It is important to note that student loans do not
prevent an individual from getting a mortgage [1].

Question: {question}

Document [1](Title: title 1): {text 1}
Document [2](Title: title 2): {text 2}
Document [3](Title: title 3): {text 3}
Document [4](Title: title 4): {text 4}
Document [5](Title: title 5): {text 5}

Answer:

Table 13: Prompt and demonstrations for ELI5.
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Instruction: Write an · · ·

Question: Who sang the song i’m coming out?

Document [1](Title: I’m Coming Out): I’m Coming Out "I’m Coming Out" is a song recorded by
American singer Diana Ross. It was written and produced by Chic members Bernard Edwards and Nile
Rodgers, and released in August 22, 1980 as the second single from Ross’ self-titled tenth album "Diana"
(1980). In 1979, Ross commissioned Chic founders Nile Rodgers and Bernard Edwards to create material
for a new album after taking her daughters to see the band in concert, following the success of Ross’s final
Ashford & Simpson-composed and produced LP," The Boss. "Rodgers got the idea for "I’m Coming Out"
after noticing three different drag
Document [2](Title: I’m Coming Out): the Loren Dawson remix. The original single version (which is
similar to the original) can be found on both CD singles and the original motion picture soundtrack to
"Maid in Manhattan". Ross’ version appears on the film’s soundtrack album as well. A music video was
produced to promote the single. I’m Coming Out "I’m Coming Out" is a song recorded by American
singer Diana Ross. It was written and produced by Chic members Bernard Edwards and Nile Rodgers,
and released in August 22, 1980 as the second single from Ross’ self-titled tenth album "Diana" (1980).
In 1979, Ross commissioned Chic
Document [3](Title: I’m Coming Out): "I’m Coming Out" and its resulting popularity has led to Ross’s
song often being sampled, most notably by Stevie J, who sampled the song for rapper The Notorious
B.I.G.’s 1997 song "Mo Money Mo Problems". There’s also been a cover by Marcia Hines. It was
featured as a cover for the video game "Karaoke Revolution" as well. In more recent times, the song
was sampled in Keyshia Cole’s remake of "I’m Coming Out" (featuring Iggy Azalea) for the original
soundtrack of the 2014 movie The Other Woman, starring Cameron Diaz, Kate Upton and Leslie Mann.
The song is sampled in
Document [4](Title: I’m Coming Out): "Break Your Heart Right Back" from Ariana Grande’s sophomore
album "My Everything" (2014). This song was also covered for the soundtrack to the 2016 movie
"Trolls". In 1997, German comedian Hella von Sinnen sampled "I’m Coming Out" for her single "Mein
Coming Out", using the term "coming out" in the context of coming out of the closet, or revealing one’s
homosexuality. In 2003, American singer Amerie covered "I’m Coming Out" for the soundtrack to the
film "Maid in Manhattan". Her version was released as a single in select European countries and Australia.
The final single version to be released was
Document [5](Title: Coming Out (album)): "Poinciana (The Song of the Tree)" featured a solo by Michael
Brecker. "Coming Out" debuted on Billboard’s Top Pop Album chart on September 18, 1976 and peaked
at No. 48. The album was re-released on CD in March 1993. Manhattan Transfer Musicians Production
Coming Out (album) Coming Out is the third album by The Manhattan Transfer, released August 19,
1976 on Atlantic Records. On the advice of their manager Aaron Russo, the group downplayed the
"nostalgic" tenor of their previous breakthrough album in favor of more contemporary songs. However,
the throwback single "Chanson d’Amour" became a breakout single in Europe

Answer: "I’m Coming Out" is a song recorded by Diana Ross [1][2]. It was written and produced by Chic
members Bernard Edwards and Nile Rodgers [1].
Gold: "I’m Coming Out" is a song recorded by American singer Diana Ross. It was written and produced
by Chic members Bernard Edwards and Nile Rodgers, and released on August 22, 1980, as the second
single from Ross’ self-titled tenth album Diana (1980). In 2003, American singer Amerie covered "I’m
Coming Out" for the soundtrack to the film "Maid in Manhattan". Her version was released as a single in
select European countries and Australia.
Gold Answers: [Diana Ross, Amerie]

Table 14: ASQA example
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Instruction: Provide a · · ·

Question: Who is a director of a film produced by Kirk Douglas?

Document [1](Title: Kirk Douglas): began producing films as varied as "Paths of Glory" (1957) and
"Spartacus" (1960). In those two films, he collaborated with the then-relatively-unknown director Stanley
Kubrick taking lead roles in both films. Douglas has been praised for helping to break the Hollywood
blacklist by having Dalton Trumbo write "Spartacus" with an official on-screen credit, although this has
been disputed by others. He produced and starred in "Lonely Are the Brave" (1962), considered a classic,
and "Seven Days in May" (1964), opposite Burt Lancaster, with whom he made seven films. In 1963, he
starred in the Broadway play "One Flew Over the
Document [2](Title: Kirk Douglas): executive producer as well, raising the $12 million production cost,
making it one of the most expensive films made up to that time. Douglas initially selected Anthony Mann
to direct, but replaced him early on with Stanley Kubrick, with whom he previously collaborated in "Paths
of Glory". When the film was released, Douglas gave full credit to its screenwriter, Dalton Trumbo, who
was on the Hollywood blacklist, and thereby effectively ended it. About that event, he said, "I’ve made
over 85 pictures, but the thing I’m most proud of is breaking the blacklist." However the film’s producer
Edward Lewis and
Document [3](Title: Spartacus (film)): credibility. Trumbo was publicly given credit for two major films.
Otto Preminger made public that Trumbo wrote the screenplay for his film "Exodus", and Kirk Douglas
publicly announced that Trumbo was the screenwriter of "Spartacus". Further, President John F. Kennedy
publicly ignored a demonstration organized by the American Legion and went to see the film. After David
Lean turned down an offer to direct, "Spartacus" was to be directed by Anthony Mann, then best known
for his Westerns such as "Winchester ’73" and "The Naked Spur". Douglas fired Mann at the end of the
first week of shooting, in which
Document [4](Title: Home Movies (film)): directing films. Kirk Douglas plays a film instructor loosely
modeled on the director himself. Keith Gordon is one of his pupils who films everything that happens at
home. Many of the events that happen to Gordon’s character were modeled on events from De Palma’s
own adolescence, particularly rivalry with a more favored brother, a mother prone to dramatic outbursts,
and a philandering father. Home Movies (film) Home Movies is a 1979 independent film directed by
Brian De Palma and starring Kirk Douglas, Nancy Allen, Vincent Gardenia, Keith Gordon, Theresa
Saldana, and Gerrit Graham. De Palma had been teaching film at
Document [5](Title: Kirk Douglas): in the picture," adding that "he’s as bright a person as I’ve met in the
acting profession." She says that his "pragmatic approach to acting" would later be a "philosophy that
ended up rubbing off on me." Between 1970 and 2008, Douglas made nearly 40 movies and appeared on
various television shows. He starred in a western, "There Was a Crooked Man..." (1970), alongside Henry
Fonda. The film was produced and directed by Joseph L. Mankiewicz. In 1973, he directed his first film,
"Scalawag". Also in 1973, Douglas appeared in a made-for-TV musical version of "Dr. Jekyll and Mr.
Hyde".

Answer: Stanley Kubrick [1], Anthony Mann [2], Dalton Trumbo [2], Brian De Palma [4], Joseph L.
Mankiewicz [5].
Gold: Stanley Kubrick, Kevin Billington, Kirk Douglas, Anthony Newley, Andr0̆0e9 de Toth
Gold Answers: [[Stanley Kubrick], [Kevin Billington], [Kirk Douglas], [Anthony Newley], [Andr0̆0e9 de
Toth]]

Table 15: QAMPARI example
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Instruction: Write an · · ·

Question: What exactly is ’spin’ in quantum mechanics?

Document [1](Title: quantum mechanics - Does spin have anything to do with a rate of change? - Physics Stack Exchange): quantum mechanics - Does spin have
anything to do with a rate of change? - Physics Stack Exchange the electron. Not the answer you’re looking for? Browse other questions tagged quantum-mechanics
operators quantum-spin rotation spinors or ask your own question. How do you rotate spin of an electron? Did the Goudsmit-Uhlenbeck analysis of spin consider
relativity? Is there an Ehrenfest-like result for the expectation value of orbital angular momentum? Can spin be related to a shift in angle? What does spin 0 mean
exactly? Does String Theory explain spin? How can it be derived that particles described by the Dirac equation must have spin 1/2? When we say electron spin is 1/2,
what exactly does it mean, 1/2
Document [2](Title: quantum mechanics - Does spin have anything to do with a rate of change? - Physics Stack Exchange): quantum mechanics - Does spin have
anything to do with a rate of change? - Physics Stack Exchange your own question. Did the Goudsmit-Uhlenbeck analysis of spin consider relativity? Can spin be
related to a shift in angle? What does spin 0 mean exactly? Does String Theory explain spin? How can it be derived that particles described by the Dirac equation
must have spin 1/2? When we say electron spin is 1/2, what exactly does it mean, 1/2 of what? Determine spin-state with B = Bx in the Sz base why do we relate
spin with angular momentum operator in quantum mechanics?
Document [3](Title: Search results for ‘Biology‘ - PhilArchive): Search results for ‘Biology‘ - PhilArchive biased to satisfy the collective goals of the ensemble.
Using this postulate, we mathematically derive the correct spin probability distribution without using quantum mechanical formalism (operators and Born2̆019s
rule) and exactly reproduce the quantum mechanical spin correlation in entangled pairs. Using our concept, we also mathematically derive the form of quantum
mechanical wave function of free particle which is conventionally a postulate of quantum mechanics. Thus, we prove that the origin of quantum mechanical results
lies in the will (or consciousness) of the objects biased by the collective goal of ensemble or universe. This biasing by the group on individuals
Document [4](Title: The Upside to Quantum Mechanics): The Upside to Quantum Mechanics Questions About Quantum Mechanics Which is named Quantum
Tunneling. The quantum simulator is installed as part of the QDK. There2̆019s no macroscopic property that2̆019s equivalent to quantum spin. The traditional
manner of operating the Hopfield network is to continue picking neurons at random and updating them by thinking about the connected neurons, together with their
weights. Basically, the concept is that, when you have a look at a system (such as an electron that2̆019s spinning in two directions at exactly the same time) the
electron custom essays is going to be made to quit spinning in two directions simultaneously, pick
Document [5](quantum mechanics - How exactly is fusion possible? - Physics Stack Exchange): quantum mechanics - How exactly is fusion possible? - Physics
Stack Exchange Pauli’s Exclusion Principle Can two electrons have the same momentum and spin directions? Nature of the quantum degeneracy pressure
How does the Pauli-exclusion principle work if space is infinitely divisible? What exactly is meant by a quantum state in QM? Why a half-integer spin implies
2̆01cantisymmetry2̆01d on the wave function? What is the physical (i.e. non-mathematical) cause off the difference between a system of identical bosons and
fermions? How do two exactly the same (in space) wavefunctions of two non-distiguishable free particles contribute to Pauli’s exclusion principle? How do I derive
Pauli’s exclusion principle with path integrals?

Answer: In quantum mechanics, spin refers to the intrinsic angular momentum of particles, such as electrons, which can have either a spin up or a spin down state
[1][2]. Spin is not related to a rate of change, but rather is a fundamental property of particles that can be described by quantum mechanical operators and the Pauli
exclusion principle [1][5]. While there are various interpretations of quantum mechanics, including the idea that particles described by the Dirac equation must have
spin 1/2 [2], the origin of quantum mechanical results is not necessarily related to the will or consciousness of the objects, as suggested in document [3].
Gold: Spin is the quantum mechanical analogue to rotational angular momentum. Rotational angular momentum is a measure of how strongly an object is rotating on
its own axis. The Earth’s revolution about its own axis (the one that causes days) is an example of rotational angular momentum.

The reason I said that spin is an "analogue" to rotational angular momentum is that it’s not an idea that really makes sense in QM. In order for us to
see how an object is rotating, we have to be able to clearly see what shape it is. If you can’t see a shape, rotation is sort of meaningless, since... well, you can’t
actually tell if something is rotating if it has no shape.

Quantum mechanical objects don’t have well-defined shapes. They’re sort of fuzzy and nebulous, so you can’t really pin them down like you’d want.
We hence can’t look at, say, an electron and go "oh, it’s rotated by 180 degrees after two seconds, so its angular momentum is X." Electrons can’t really rotate, it
doesn’t make sense.

However, electrons do exhibit certain properties that make it *seem like* they’re rotating. For example, when a charged (non-quantum mechanical
object) rotates, it makes a magnetic field. Electrons also make a magnetic field in the exact same way. So, they seem to be acting like they’re rotating, even though we
can’t really pin down what that means exactly.

We thus call it "spin." It’s... like they’re rotating, hence "spin," but it’s understood by physicists to not mean the exact same thing.

Spin is "quantized," which means that there are only certain values that it can have. If you measure an electron’s spin, you will only either get
0̆45b/2 (clockwise), or -0̆45b/2 (counterclockwise)ˆ (1). 0̆45b is the "reduced [Planck constant](_URL_0_)," which shows up a lot in physics.

ˆ (1. note that when I say "measure," what’s implied is that we’re choosing an axis upon which to measure. For example, if you wanted to measure
the Earth’s angular momentum, you would measure it along the Earth’s axis. The axis you choose to measure on for a quantum mechanical object is irrelevant
though.)
Gold Answer Claims:
Spin in quantum mechanics is analogous to rotational angular momentum.
Spin is not a concept that makes sense in quantum mechanics as objects do not have well-defined shapes.
Spin is quantized and can only have certain values when measured.

Table 16: ELI5 example
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Instruction: Write an · · ·

Question: Which books are the best for child and youth psychiatry?

Document [1](Title: job details - Consulting Psychiatrist - Department of Psychiatry, Ambulatory mental health program,
BC Children’s Hospital in Vancouver): job details - Consulting Psychiatrist - Department of Psychiatry, Ambulatory mental
health program, BC Children’s Hospital in Vancouver themes. Through the affiliation with the BCHRI, the Department has
established research strengths in neuroimaging, genetics, metabolism and clinical research. The Department is actively involved
in supporting best practice through multiple provincial networks for which it provides infrastructure support (Eating Disorders,
Health Literacy, Youth Concurrent Disorders and Child & Youth Mental Health and Substance Use), through its robust and
award winning Child & Youth Mental Health Literacy Program and Child Health BC. Interested candidates will have obtained
fellowship standing in the Royal College of Physicians & Surgeons of Canada in Psychiatry along with certification in Child and
Adolescent Psychiatry subspecialty
Document [2](Title: Textbook of Child and Adolescent Psychiatry - Google Books): Textbook of Child and Adolescent
Psychiatry - Google Books the Journal of the American Academy of Child and Adolescent Psychiatry. She has published more
than 60 articles, book chapters, and books, including Concise Guide to Child and Adolescent Psychiatry, and Helping Parents,
Youth, and Teachers Understand Medications for Behavioral and Emotional Problems, published by American Psychiatric
Publishing, Inc. She is the principal author of the American Academy of Child and Adolescent Psychiatry Practice parameters
for the assessment and treatment of children, adolescents, and adults with attention-deficit/hyperactivity disorder and a co-author
of the American Academy of Child and Adolescent Psychiatry practice parameters for the use of stimulant medications. Title
Textbook
Document [3](Title: Journal of the American Academy of Child and Adolescent Psychiatry Page 5): Journal of the American
Academy of Child and Adolescent Psychiatry Page 5 in evidence-based treatments for youth depression in recent decades,
overall treatment effects are modest at best, with 30-50% of youth being non-responders. Practice parameters consistently
recommend systematic assessment and routine monitoring of depressive symptoms, or measurement-based care (MBC), to
enhance youth depression treatment. However, the literature offers few guidelines on how to use assessment results to inform
care decisions or detect real and clinically meaningful change. (Source: Journal of the American Academy of Child and
Adolescent Psychiatry) Source: Journal of the American Academy of Child and Adolescent Psychiatry - February 27, 2019
Category: Psychiatry Authors: Freda F. Liu, Molly C.
Document [4](Title: Browse In Child and Adolescent Psychiatry | Oxford Medicine Online - Oxford Medicine): Browse In
Child and Adolescent Psychiatry | Oxford Medicine Online - Oxford Medicine Child and Adolescent Psychiatry x Download
complete list of books in this Child and Adolescent Psychiatry Collection (.pdf) (.xls) Bipolar Disorder in Youth: Presentation,
Treatment and Neurobiology Stephen M. Strakowski, Melissa P. DelBello, and Caleb M. Adler (eds) Bipolar disorders affect up
to 3% of the world’s population and are the 6th leading cause of disability worldwide. As the disorder presents differently in
youth as it does in adults, ... More Bipolar disorders affect up to 3% of the world’s population and are the 6th leading cause of
disability worldwide. As the disorder presents differently in youth as it does
Document [5](Title: Rutter’s Child and Adolescent Psychiatry -ORCA): Rutter’s Child and Adolescent Psychiatry -ORCA
new look." -Professor Sir Michael Rutter, extract from Foreword. Reviews of previous editions: "This book is by far the best
textbook of Child & Adolescent Psychiatry written to date." -Dr Judith Rapoport, NIH "The editors and the authors are to be
congratulated for providing us with such a high standard for a textbook on modern child psychiatry. I strongly recommend this
book to every child psychiatrist who wants a reliable, up-to-date, comprehensive, informative and very useful textbook. To my
mind this is the best book of its kind available today." -Journal of Child Psychology and Psychiatry

Answer: There are several books that are considered the best for child and youth psychiatry, including the Textbook of Child and
Adolescent Psychiatry [2], Rutter’s Child and Adolescent Psychiatry [5], and Concise Guide to Child and Adolescent Psychiatry
[2].
Gold: The books recommended for child and youth psychiatry include "Textbook of Child and Adolescent Psychiatry" which
is noted in the Journal of the American Academy of Child and Adolescent Psychiatry and "Rutter’s Child and Adolescent
Psychiatry", which was described as "the best textbook of Child & Adolescent Psychiatry written to date" and a "very useful
textbook" by Dr. Judith Rapoport at NIH and the Journal of Child Psychology and Psychiatry, respectively . Other resources
could be found in the category of Child and Adolescent Psychiatry in Oxford Medicine Online, which includes a list of books
such as "Bipolar Disorder in Youth: Presentation, Treatment and Neurobiology" .
Gold Answer Claims:
"Textbook of Child and Adolescent Psychiatry" is recommended for child and youth psychiatry.,
"Rutter’s Child and Adolescent Psychiatry" has been described as "the best textbook of Child & Adolescent Psychiatry written to
date".,
Oxford Medicine Online has a list of books in the category of Child and Adolescent Psychiatry, such as "Bipolar Disorder in
Youth: Presentation, Treatment and Neurobiology".

Table 17: EXPERTQA example
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