
GRAMMAMT : Improving Machine Translation with
Grammar-Informed In-Context Learning

Anonymous COLING 2025 submission

Abstract001

We introduce GRAMMAMT, a grammatically-002
aware prompting approach for machine trans-003
lation that uses Interlinear Glossed Text (IGT),004
a common form of linguistic description pro-005
viding morphological and lexical annotations006
for source sentences. GRAMMAMT proposes007
three prompting strategies: gloss-shot, chain-008
gloss and model-gloss. All are training-free,009
requiring only a few examples that involve min-010
imal effort to collect, and making them well-011
suited for low-resource setups. Experiments012
show that GRAMMAMT enhances translation013
performance on open-source instruction-tuned014
LLMs for various low- to high-resource lan-015
guages across three benchmarks: (1) the largest016
IGT corpus, (2) the challenging 2023 SIGMOR-017
PHON Shared Task data over endangered lan-018
guages, and (3) even in an out-of-domain set-019
ting with FLORES. Moreover, ablation studies020
reveal that leveraging gloss resources could sub-021
stantially boost MT performance (by over 17022
BLEU points) if LLMs accurately generate or023
access input sentence glosses.024

1 Introduction025

Large Language Models (LLMs) have taken over026

the NLP leaderboards (e.g., Zellers et al., 2019;027

Hendrycks et al., 2020; Li et al., 2023b). Train-028

ing LLMs requires access to a plethora of datasets,029

a luxury accessible to only a few of the world’s030

most high-resource languages. Consequently, only031

a sliver of the world’s languages have sufficient032

data for LLMs to achieve these impressive perfor-033

mance gains (Achiam et al., 2023; Üstün et al.,034

2024). To leverage the capabilities of these exist-035

ing, high-resource LLMs in a low-resource con-036

text, one needs to design an approach that requires:037

(i) little to no training (to avoid overfitting and038

catastrophic forgetting), (ii) only a small amount039

of data, and/or (iii) ease in data collection.040

Recent studies have shown the capability of041

LLMs to perform complex tasks, when provided042

with only a small amount of high quality language 043

data. This data comes in the form of instruction- 044

answer pairs for instruction fine-tuning (e.g, Li 045

et al., 2023a; Yuan et al., 2024) or in the form of 046

high quality prompts (e.g, Wei et al., 2022b). For 047

example, for machine translation of languages un- 048

seen during training, performance gains have been 049

achieved by only providing a dictionary and gram- 050

mar book for the unseen languages as input to the 051

LLM (Tanzer et al., 2024; Zhang et al., 2024). 052

Motivated by these results and the three require- 053

ments above, we propose GRAMMAMT, an in- 054

context learning approach that leverages grammati- 055

cal information from Interlinear Glossed Text (IGT) 056

to improve machine translation in both low and 057

high-resource settings. IGT is a triplet of source 058

sentence, gloss, and target translation, commonly 059

used by grammarians and linguists in linguistic 060

description. The gloss represents the source sen- 061

tence as a sequence of morphological and lexical 062

annotations, as illustrated in Figure 1. 063

GRAMMAMT introduces three prompting strate- 064

gies that augment few-shot machine translation us- 065

ing annotated glosses: (i) gloss-shot, (ii) chain– 066

gloss and (iii) model-gloss. In gloss-shot, the LLM 067

is prompted with examples pairing source sen- 068

tences both with their translations and their glosses. 069

In chain-gloss, the LLM first generates a gloss of 070

the source sentence before translating. Model-gloss 071

uses an external gloss model to generate the gloss, 072

reducing the risk of incorrect glosses in chain-gloss, 073

especially if a specialised gloss model is available 074

for the target language. Importantly, GRAMMAMT 075

adheres to all three of the above design require- 076

ments as follows. 077

Training-free. GRAMMAMT works by simply 078

prompting an LLM with a grammatical demonstra- 079

tion. This is especially important in low-resource 080

settings, where sufficiently large training datasets 081

are scarce, but minimal linguistic annotations ex- 082
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Gloss-shot
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence 
from {Swahili} to {English}:

Swahili sentence: Alikuja Haroub na Naila.

Translation:_ _ _ _ _ _

Chain-gloss
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please answer first with the gloss and then 
the translation directly:

Swahili sentence: Alikuja Haroub na Naila.

Gloss: _ _ _ _ _ _ _

Model-gloss
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence 
from {Swahili} to {English}:

Swahili sentence: Alikuja Haroub na Naila.

Possible gloss: 1SM-PST-come-FV 1Haroub 
and 1Naila

Translation:_ _ _ _ _ _ _

Gloss-shot Output

She brought Haroub and Naila.

Chain-gloss Output
Gloss: 1SM-PST-come-FV 1Haroub and 1Naila
Translation: She came with Haroub and Naila.

Model-gloss Output

She came with Haroub and Naila

Figure 1: GRAMMAMT augments few-shot learning with Interlinear Gloss Text. In gloss-shot, the LLM is
conditioned on translation pairs with source glosses. In chain-gloss, the LLM first generates the gloss before
translating. Lastly, in model-gloss, the LLM receives an input gloss from an external gloss generation model.

ist or can be obtained. By incorporating linguistic083

knowledge directly into the prompt, we effectively084

leverage limited linguistic data that would other-085

wise be insufficient for fine-tuning an LLM.086

Small number of examples. GRAMMAMT087

needs only a small number of grammatical annota-088

tions (e.g., 21 interlinear glosses examples). This089

differs from other few-shot methods, which depend090

on acquiring large data stores to gather relevant091

samples (e.g. retrieval-augmentation) or extensive092

resources like dictionaries or grammar chapters.093

Ease of collection. Unlike chain-of-thought ex-094

amples (Wei et al., 2022a), which require costly and095

subjective human engineering to break down ma-096

chine translation into smaller steps, GRAMMAMT097

relies on basic gloss notation. These annotations098

are more straightforward–easier to either manually099

collect in low-resource settings, or can be sourced100

from grammar books or automatically generated101

(e.g., Ginn et al., 2024).102

We benchmark our approach on three differ-103

ent datasets, including the 2023 SIGMORPHON104

Shared Task data (Ginn et al., 2023), the GlossLM105

dataset (Ginn et al., 2024) that has the most exten-106

sive corpus of IGT available, and also FLORES107

(Goyal et al., 2022); using state-of-the-art open-108

source instruction-tuned models, mainly LLaMA-3109

(Meta, 2024) as well as Mixtral (Mistral, 2024). We110

find that GRAMMAMT can improve machine trans-111

lation performance in low-resource setups, includ-112

ing endangered languages rarely encountered dur-113

ing pre-training. Even in high-resource languages, 114

where the model has increased exposure and deeper 115

understanding of the grammatical structure, we can 116

observe substantial improvements from incorporat- 117

ing linguistic gloss resources into the prompt. 118

2 Related work 119

Machine translation with LLMs has been ex- 120

tensively explored (Zhang et al., 2023b; Garcia 121

et al., 2023; Peng et al., 2023; Pourkamali and 122

Sharifi, 2024). Although LLMs perform well for 123

high-resource languages they underperform for 124

low-resource languages (Hendy et al., 2023; Robin- 125

son et al., 2023; Zhu et al., 2023). While previous 126

works study in-context learning for MT (Garcia 127

et al., 2023; Puduppully et al., 2023; Zhang et al., 128

2023a; Sun et al., 2022), effective alternatives that 129

leverage linguistic information for unseen and low- 130

resource languages remain underexplored. 131

Using grammatical information with LLM In- 132

troducing grammatical information during train- 133

ing or inference can improve model perfor- 134

mance (Strubell et al., 2018; Cui et al., 2022; 135

Stahlberg et al., 2016). Similar to our work, 136

Zhou et al. (2020) use glosses while training low- 137

resource translation models. However, we use 138

glosses in a training free approach and in the 139

context of LLMs. Tanzer et al. (2024) and Lin- 140

goLLM (Zhang et al., 2024) use grammar books 141

along with other resources to translate unseen 142

and low-resource languages. Unlike these meth- 143

ods—which depend on grammar books, morpho- 144
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logical analyzers, and dictionaries that are often145

unavailable—we use only a small number of gold146

or generated glosses, offering a more feasible solu-147

tion for underrepresented languages.148

3 GRAMMAMT149

We propose GRAMMAMT, a simple grammar-150

informed prompting approach for machine transla-151

tion, wherein examples of Interlinear Gloss Texts152

(IGT) are used as a prompt to instruction-tuned153

LLMs. In doing so, our approach is essentially154

training-free. The approach also requires a small155

set of support examples and minimal annotation156

time (a handful of glosses by a linguistic or auto-157

matically generated by a model (Ginn et al., 2024)).158

In this section, we provide an overview of IGT and159

describe the proposed prompting of GRAMMAMT.160

Interlinear Gloss Text Annotation. IGT anno-161

tations are triplets of source text, glosses for the162

source text, and fluent target translations for the163

source text. The gloss consists of a sequence of164

target morphological annotations and (semantically165

full) lemmata for source words, indicating their166

grammatical morphemes and lexemes, shown by167

the following Swahili example.168

1. Source: (yeye) alimwona (yeye).169

2. Gloss: 3SG -PST –see-FV 3SG170

3. Translation: S/he saw him/her.171

In this example, the morphological annotation 3SG172

stands for third-person singular and PST denotes the173

past tense of "see". Grammatical morphemes are174

labeled with uppercase letters. In contrast, lexemes175

(English lemma translations that convey semantic176

meaning) are labeled in lowercase (e.g., see). In177

this way, IGT captures the syntax and morphology178

of a sentence, aiding to grasp the structure of the179

source language and to understand the relationship180

between input sentence and the translation. These181

glosses are the norm in linguistic descriptions, and182

hence very common to find and easy to create.183

Prompting strategies. GRAMMAMT augments184

an instruction-tuned LLM with in-context learning185

examples of interlinear glosses via three prompting186

strategies: gloss-shot, chain-shot and model-gloss,187

as illustrated in Figure 1.188

In the first prompting strategy, gloss-shot, the189

LLM is prompted to generate the translation y for190

the input sentence x based on a set of N interlinear-191

glossed text exemplars g (i.e., triples of source sen-192

tence, gloss line, translation), essentially predicting193

(g1, · · · ,gN ,x) → y. 194

In the second prompting strategy, chain-gloss, 195

the LLM is also conditioned on a set of N 196

interlinear-glossed text exemplars g to generate 197

the translation, but in this strategy, the model first 198

produces the gloss yg before formulating the trans- 199

lation y, essentially (g1, · · · ,gN ,x) → (yg,y). 200

This prompting strategy can offer some insights 201

into how the LLM arrived at a specific translation. 202

In the model-gloss strategy, a specialised gloss 203

generation model (e.g., GlossLM (Ginn et al., 204

2024)) provides the gloss for the source sentence, 205

rather than relying on the LLM to generate it itself. 206

As with the other strategies, this one also includes 207

in-context examples of interlinear-glossed text, fol- 208

lowed by the source sentence. However, here the 209

source sentence is paired with a gloss predicted by 210

the external model yge, before the LLM produces 211

the final translation: (g1, · · · ,gN ,x,yge) → y 212

We illustrate the format of the prompt in Figure 213

1 and in more detail in Appendix L. 214

4 Experimental setup 215

4.1 LLMs 216

We assess our GRAMMAMT approach using 217

Meta-Llama-3-70B-Instruct (Meta, 2024), the 218

recent instruction-tuned LLaMA with 70B param- 219

eters. Our machine translation approach does not 220

involve any training. The translations are generated 221

at inference time using a single A100 80GB GPU. 222

In Appendix E, we also report experiments with the 223

smaller Meta-Llama-3-8B-Instruct variant, and 224

Mixtral-8x22B-Instruct-v0.1 (Mistral, 2024), 225

a sparse Mixture-of-Experts model. The mod- 226

els were loaded with the HuggingFace hub li- 227

brary (Wolf et al., 2020) using 4-bit quantisation. 228

During inference, the models generate a translation 229

using greedy decoding with a default temperature 230

setting of 1. 231

4.2 Prompting strategies and baselines 232

Baselines. We first compare GRAMMAMT against 233

other established in-context learning strategies, 234

which use no explicit grammatical information: 235

• zero-shot: Translation from the source to the 236

target language without examples. 237

• zero-CoT: The LLM is prompted to think step 238

by step before translating, again without ex- 239

amples. 240
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• few-shot: The LLM translates the input using241

a few source-target example pairs.242

We select zero-CoT over Chain-of-Thought, be-243

cause our data lacked the detailed steps needed for244

MT breakdown. We also compare GRAMMAMT245

to the training-free LingoLLM (Zhang et al., 2024),246

which uses more linguistic resources, including a247

grammar book, morphological analyzer, and a dic-248

tionary. For a thorough evaluation, we report per-249

formance of a state-of-the-art MT model, NLLB-250

200 (nllb-200-distilled-600M), while empha-251

sising that it is not an LLM, as our focus is on im-252

proving LLMs for MT. Finally, we compare against253

a parallel dictionary baseline in Appendix C.254

GRAMMAMT prompting. Our own approach255

augments few-shot prompting with grammatical256

information, where we explore three novel variants:257

• gloss-shot: The LLM predicts based on ex-258

amples that pair the source sentences not just259

with their translation but also with their gloss.260

• chain-gloss: As in gloss-shot, but the LLM261

is additionally prompted to generate the gloss262

for the input sentence before translating.263

• model-gloss: As in chain-gloss, but the gloss264

of the source sentence is obtained from an265

external gloss generation model and not from266

the LLM itself. For this, we use GlossLM267

(Ginn et al., 2024) that was trained to generate268

glosses1.269

For all prompting strategies2, we use the same 21270

translation examples per language, identified as the271

optimal value in our ablation studies (see Section272

6). Prompt templates are provided in Appendix L.273

4.3 Datasets and Languages274

We evaluate translation quality across three275

datasets, involving endangered, low-resource, and276

mid-to-high-resource languages, with English as277

the target language. Table 1 summarises the lan-278

guages, scripts and test set sizes. For completion,279

we also evaluate the reverse translation direction,280

with English as source language, in Section 6.281

Sigmorphon: We use the dataset from the 2023282

SIGMORPHON Shared Task for evaluating on un-283

seen, endangered languages Ginn et al. (2023), with284

1See Appendix A for details.
2Except zero-shot and zero-CoT that have no examples.

Language Abbr. Script Test Speakers

Sigmorphon dataset

Gitksan Git Latin 37 1,110
Lezgi Lez Cyrillic 87 800K
Natugu Ntu Latin 99 5,900
Tsez Ddo Cyrillic 445 18K

GlossLM dataset

Swahili Swa Latin 439 200M
Yoruba Yor Latin w/ diac. 135 47M
Icelandic Ice Latin 27 330K
Marathi Mar Devanagari 43 83M
Kannada Kan Kannada 388 59M
Urdu Urd Perso-Arabic 259 232M
Thai Tha Thai 352 61M
Greek Gre Greek 59 13.5M
Portuguese Por Latin 309 264M
Japanese Jap Japanese 3 4,748 123M
Russian Rus Cyrillic 2,444 255M
Arabic Ara Arabic 136 274M

Table 1: Overview of the languages and the test split
sizes used in GRAMMAMT evaluation.

Gitksan, Lezgi, Natugu, and Tsez. This dataset in- 285

cludes translation pairs from each source language 286

to English, together with the interlinear glosses 287

and morphological segmentation of the source sen- 288

tences. We report performance on the test set, while 289

the validation split is used for ablation studies. In 290

both cases, support examples are drawn from the 291

training split, specifically the first 21 sentences 292

(Section 6 shows that N = 21 is optimal). 293

GlossLM corpus: For evaluating on low to high- 294

resource languages, we use the GlossLM dataset 295

(Ginn et al., 2024), a recent and extensive compila- 296

tion of interlinear glossed text (IGT) from six differ- 297

ent IGT corpora. This dataset includes 250k unique 298

sentences across 1800 languages. We selected lan- 299

guages from different scripts, specifically consider- 300

ing Swahili, Yoruba, Icelandic, Marathi, and Kan- 301

nada for low-resource languages. For mid-to-high- 302

resource languages, we included Urdu, Thai, Greek, 303

Portuguese, Japanese, Russian, and Arabic. How- 304

ever, the GlossLM dataset only provides evaluation 305

splits (dev/test) for the endangered languages in- 306

cluded in the SIGMORPHON Shared Task, as this 307

data is the most consistent. For other languages 308

ranging from low to high-resource, the dataset of- 309

fers only a training split. To address this, we cre- 310

ated evaluation splits by designating most of the 311

training set for testing, reserving the first 21 exam- 312

ples for in-context learning (Section 6 provides em- 313
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Method BLEU chrF++ xCOMET

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg. Avg.

NLLB-200 0.9 0.8 0.4 0.1 0.55 23.65 18 12.3 10.10 13.80 12.82
LingoLLM w/ GPT-4 14.3 - 12.9 15.1 14.1 - - - - - -

zero-shot 1.26 1.46 0.26 0.39 0.88 23.90 17.71 13.76 16.84 18.05 15.21
zeroCoT 2.84 1.74 0.37 0.32 1.32 21.21 15.27 13.95 15.68 16.53 14.50
few-shot 4.71 6.36 3.34 1.46 3.94 25.18 22.89 19.41 20.03 21.85 16.76
gloss-shot 4.96 5.80 1.32 1.72 3.41 25.87 23.08 20.24 20.95 22.50 18.21
chain-gloss 5.71 7.29 2.35 1.63 4.25 24.66 22.62 19.19 18.01 20.84 16.78
model-gloss 18.7 13.94 16.96 14.28 15.97 47.89 39.65 41.56 42.30 41.45 40.83

Table 2: GRAMMAMT’s performance (using LLaMA-3 70B) for unseen/endangered languages on the 2023
SIGMORPHON test split, against in-context baselines and SOTA models like NLLB-200 and LingoLLM. Best
results are in bold and second-best are underlined.

Method BLEU chrF++ xC

Swa Yor Ice Mar Kan Avg. Swa Yor Ice Mar Kan Avg. Avg.

NLLB-200 6.9 0.5 3.5 0.3 0.8 2.4 24.2 10.8 21.1 10 10.7 15.36 20.21

zero-shot 16.99 4.48 4.92 0.70 5.84 6.58 40.35 18.87 27.97 13.28 25.65 25.22 27.10
zero-CoT 15.78 1.93 4.64 1.08 4.99 5.69 39.15 18.84 28.02 14.87 25.20 25.22 27.76
few-shot 22.41 11.98 6.43 19.19 23.50 16.69 45.75 29.92 28.87 36.11 44.16 36.96 34.52
gloss-shot 22.18 16.32 3.50 17.53 22.35 16.39 46.50 33.24 25.79 36.18 42.68 36.88 35.65
chain-gloss 23.53 14.10 5.05 17.32 25.25 17.06 45.44 33.54 24.90 35.37 46.27 37.10 35.77

Table 3: GRAMMAMT’s performance (using LLaMA-3 70B) for low-resource languages on the GlossLM data,
the largest corpus of IGT data. Best results are in bold; second-best underlined. xC is xCOMET.

pirical evidence that N = 21 is optimal). We have314

detailed the number of test samples for each lan-315

guage in Table 1. To avoid unfair evaluation, results316

for the model-gloss strategy are not provided on317

our test split, since the GlossLM model (Ginn et al.,318

2024) used in this strategy was exposed to those319

training samples. But we report model-gloss results320

for these languages in the subsequent dataset.321

FLORES-200: We also report results on the322

FLORES dataset (Goyal et al., 2022) (test split).323

We use the same languages we considered from324

the GlossLM dataset, and the same set of 21 exam-325

ples since FLORES does not contain the annotated326

glosses, to assess our approach’s ability to gener-327

alise in the absence of in-domain glosses.328

4.4 Metrics329

For evaluation, we report MT evaluation met-330

rics, namely BLEU (Papineni et al., 2002) with331

SacreBLEU tokenisation (Post, 2018), and the332

chrF++ metric, which exhibits a stronger corre-333

lation with human scores (Popović, 2017). To334

further strengthen our evaluations, we include a335

model-based metric using xCOMET-XXL (Guer-336

reiro et al., 2024), the latest version of the widely337

adopted COMET model (Rei et al., 2020). We 338

report significance tests over these metrics in Ap- 339

pendix J. 340

5 Results 341

GRAMMAMT outperforms in un- 342

seen/endangered languages. In Table 2, 343

we show how GRAMMAMT performs on four 344

endangered languages: Gitksan, Lezgi, Natugu and 345

Tsez (all unseen by the LLM during pre-training). 346

The results demonstrate that the model-gloss 347

strategy consistently outperforms the baselines 348

across the three metrics. Focusing on BLEU, 349

this strategy shows a large improvement of 350

15.09, 14.65, and 12.03 BLEU points against 351

zero-shot, zero-CoT and the few-shot approach on 352

average, respectively. Additionally, it surpasses 353

the specialised NLLB translation model, which 354

struggles with unseen languages. Furthermore, the 355

model-gloss strategy outperforms LINGOLLM 356

(Zhang et al., 2024), the state-of-the-art training- 357

free method in this shared task, by over 4 BLEU 358

points for Gitksan and Lezgi, while being only 359

slightly outperformed by 0.82 points for Tsez. This 360

is despite LingoLMM’s leveraging vastly more 361

extensive linguistic resources, such as grammar 362
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Method BLEU chrF++ xC

Urd Tha Gre Por Jap Rus Ara Avg. Urd Tha Gre Por Jap Rus Ara Avg. Avg.

NLLB-200 0.2 0.2 0.5 26.2 0.4 2.4 1.4 4.47 9.1 9.3 11.3 47 14.4 17 11.5 17.09 24.25

zero-shot 4.00 1.35 6.13 37.75 7.17 25.12 3.46 12.15 20.53 12.56 23.14 59.21 27.62 47.31 19.95 30.05 35.42
zero-CoT 4.71 1.80 8.22 37.20 7.26 23.42 3.81 12.35 22.60 12.91 25.56 56.50 27.30 45.07 19.18 29.87 35.10
few-shot 26.19 7.68 10.62 44.14 13.74 24.94 5.35 18.95 43.36 19.76 27.55 63.88 35.94 48.59 21.28 37.19 41.03
gloss-shot 26.86 6.26 9.56 44.37 13.65 23.99 5.60 18.61 43.49 19.27 27.17 63.72 35.71 48.13 21.19 36.95 41.05
chain-gloss 28.71 8.34 10.74 42.88 15.41 27.92 5.26 19.75 45.86 19.81 27.11 62.33 37.29 50.22 19.51 37.20 41.46

Table 4: GRAMMAMT’s performance (using LLaMA-3 70B) for mid-high-resource languages on the GlossLM
data. Best results are in bold; second-best underlined. xC is xCOMET.

books and dictionaries.363

Within the GRAMMAMT strategies, model-gloss364

is more robust compared to relying on the LLM for365

gloss prediction (chain-gloss) or using glosses only366

for examples (gloss-shot), most likely because it367

relies on a specialised gloss model tailored to these368

languages. However, both these methods still show369

promising results. We see that the gloss-shot strat-370

egy outperforms the prompting baselines across371

all unseen languages tested on using the chrF++372

metric. Additionally, BLEU scores improve for373

both Gitksan and Tsez. For chain-gloss, while374

few-shot outperforms with the chrF++ metric, we375

observe BLEU score increases of 1 point for Gitk-376

san, 0.93 for Lezgi, and 0.17 for Tsez. Overall,377

GRAMMAMT outperforms translation for unseen378

languages in our experiments, indicating the bene-379

fits in this challenging language setup.380

Chain-gloss improves translation of low-381

resource languages. We also assess GRAM-382

MAMT on low-resource languages, including383

Swahili, Yoruba, Icelandic, Marathi and Kannnada384

(see Table 3). Chain-gloss improves the perfor-385

mance on the majority of them as seen in the386

average BLEU, chrF++ and the xCOMET score.387

This improvement is similarly observed with388

gloss-shot, particularly in the chrF++ performance389

for Swahili and Marathi. Notably, we observed a390

large improvement for Yoruba from adding the391

gloss to the context, with an increase of more than392

4 BLEU points and 3 chrF++ points compared to393

few-shot. Icelandic and Marathi, exhibited the best394

performance using few-shot based on BLEU. We395

exclude the model-gloss strategy, as it leverages396

glosses from GlossLM (Ginn et al., 2024). As397

GlossLM was pre-trained on this data, including398

the model-gloss strategy would lead to unfair399

evaluation, due to prior exposure to the test set.400

Chain-gloss also improves mid-high-resource401

languages. In Table 4, we observe that GRAM-402

MAMT improves the performance for all of the 403

high-resource languages on BLEU, with the best 404

performing method being either chain-gloss or 405

gloss-shot. Notably, Urdu and Russian show sub- 406

stantial improvements, with chain-gloss surpassing 407

few-shot by more than 2.5 BLEU points. Using 408

chrF++, consistent with the BLEU results, we have 409

chain-gloss outperforming the other methods ex- 410

cept for Portuguese, Arabic and Greek, for which 411

few-shot outperforms both gloss-shot and chain- 412

gloss. For these languages, gloss-shot also outper- 413

forms chain-gloss. We again excluded results for 414

the model-input strategy as the gloss model had 415

prior exposure to the test set. Overall, results show 416

that augmenting the context with grammatical in- 417

formation is not only beneficial in low-resource set- 418

tings, but also for mid-to-high-resource languages. 419

5.1 Out of domain evaluation: Flores 420

We also evaluate GRAMMAMT on the FLORES 421

test set, where in-domain glosses are unavailable, 422

by reusing the same GlossLM examples in the 423

translation prompts. Table 5 shows that gloss-shot 424

achieves the highest average BLEU score, followed 425

by model-gloss, with both achieving notable im- 426

provements of 2 points for Portuguese, Japanese, 427

and Russian over few-shot. This suggests that both 428

strategies can be effective even without annotated 429

glosses for the current domain. In contrast, chain- 430

gloss often struggles to predict accurate glosses 431

and translations, likely due to a distributional shift 432

from the short, simple GlossLM examples to the 433

more complex and lengthy input sentences in the 434

FLORES dataset3. The model-gloss strategy also 435

performs poorly for low-resource languages. Thus, 436

in out-of-domain settings, it is preferable to use 437

glosses as examples (gloss-shot) rather than having 438

the model generating the gloss without in-domain 439

examples, to avoid misleading translations. 440

3See an example in Appendix 7.
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Method Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

few-shot 20.99 3.94 18.23 18.72 3.63 19.78 21.34 28.07 41.24 16.62 27.27 28.59 20.69
gloss-shot 22.37 5.00 19.40 18.26 3.04 18.65 20.35 30.08 43.30 19.61 31.14 28.43 21.64
chain-gloss 20.26 5.03 18.05 17.20 4.40 18.13 19.32 27.82 41.62 18.23 30.26 26.74 20.59

model-gloss 18.30 3.67 16.92 17.73 3.09 18.75 20.21 29.15 43.64 19.77 31.16 28.59 20.92

Table 5: BLEU performance on the FLORES test set. We select the 21-shot examples from the GlossLM data, as
FLORES lacks annotated glosses. Results show that GRAMMAMT can generalise in an out-of-domain setting.

0 2 4 6 8
BLEU
Lezgi

N=3

N=9

N=21

N=45

N
-s

ho
t

few-shot
gloss-shot
chain-gloss
model-gloss

Figure 2: Varying N -shot examples from 3 to 45. These
ablations were conducted on the validation split of the
2023 SIGMORPHON Shared Task data for Lezgi.

6 Further analysis and discussion441

Varying N : We consider the impact of the num-442

ber of examples provided in prompts and vary the443

number of shots, N , both in our proposed GRAM-444

MAMT strategy and in the few-shot baseline. We445

illustrate this for Lezgi in Figure 2. An increase446

of N leads to improvements in all strategies, with447

optimal value being N = 21. We see large gains448

on chain-gloss by increasing N , suggesting that449

chain-gloss needs a sufficient number of examples450

to demonstrate the process of generating glosses.451

Gloss Accuracy: Here we study to what extent452

do the glosses generated by chain-gloss and model-453

gloss strategies influence the translation output. We454

compare the glosses generated by LLaMA (used455

in the chain-gloss strategy) with GlossLM (Ginn456

et al., 2024) (used in the model-gloss strategy).457

Figure 3 highlights that LLaMA struggles with458

gloss accuracy for rarely seen languages, achiev-459

ing less than 21% accuracy for Tsez (Ddo). In460

contrast, GlossLM performs substantially better,461

achieving up to 88% for Tsez, directly contributing462

to the model-gloss strategy’s superior MT perfor-463

mance in Table 2. We used word accuracy to assess 464

gloss performance, consistent with the evaluation 465

in GlossLM’s work (Ginn et al., 2024), reporting 466

further metrics in Appendix H. 467

LLaMA-3 70B GlossLM

Gi
t

Le
z

Nt
u

Dd
o

8.85 29.17

11.75 57.16

2.73 73.24

20.61 88.53

Gloss Performance: Word Accuracy

10

20

30

40

50

60

70

80

Figure 3: Evaluation of glosses generated by chain-gloss
(LLaMA-3 70B) and model-gloss (GlossLM).

Oracle Setup: Here we further study translation 468

performance if the model could accurately generate 469

or access the gloss of the source sentence. We 470

conduct an oracle experiment where we replace the 471

generated glosses in the chain-gloss or model-gloss 472

strategies with gold-standard glosses (oracle-gloss). 473

We also evaluate a zero-shot setup (zero-gloss), 474

prompting the model to translate directly from the 475

source with the gold gloss. Both are compared to 476

their respective baselines (few-shot and zero-shot). 477

Oracle-gloss significantly improves by an av- 478

erage of 17.46 BLEU points (± 6.6) over few- 479

shot across all languages, and zero-gloss also out- 480

performs zero-shot by a massive margin of 16.02 481

BLEU points (± 8.89). Notably, zero-gloss even 482

surpasses the few-shot setting that uses machine 483

translation examples. Overall, these results high- 484

light the potential of leveraging glosses for improv- 485

ing machine translation. A promising direction is 486

the development of automatic gloss models, such 487

as GlossLM (Ginn et al., 2024). 488
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Git Lez Nat Ddo Sw
a Yor Ice Mar Ka

n Urd Th
a Gre Por Jap Ru

s Ara
Languages

0

10

20

30

40

50
BL

EU
zero-shot
zero-gloss
few-shot
oracle-gloss

Figure 4: Simulation of an oracle experiment with GRAMMAMT using reference glosses (oracle-gloss with N -shot
examples or zero-gloss) to assess if performance improves with accurate generation or access to correct glosses.

Role of grammatical annotations We further489

analyze whether performance is solely due to the490

English lemmata or whether grammatical anno-491

tations actually matter. Figure 5 shows a perfor-492

mance drop when grammatical labels are removed,493

indicating their importance beyond mere word-by-494

word translation from lemmata. Moreover, we495

also present examples of translations produced by496

GRAMMAMT in Appendix K where we further ob-497

serve that our strategies generate more satisfactory498

translations compared to the few-shot approach by499

being grammatical-aware. In Appendix D, we also500

explore other grammatical augmentations.501

oracle-gloss oracle-empty

12

14

16

18

20

BL
EU

Git

Lez

Nat

Ddo

Glosses without Grammatical Morphemes

Figure 5: Performance drops when removing grammati-
cal annotations (oracle-empty) compared to the original
glosses (oracle-gloss). These ablations were also con-
ducted on the validation split of the SIGMORPHON.

MT from English (en →): Due to the limited502

availability of IGT datasets, we focus on translating503

into English (→ en). To translate from English (en504

→), we swap the source and target languages in our505

prompts, using the target language’s gloss to guide506

the process.4 Our prompting strategies continue507

to perform well in reverse translation, as shown in508

Figure 6. Future research should further explore509

our approach for translating from English.510

4See an example in Appendix I.

Git Lez Ntu Ddo
0

1

2

3

4

5

6

7

8

BL
EU

MT from English (en )
few-shot
gloss-shot
Chain-gloss
Input-gloss

Figure 6: BLEU performance from English to target
languages on the SIGMORPHON test set.

7 Conclusions 511

We propose GRAMMAMT, a machine translation 512

prompting approach that augments instruction- 513

tuned LLMs with grammatical information using 514

interlinear gloss resources. This formulation of 515

machine translation enables a range of desirable 516

properties: it is training-free, efficient in terms of 517

support examples, and requires minimal effort for 518

data collection. Our results demonstrate improve- 519

ments across low-resource contexts, including en- 520

dangered languages that the model had minimal 521

exposure to, as well as in high-resource languages 522

where the model is already familiar with the gram- 523

matical structure. 524

Experiments further show the possibility of 525

achieving large gains in BLEU across studied lan- 526

guages when an LLM has access to or can correctly 527

generate a gloss for the input sentence. This at- 528

tests for the potential impact of annotated glosses 529

in machine translation, suggesting that exploring 530

specialised models for automatic gloss generation 531

could be an important avenue for future research. 532

8 Limitations 533

Our gloss-shot strategy builds upon few-shot 534

prompting and, consequently, has limited inter- 535

8



pretability. The glosses are derived from examples536

unrelated to the input image, making it unclear how537

these examples directly influence translation out-538

comes. In contrast, chain-gloss (and model-gloss),539

akin to chain-of-thought prompting, provides more540

interpretability by generating step-by-step glosses541

specifically for the input sentence. In Section 6,542

we conduct various ablation studies and qualita-543

tive analyses to provide insights into how GRAM-544

MAMT helps LLMs generate better translations.545

Although our work covers a wide range of lan-546

guages, it focuses mainly on MT to English (→ en).547

This limitation is due to the availability of Interlin-548

ear Gloss Text datasets, which primarily contain549

glosses and translations in English. In Section 6 we550

also attempted translation from English (→ en) but551

this was not the focus of our research; future work552

should further evaluate our approach in this setup.553

Also, future research should explore our approach554

from a less English-centric perspective to assess its555

broader applicability.556
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A GlossLM724

GlossLM (Ginn et al., 2024) is a specialised gloss725

generation model trained on IGT corpora. To imple-726

ment GlossLM, the authors used the ByT5 model727

(?). They continually pre-train the ByT5 model on728

their GlossLM data that consists of different IGT729

corpora. Their data includes 1.8k languages rang-730

ing from low- to high-resource. These languages731

are all included in their pre-training split; there are732

no separate development or test splits.733

After this pre-training phase, the model is fine-734

tuned on endangered languages across the 2023735

SIGMORPHON Shared Task dataset Ginn et al.736

(2023). This latter dataset has train, development,737

and test splits.738

For our evaluation, in addition to the endangered739

languages, we are also interested in assessing low-740

to high-resource languages such as Swahili and741

Portuguese. To achieve this, we used most of the742

GlossLM training split as our test set (details in743

Section 4.3). As a result, we did not perform ex-744

periments with the model-gloss strategy for low- to745

high-resource languages, since this strategy lever-746

ages the GlossLM model and we are testing on the747

same corpus used for training GlossLM. Otherwise,748

GlossLM would just produce glosses over data it749

was trained on, biasing our results.750

The authors directly provided the pre-751

dictions over the test split of the SIG-752

MORPHON Shared Task at https:753

//github.com/foltaProject/glosslm/tree/754

main/preds/glosslm-all-no_trans. For Table755

2, we used these predictions generated from the756

prompt below:757

758

Provide the glosses for the transcription759

in <lang>.760

761

Transcription in <lang>: <transcription>762

Transcription segmented: <yes/no/unknown>763

764

Glosses:765

766

We note GlossLM also offers a version that767

incorporates the translation in its prompt to768

generate glosses. Since we are interested in769

obtaining glosses specifically for translations, we770

chose to use the version of the model that excludes771

the translation (i.e., thus selecting "no-train" from772

https://github.com/foltaProject/glosslm/773

tree/main/preds/glosslm-all-no_trans).774

Moreover, the authors also released 775

the fine-tuned models without transla- 776

tions on huggingface through this link: 777

https://huggingface.co/lecslab. We 778

use their models to get the glosses for Flores (Sec- 779

tion 5), as well as, to get the glosses for the ablation 780

studies in Section 6 over the validation split of the 781

SIGMORPHON Shared Task. Specifically, we 782

used lecslab/glosslm-gitx-all-no_trans, 783

lecslab/glosslm-lezg-all-no_trans, 784

lecslab/glosslm-natu-all-no_trans, and 785

lecslab/glosslm-dido-all-no_trans for 786

Gitksan, Lezgi, Natugu and Tsez, respectively. 787

B xCOMET 788

Table 6 reports xCOMET-XXL (Guerreiro et al., 789

2024) scores for all languages using the Unbabel 790

/XCOMET-XXL version available at the Hugging- 791

Face hub https://huggingface.co/Unbabel/ 792

XCOMET-XXL. Again, results for the model-gloss 793

strategy are not provided for low- to high-resource 794

languages, since the glosses are predicted by 795

the GlossLM model, which was exposed to the 796

GlossLM data during pre-training (i.e., to avoid 797

unfair evaluation). 798

C Other baselines 799

We also considered the few-shot strategy of par- 800

allel dictionary, following Ghazvininejad et al. 801

(2023) that prompts the LLM with the dictionary 802

translations like so: “the word X means A; the 803

word Y means B,C,D”. We report results for 804

two high-resource languages using bilingual lexi- 805

cons provided in Conneau et al. (2018), following 806

Ghazvininejad et al. (2023) setup. We note that 807

this baseline is also hard to fully compare against 808

ours, as word-by-word mapping from Conneau 809

et al. (2018) is unavailable for the unseen endan- 810

gered languages and the low-resource languages 811

used therefore we only show results for Portuguese 812

and Russian. Results show that translation benefits 813

more from glosses than dictionaries. 814

Similar to this baseline, in Section 6, we re- 815

moved all grammatical labels such as "1SG", leav- 816

ing only the (semantically full) lemmata, and ob- 817

served a drop in performance (Table 7). This again 818

suggests that there are gains from using more in- 819

formation than word-by-word translations, and that 820

grammatical information plays a positive role. 821
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Method Git Lez Nat Tse Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

NLLB-200 14.09 11.56 13.13 12.51 27.19 17.82 27.78 13.33 14.93 16.86 16.95 15.19 66.60 18.52 19.30 16.36 20.13
zero-shot 18.32 14.19 15.10 13.24 40.05 18.55 38.53 15.96 22.43 27.03 17.69 25.22 80.08 29.02 48.48 20.41 27.77
zero-CoT 17.34 13.77 14.35 12.55 39.88 22.03 36.13 16.39 24.38 28.46 18.00 29.33 75.08 29.57 45.92 19.36 27.66
few-shot 20.46 15.92 16.40 14.25 43.92 32.52 38.26 28.24 29.65 46.12 22.10 28.56 84.04 36.86 49.20 20.31 32.92
gloss-shot 22.10 18.47 17.23 15.04 45.79 33.48 39.62 28.94 30.42 46.60 21.75 28.33 84.11 37.04 49.73 19.79 33.65
chain-gloss 19.75 17.84 16.71 12.81 44.90 36.63 35.96 29.97 31.41 47.53 21.92 27.41 84.23 38.24 50.53 20.37 33.51
model-gloss 48.72 36.51 40.19 37.88 - - - - - - - - - - - - 40.83

Table 6: xCOMET-XXL across all languages. Results for the model-gloss strategy are not provided for low-
to high-resource languages, as the GlossLM model used in this approach was exposed to GlossLM data during
pre-training.

Method BLEU chrF++

Por Rus Por Rus

Dict 35.80 22.09 57.90 43.44
Gloss-shot 44.37 23.99 63.72 48.13
Chain-gloss 42.88 27.52 62.33 49.30

Table 7: GRAMMAMT compared to the parallel dictio-
nary baseline on the GlossLM data.

D Segmentation822

We further explore the use of morphological seg-823

mentation, which is also commonly adopted in IGT,824

where sentences may be accompanied both by the825

gloss as well as its segmentation. In this setup, we826

propose seg-shot, where instead of the gloss of the827

input sentence, we use morphological segmenta-828

tion, as illustrated below:829

1. Source: Juma alimpiga risasi tembo830

jana usiku .831

2. Segmentation: Juma a-li-m-pig-a risasi832

tembo jana usiku833

3. Translation: Juma shot an/the elephant834

last night.835

836

In Table 8, we observe that seg-shot improves837

gloss-shot on Natugu, Greek and Arabic. We then838

combined glosses and segmentation in our prompts839

(gloss w/ seg) and found performance improve-840

ment on both gloss-shot and seg-shot for three841

languages (Gitksan, Marathi and Russian), sug-842

gesting that prompting strategies may be language843

specific. We also use segmentation in the chain-of-844

segmentation set-up (chain-seg), similarly to chain-845

gloss, and find that while on average chain-gloss846

outperforms chain-seg, chain-seg is competitive847

and outperforms the remaining methods. These im-848

provements provide motivation for GRAMMAMT849

to be explored with other grammatical augmenta-850

tions.851

E Model Size 852

To assess the generalisability of GRAMMAMT, 853

we carried out experiment with Llama-3-8B and 854

Mixtral-8x22B. Results are given in Tables 9 and 855

10. In Table 9, we can see that the smaller ver- 856

sion of Lamma also benefits from using gram- 857

matical information, with model-gloss and chain- 858

gloss outperforming on average few-shot over both 859

BLEU and chrF++. Mixtral also improves trans- 860

lation with GRAMMAMT strategies, in this case 861

from model-gloss and gloss-shot, but struggling 862

in generating glosses and its corresponding trans- 863

lations (chain-gloss) for this challenging setup of 864

rarely seen languages. But in Table 10, for low 865

to high-resource languages, we see that Mixtral 866

achieves with chain-gloss considerable gains com- 867

pared to few-shot (e.g., for Swahili and Yoruba 868

around 6 BLEU points). We also see similar gains 869

with chain-gloss with LLaMA 8B for most of the 870

low-resource language. This is particularly attrac- 871

tive since most low-resource languages often face 872

double-bind (?) of compute and data. The suc- 873

cess of smaller models doing well with chain-gloss 874

and gloss-shot means a lower barrier to achieving 875

good translation for these languages. Addition- 876

ally, gloss-shot exhibits the best performance for 877

3 high-resource languages for the smaller LLaMA 878

model. Overall, these results provide evidence that 879

GRAMMAMT is versatile and can produce good 880

performance with both small and large models. 881

F FLORES chrF++ 882

Here we report chrF++ results over the FLORES 883

test set. chrF++ performance is consist with BLEU 884

scores; we also observe improvements of chrF++ 885

for Swahili, Icelandic, Greek, Portuguese, Japanese 886

and Russian (Table 11 and Figure 7). 887

12



Method Git Lez Nat Tse Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

gloss-shot 4.96 5.81 1.32 1.55 22.20 16.32 3.50 17.53 22.40 26.86 6.26 9.56 44.37 13.65 23.99 5.60 14.12
seg-shot 2.23 5.96 2.38 1.32 22.15 13.27 3.56 18.59 24.58 28.04 7.00 13.44 43.60 13.30 25.85 6.20 14.47
gloss w/ seg 5.20 5.65 1.81 1.55 21.67 14.56 3.63 18.71 21.28 28.54 6.89 11.38 43.93 12.90 26.01 4.56 14.27
chain-gloss 5.84 7.30 2.35 1.49 23.54 14.10 5.11 17.32 25.26 28.71 8.37 10.74 42.88 14.78 27.52 4.51 15.00
chain-seg 5.17 6.68 2.00 1.05 23.34 13.08 6.38 16.35 23.59 28.91 7.91 11.18 43.04 15.40 29.25 3.30 14.79

Table 8: The effect of augmenting GRAMMAMT with other grammatical information than glosses. We find that
morphological segmentation can be a viable alternative to annotated glosses.

Method Model BLEU chrF++

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg.

few-shot LLaMA-3 70B 4.71 6.36 3.34 1.46 3.94 25.18 22.89 19.41 20.03 21.85
gloss-shot LLaMA-3 70B 4.96 5.80 1.32 1.72 3.41 25.87 23.08 20.24 20.95 22.50
chain-gloss LLaMA-3 70B 5.71 7.29 2.35 1.63 4.25 24.66 22.62 19.19 18.01 20.84
model-gloss LLaMA-3 70B 18.7 13.94 16.96 14.28 15.97 47.89 39.65 41.56 42.30 41.45
few-shot LLaMA-3 8B 2.30 5.03 1.70 0.47 2.38 25.28 20.4 18.9 18.64 20.81
gloss-shot LLaMA-3 8B 2.83 4.63 1.46 0.60 2.38 23.59 20.8 17.8 18.8 20.25
chain-gloss LLaMA-3 8B 4.21 8.2 2.60 0.80 3.95 23.26 32.6 17.30 16.81 22.49
model-gloss LLaMA-3 8B 7.11 10.68 7.44 8.2 8.36 37.72 34.41 32.80 35.09 35.00
few-shot Mixtral-8x22B 3.32 7.05 3.80 2.46 4.16 25.04 23.45 21.59 20.76 22.71
gloss-shot Mixtral-8x22B 4.58 6.56 4.63 3.08 4.71 24.80 22.45 22.14 21.52 22.73
chain-gloss Mixtral-8x22B 3.12 1.50 4.56 1.06 2.56 18.55 10.88 21.94 15.28 16.66
model-gloss Mixtral-8x22B 16.27 13.74 19.24 18.89 17.03 48.45 40.45 44.71 44.87 44.62

Table 9: BLEU performance of GRAMMAMT on unseen languages across the different models (LLaMA-3 70b,
LLaMA-3 8b, Mixtral-8x22B).

Flores Example

You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: (yeve) analala . 
Gloss: 3SG 1-PRES-sleep-FV
English sentence: S/he is sleeping.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence from {Swahili} to {English}. Please answer first 
with the gloss and then with the translation directly and enclose your translation in ###.

Swahili sentence: Mara kwa mara wafanyakazi hupata kibali cha maamuzi yoyote wanayofanya 
kutoka kwa wasimamizi wao, na wanatarajiwa kutii maagizo ya wakuu wao bila maswali.
Gloss:

Figure 7: An example of a chain-gloss prompt on the FLORES test set. We see that the input sentence in FLORES
is longer than the N-shot example sentences from GlossLM.

G Languages 888

We discuss the various languages we consider be- 889

low: 890
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Method Model Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara

few-shot LLaMA-3 70B 22.35 11.98 6.43 19.19 23.50 26.19 7.68 10.62 44.14 13.72 24.95 5.35
gloss-shot LLaMA-3 70B 22.20 16.32 3.50 17.53 22.40 26.86 6.26 9.56 44.37 13.65 23.99 5.60
chain-gloss LLaMA-3 70B 23.54 14.10 5.11 17.32 25.26 28.71 8.37 10.74 42.88 14.78 27.52 5.26

few-shot LLaMA-3 8B 16.75 8.82 1.98 7.34 15.73 17.87 5.49 3.64 38.51 7.57 22.17 1.69
gloss-shot LLaMA-3 8B 14.41 9.44 3.48 8.52 13.43 18.22 6.46 3.02 38.71 7.05 21.56 1.24
chain-gloss LLaMA-3 8B 14.07 10.17 5.18 13.33 14.74 15.19 5.68 4.35 37.60 7.07 20.00 2.10

few-shot Mixtral-8x22B 17.67 11.23 6.15 15.89 27.07 27.37 8.39 16.69 44.51 17.80 30.41 5.09
gloss-shot Mixtral-8x22B 10.67 12.05 4.99 15.34 28.14 23.32 4.13 13.85 44.31 15.41 28.34 2.32
chain-gloss Mixtral-8x22B 23.64 16.90 4.08 16.97 24.99 27.44 8.97 18.28 44.78 19.30 28.96 7.66

Table 10: BLEU performance of GRAMMAMT on low- to high-resource languages across the different models
(LLaMA-3 70b, LLaMA-3 8b, Mixtral-8x22B).

Method Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

Few-shot 45.83 23.99 43.93 47.06 26.10 47.93 50.67 55.14 65.75 47.10 55.15 57.05 47.14
gloss-shot 47.36 25.53 45.00 46.67 25.31 47.40 50.19 57.24 67.21 50.20 58.32 57.04 48.12
Chain-gloss 44.37 24.56 43.47 44.62 26.12 45.82 48.97 54.86 65.15 47.77 57.29 55.42 46.54

model-gloss 43.00 21.79 41.17 45.11 23.10 46.30 49.50 56.62 67.33 49.85 58.32 56.54 46.55

Table 11: chrF++ performance on the Flores test set.

Unseen, Endangered languages. Gitksan,891

Lezgi, Natugu, and Tsez languages cover a892

diverse range of linguistics characteristics. Specif-893

ically, Gitksan language is polysynthetic with894

Verb-Subject-Object word order whereas Natugu895

languages is analytic with Subject-Verb-Object896

word order. Lezgi and Tsez are both agglutinative897

and use the Subject-Object-Verb word order.898

Low-resource languages. Swahili, Yoruba, Ice-899

landic, Marathi, and Kannada languages exhibit900

diverse morphological structure and word order.901

Swahili, Marathi, and Kannada are agglutinative,902

Yoruba is analytic, and Icelandic is fusional. In903

terms of word order, Swahili, Yoruba and Icelandic904

are characterised by a Subject-Verb-Object order905

while Marathi and Kannada by Subject-Object-906

Verb.907

Mid-to-high-resource languages. We also ex-908

periment on 7 mid-to-high-resource languages909

namely: Urdu, Thai, Greek, Portuguese, Japanese,910

Russian, and Arabic. Urdu, Greek, Portuguese,911

Russian have fusional mophological typology.912

Japanese is agglutinative while Thai is analytic.913

In terms of word order, all languages have a914

Subject-Verb-Object order, except Urdu and Ara-915

bic, which follow Subject-Object-Verb and Verb-916

Subject-Object orders respectively.917

H Gloss Performance 918

Here we also report morpheme/lexeme level accu- 919

racy and chrF++ metrics for the glosses generated 920

by chain-gloss and model-gloss (Table 12). 921

I Reverse translation (en →) 922

To address translations from English, we imple- 923

mented a strategy where, given source-gloss-target 924

triples (x, g, y), we swap the source and target lan- 925

guages in our prompts (y, g, x). This means that 926

instead of using the gloss for the input sentence, we 927

now use the gloss of the target language to guide 928

the translation process. Here is an example: 929

Swahili Sentence: [source sentence]; 930

Gloss: [gloss]; 931

A translation for this Swahili sentence in 932

English is: [translation]. 933

This changes to: 934

English Sentence: [target sentence]; 935

Swahili Gloss: [gloss]; 936

A translation for this English sentence in 937

Swahili is: [translation]. 938

J Significance test 939

To show the significance of our results, we ran 940

additional evaluation and report the statistical sig- 941

nificance results with paired bootstrap resampling 942

using sacreBLEU (?). We compared few-shot and 943
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Method Morpheme accuracy chrF++

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg.

LLaMA-3 70b 6.95 11.46 10.40 3.86 8.17 22.88 23.81 28.67 22.83 16.53
GlossLM 15.48 44.12 59.53 85.50 51.16 37.00 60.12 76.28 90.66 66.02

Table 12: Morpheme/lexeme level accuracy and chrF++ scores for the glosses generated by LLaMA-3 70b (chain-
gloss) compared to GlossLM (model-gloss).

GRAMMAMT and find that in the unseen languages944

GRAMMAMT, particularly model-gloss, demon-945

strates a statistically significant performance im-946

provement compared to few-shot. See Tables 13,947

14 and 15. We do not report results for the model-948

gloss strategy on low- to high-resource languages949

from the GlossLM data, as the GlossLM model950

was exposed to this data during pre-training.951

K Qualitative Examples952

Table 16 shows qualitative examples from the Leiz953

language across the different methods. For larger954

N -shot settings (N=45), all our methods correctly955

used the past verb tenses ("the mother was" and956

"the father was"), whereas the few-shot method in-957

correctly used the present tense ("my mother is").958

When N=3, it becomes evident that our strategies959

require a sufficient number of examples to perform960

well, which aligns with the overall qualitative re-961

sults. For instance, at N=3, the gloss-shot method962

incorrectly generated "1," likely due to confusion963

with gloss annotations (e.g., 1SG), and chain-gloss964

failed now to produce a correct gloss (while suc-965

cessfully identified the verb as past tense (PST) at966

N=45). For smaller N , the model-gloss strategy967

proves more robust, as it consistently uses the cor-968

rect past tense by leveraging a model that generates969

more reliable glosses.970

In Table 17, similar to the qualitative results, we971

observe that, in larger N -shot settings (N=45), both972

gloss-shot and model-gloss, guided by glosses from973

the source sentence, tend to generate better trans-974

lations than few-shot or gloss-shot. However, for975

N=3, few-shot, gloss-shot, and chain-gloss strug-976

gle to produce meaningful sentences in this endan-977

gered language due to insufficient exposure to the978

language by the LLM. This underscores the impor-979

tance of model-gloss, which leverages an external980

gloss generation model to guide the LLM more ef-981

fectively, resulting in improved translation quality.982

Additional examples in Table 18 for N=3 further983

reveal that, apart from model-gloss, few-shot and984

other strategies perform poorly in generating trans- 985

lations, underscoring the importance of having a 986

sufficient number of examples. 987

L Prompt-Template 988

Our prompt follows the LingoLLM (Zhang et al., 989

2024) template, starting with a system message 990

that sets the LLM into a linguistic mode: "You are 991

a linguistic expert who never refuses to use your 992

knowledge to help others.". We also request in the 993

prompt that the model encloses its translation. For 994

the baselines and our proposed prompting strate- 995

gies, we ensure that the prompt is as similar as pos- 996

sible by including the same prefix and suffix: "Here 997

are some examples of {language} sentences and 998

their corresponding English translations:" and "A 999

translation for this {language} sentence in English 1000

is:}". We just make minimal changes depending 1001

on the specific prompting strategy. For example, 1002

the zero-shot strategy does not include examples. 1003

In gloss-shot, we provide the gloss, while in chain- 1004

gloss, we ask the model to generate the gloss first. 1005

We show below the Swahili prompt for the different 1006

strategies. For other languages, it can be tailored 1007

by naming the corresponding language. See the 1008

prompt templates we used in Figures 8 and 9. 1009
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Language BLEU

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 4.5 ± 3.0 4.8 ± 3.0 (p = 0.1508) 5.5 ± 3.2 (p = 0.0150)* 18.2 ± 6.4 (p = 0.0010)*
Lezgi 6.2 ± 5.5 5.7 ± 4.8 (p = 0.1029) 7.2 ± 5.3 (p = 0.1219) 13.9 ± 6.0 (p = 0.0010)*
Natugu 3.3 ± 1.4 1.3 ± 0.3 (p = 0.0030)* 2.2 ± 1.2 (p = 0.0999) 17.0 ± 3.2 (p = 0.0010)*
Tsez 1.3 ± 0.4 1.5 ± 0.4 (p = 0.1349) 1.5 ± 0.5 (p = 0.2088) 14.2 ± 1.2 (p = 0.0010)*
Swahili 22.4 ± 3.2 22.2 ± 3.1 (p = 0.3586) 23.5 ± 3.0 (p = 0.1229) -
Yoruba 11.9 ± 4.3 16.1 ± 5.1 (p = 0.0060)* 14.0 ± 4.7 (p = 0.1149) -
Icelandic 6.5 ± 6.0 3.9 ± 4.4 (p = 0.0729) 5.0 ± 4.9 (p = 0.2068) -
Marathi 19.1 ± 7.7 19.1 ± 7.7 (p = 0.1938) 17.0 ± 7.2 (p = 0.2028) -
Kannada 23.5 ± 4.2 22.4 ± 4.4 (p = 0.1269) 25.2 ± 4.1 (p = 0.0260)* -
Urdu 26.3 ± 4.2 26.9 ± 4.3 (p = 0.1568) 28.8 ± 4.3 (p = 0.0160)* -
Thai 7.6 ± 2.6 6.3 ± 2.4 (p = 0.0020)* 8.2 ± 2.7 (p = 0.0529) -
Greek 10.6 ± 4.2 9.5 ± 4.8 (p = 0.1828) 10.7 ± 4.9 (p = 0.4026) -
Portuguese 44.2 ± 4.4 44.5 ± 4.3 (p = 0.3197) 42.9 ± 4.2 (p = 0.1548) -
Japanese 13.7 ± 0.6 13.7 ± 0.7 (p = 0.2937) 15.4 ± 0.7 (p = 0.0010)* -
Russian 25.0 ± 1.3 24.0 ± 1.5 (p = 0.0300)* 27.8 ± 1.2 (p = 0.0010)* -
Arabic 5.4 ± 2.7 5.5 ± 3.0 (p = 0.3007) 5.2 ± 3.9 (p = 0.3906) -

Table 13: BLEU statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT is
equivalent to few-shot. Results for the model-gloss strategy on low- to high-resource languages from the GlossLM
data are omitted, as the GlossLM model had prior exposure to this data during pre-training.

Language chrF++

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 25.1 ± 3.0 25.8 ± 3.8 (p = 0.1638) 24.6 ± 4.1 (p = 0.1948) 47.7 ± 3.9 (p = 0.0010)*
Lezgi 23.0 ± 4.3 23.2 ± 4.2 (p = 0.2897) 22.7 ± 4.3 (p = 0.2567) 39.6 ± 4.0 (p = 0.0010)*
Natugu 19.4 ± 1.3 20.2 ± 1.3 (p = 0.0639) 19.2 ± 1.3 (p = 0.2468) 41.5 ± 2.8 (p = 0.0010)*
Tsez 19.9 ± 0.5 20.8 ± 0.5 (p = 0.0010)* 17.9 ± 0.6 (p = 0.0010)* 42.3 ± 1.0 (p = 0.0010)*
Swahili 45.7 ± 2.9 46.4 ± 2.9 (p = 0.1139) 45.4 ± 2.8 (p = 0.2607) -
Yoruba 29.8 ± 3.9 33.2 ± 4.2 (p = 0.0010)* 33.5 ± 4.1 (p = 0.0050)* -
Icelandic 29.0 ± 8.2 26.1 ± 8.8 (p = 0.0090)* 24.9 ± 8.1 (p = 0.0739) -
Marathi 36.0 ± 7.2 36.0 ± 6.7 (p = 0.4066) 35.2 ± 7.0 (p = 0.2957) -
Kannada 44.2 ± 3.6 42.7 ± 3.7 (p = 0.0230)* 46.3 ± 3.5 (p = 0.0030)* -
Urdu 43.5 ± 3.8 43.6 ± 3.9 (p = 0.3417) 45.9 ± 3.8 (p = 0.0060)* -
Thai 19.8 ± 2.5 19.3 ± 2.4 (p = 0.1159) 19.8 ± 2.6 (p = 0.3427) -
Greek 27.7 ± 4.8 27.3 ± 5.0 (p = 0.2597) 27.2 ± 5.1 (p = 0.3177) -
Portuguese 63.9 ± 3.2 63.8 ± 3.1 (p = 0.2747) 62.4 ± 3.1 (p = 0.0260)* -
Japanese 35.9 ± 0.6 35.7 ± 0.6 (p = 0.0769) 37.2 ± 0.6 (p = 0.0010)* -
Russian 48.6 ± 1.0 48.1 ± 1.1 (p = 0.0569) 50.2 ± 1.1 (p = 0.0010)* -
Arabic 21.5 ± 3.7 21.3 ± 3.5 (p = 0.3726) 19.7 ± 5.1 (p = 0.0619) -

Table 14: chrF++ statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT is
equivalent to few-shot. We exclude results for the model-gloss strategy on low- to high-resource languages from the
GlossLM data, as the GlossLM model used in this approach had prior exposure to this data during pre-training.
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Language xCOMET

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 20.41 22.23 (p = 0.1216) 19.92 (p = 0.4456) 48.82 (p = 0.0000)*
Lezgi 15.95 18.36 (p = 0.0128) 17.74 (p = 0.0872) 36.42 (p = 0.0000)*
Natugu 16.31 17.22 (p = 0.2637)* 16.69 (p = 0.6610) 40.10 (p = 0.0000)*
Tsez 14.33 15.13 (p = 0.0002)* 12.84 (p = 0.0000)** 37.90 (p = 0.0000)*
Swahili 43.80 45.76 (p = 0.0008)* 44.86 (p = 0.0855) -
Yoruba 32.71 33.60 (p = 0.4145) 36.72 (p = 0.0069)* -
Icelandic 38.09 39.34 (p = 0.4734) 35.69 (p = 0.3714) -
Marathi 28.02 28.68 (p = 0.4898) 29.70 (p = 0.2239) -
Kannada 29.69 30.49 (p = 0.1194) 31.43 (p = 0.0057)* -
Urdu 46.29 46.76 (p = 0.3772) 47.71 (p = 0.0472)* -
Thai 22.09 21.75 (p = 0.4797) 21.93 (p = 0.6982) -
Greek 28.43 28.28 (p = 0.8618) 27.56 (p = 0.5252) -
Portuguese 84.15 84.19 (p = 0.9342) 84.31 (p = 0.7712) -
Japanese 36.89 37.06 (p = 0.2375) 38.27 (p = 0.0000)* -
Russian 49.20 49.76 (p = 0.0152)* 50.53 (p = 0.0000)* -
Arabic 20.25 19.86 (p = 0.4800) 20.43 (p = 0.9308) -

Table 15: xCOMET statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT
is equivalent to few-shot. All values with asterisk indicate GRAMMAMT is better that few-shot. Values with
double asterisks(**) show few-shot being better than GRAMMAMT. Results for the model-gloss strategy on low- to
high-resource languages from the GlossLM data are not included, as the GlossLM model used in this approach had
prior exposure to the data during pre-training.

Method Output (N=45) Output (N=3)
few-shot My mother is a teacher, my father is an

accountant.
My mother is a teacher, for my father is
an accountant.

gloss-shot My mother was a teacher, my father was
an accountant.

My mother was a teacher, to my father
was an accountant.

chain-gloss
Gloss: My mother teacher cop-PST, my
father accountant cop-PST.

Gloss: my mother teacher-ERG be-
AOR, my father accountant-ERG be-
AOR.

Translation: My mother was a teacher,
my father was an accountant.

Translation: My mother is a teacher,
and my father is an accountant.

model-gloss
Gloss: my mother teacher was, my
uncle-FOC province-PL was

Gloss: my mother teacher was, my
uncle-FOC province-PL was

Translation: My mother was a teacher,
my uncle was a provincial accountant.

Translation: My mother was a teacher,
a relative of my uncle’s was a provincial
accountant.

Reference: "My mother was a teacher, my father was an accountant."

Table 16: Comparison of methods for N=45 and N=3.
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Method Output (N=45) Output (N=3)
few-shot "I," he said, "will go to the city, and I’ll

ask for a meeting with the inspector."
"Here," said the mother-in-law, "a hu-
man being was killed in our yard, to the
east of our house, (and) they left their
fate to the will of God."

gloss-shot "I," he said, "will go to the city, and if I
find a suitable person, I will marry her."

"It’s like this," said the old man, "I saw
in the city, a person who was lost, or
unlucky in their fate."

chain-gloss
Gloss: « 1sg.abs », say-AOR, « go-
AOR human-PL-GEN among enter-
AOC, only one life-ERG-DAT cop-
AOC »

Gloss: quot-TEMP,11, you-ABS-ERG
say-AOR "this world-INESS people-
GEN between-INESS bread-ABS eat-
AOC time-INESS, little-AOC luck-
INESS in-AOC be-PST"

Translation: "I," he said, "will go
among the people, I have only one life."

Translation: "He said,’In this world, the
time when people ate bread among
themselves was a time of little luck.’"

model-gloss
Gloss: 1sg.abs say-AOR go-AOR man-
ERG-GEN between-INESS enter.FUT-
FUT look.HORT maybe 1sg.gen fate-
INESS cop.

Gloss: 1sg.abs say-AOR go-AOR man-
ERG-GEN between-INESS enter.FUT-
FUT look.HORT maybe 1sg.gen fate-
INESS cop.

Translation: "I," he said, "will go be-
tween the men, and maybe my fate will
be decided."

Translation: "I said, from here, I will go
and appear among men, maybe my fate
awaits me there."

Reference: "I will enter amongst the people. Let me look - maybe it is my fate."

Table 17: Comparison of methods for N=45 and N=3.

Method Output (N=3)
few-shot When the fire burned the house.
gloss-shot I will take the bread.

chain-gloss
Gloss: water-ABS pour-PTP-TEMP
Translation: When the water was poured.

model-gloss
Gloss: 1pl.abs two escaped-AOR
Translation: We escaped in two.

Reference: Both of us ran away.
few-shot My mother went to the field.
gloss-shot I went to my mother’s house.

chain-gloss
Gloss: mother-ERG house-INESS and one mother tongue-INESS
Translation: My mother is at home, (speaking) in her native lan-
guage.

model-gloss
Gloss: 1pl.abs return-AOR this one there village-ERG-DAT
Translation: We returned to that village.

Reference: We reached a village there.

Table 18: Examples for N=3.

18



Zero-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Zero-CoT
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please
do it step by step
 and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Zero-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
Gloss: <gloss of the input sentence>
A translation for this Swahili sentence in English is:###

Few-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Figure 8: Prompt templates for zero-shot, zero-CoT, zero-gloss and few-shot.
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Gloss-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Chain-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer first 
with the gloss and then with the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Model-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A possible gloss may be (it can contain errors, so ignore irrelevant
information): <input gloss example>
A translation for this Swahili sentence in English is:###

Oracle-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
Gloss: <gold gloss of the input sentence>
A translation for this Swahili sentence in English is:###

Figure 9: Prompt templates for gloss-shot, chain-gloss, model-gloss and oracle-gloss.
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