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Abstract

Frames of Communication (FoCs) are ubiqui-001
tous in social media discourse. They define002
what counts as a problem, diagnose what is003
causing the problem, elicit moral judgments004
and imply remedies for resolving the problem005
(Entman, 1993). Most research on automatic006
frame detection involved the recognition of the007
problems addressed by frames, but did not con-008
sider the articulation of frames. Articulating an009
FoC involves reasoning with salient problems,010
their cause and eventual solution. In this paper011
we present a method for Discovering and Ar-012
ticulating FoCs (DA-FoC) that relies on a com-013
bination of Chain-of-Thought prompting (Wei014
et al., 2022a) of large language models (LLMs)015
with In-Context Active Curriculum Learning.016
Very promising evaluation results indicate that017
86.72% of the FoCs encoded by communica-018
tion experts on the same reference dataset were019
also uncovered by DA-FoC. Moreover, DA-020
FoC uncovered many new FoCs, which escaped021
the experts. Interestingly, 55.1% of the known022
FoCs were judged as being better articulated023
than the human-written ones, while 93.8% of024
the new FoCs were judged as having sound025
rationale and being clearly articulated.026

1 Introduction027

The way in which we interpret information depends028

on how the information is framed. For instance, if029

information about vaccines is framed to build our030

confidence in them, we can become vaccine en-031

thusiasts. The notion of Frame of Communication032

(FoC) has emerged from the Theory of Communica-033

tion, studied in social sciences. Discovering FoCs034

is challenging because the FoCs are not directly035

expressed in texts, but rather texts evoke them, as036

shown in Figure 1. Framing is produced by select-037

ing some aspects of perceived reality and making038

them more salient in a communicating text in such039

a way as to promote a particular interpretation. For040

the text illustrated in Figure 1, which is part of041

the discourse about COVID-19 vaccines on social 042

media, the selected aspects are (1) the calculation 043

people make about the personal costs and bene- 044

fits of getting vaccinated; and (2) the complacency 045

of getting vaccinated due to low perceived risk of 046

infections. These aspects can be interpreted as 047

problems related to vaccination. The two prob- 048

lems become salient to the FoC evoked by the text 049

illustrated in Figure 1. 050

Social Media Posting: Those who are at 
very low risk of adverse effects 
from COVID-19 (broadly speaking 
younger, healthier people) would be 
overall better off developing 
natural immunity rather than having 
vaccine-specific immunity.

PROBLEM 1: Calculation PROBLEM 2: Complacency

FRAME OF COMMUNICATION : Preference 
for  getting  COVID-19 and fighting 
it off than getting vaccinated. 

EVOKES

Figure 1: Frames of Communication (FoCs) evoked in
Social Media Postings (SMPs).

In a widely cited definition, Entman (1993) notes 051

that “to frame is to select some aspects of a per- 052

ceived reality and make them more salient in a 053

communicating text, in such a way as to promote 054

problem definition, causal interpretation, moral 055

evaluation, and/or treatment recommendation for 056

the item described.” This means that, as a mini- 057

mum, in addition to discovering the salient aspects 058

of an FoC, we need to promote a causal interpre- 059

tation of these aspects by articulating the FoC. In 060

the FoC evoked by the text illustrated in Figure 1, 061

the problem of calculation is caused by the prefer- 062

ence for getting COVID-19 and fighting it off. The 063

problem of complacency is caused by the assump- 064

tion that getting COVID-19 is preferable to getting 065

vaccinated. The final articulation of the FoC com- 066

bines coherently both these causal interpretations 067
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of the problems. We note that the articulation of an068

FoC is expressing the reasons (or causes) of salient069

problems, but it is not explicitly mentioning the070

problems, instead it is implying them. Therefore071

the articulation of an FoC is a much harder NLP072

task than the discovery of FoCs and their salient073

problems.074

Previous research addressing the problem of FoC075

discovery (Card et al., 2016; Naderi and Hirst,076

2017; Field et al., 2018; Khanehzar et al., 2019;077

Kwak et al., 2020a; Mendelsohn et al., 2021) fo-078

cused only on the discovery the salient problems079

implied by FoCs. This was due to the release080

of the Media Frames Corpus (MFC) (Card et al.,081

2015), which annotates fifteen dimensions of policy082

frames, addressing such problems as Constitution-083

ality and Jurisprudence or Security and Defense. It084

is important to (1) discover when an FoC is evoked085

by a text; and (2) to be aware of which salient086

problems1 are highlighted. However, without ar-087

ticulating the FoC, we cannot infer how the text088

should be interpreted. Moreover, without articu-089

lating FoCs, we ignore the many ways in which090

the same problem is framed in all texts that ad-091

dress it. This motivated us to design a method for092

Discovering and Articulating FoCs (DA-FoC).093

Evidently, articulating FoCs involves reasoning094

with the problem(s) addressed in texts. Moreover,095

each articulated FoCs must be relevant, i.e. mul-096

tiple texts should evoke it. Therefore, discovering097

and articulating FoCs must consider that (1) FoCs098

may address one or more salient problems; (2) the099

FoC articulation needs to provide a rationale for100

each salient problem; and (3) the articulated FoC101

should be relevant. These requirements are very102

burdensome even for communication experts, who103

typically rely on codebooks emerging from their104

reasoning and painful inspection of large quantities105

of texts (Kwak et al., 2020b; Russell Neuman et al.,106

2014; Reese, 2007; Matthes and Kohring, 2008).107

The recent ability of Large Language Models108

(LLMs) to perform complex reasoning provides109

an unprecedented opportunity for using them to110

simultaneously discover and articulate FoCs. In111

this paper we explore how Chain-of-Thought (CoT)112

prompting (Wei et al., 2022b) of LLMs can be113

used to reveal not only the problems addressed114

in texts but also the articulation of the FoCs. In115

1The dimensions of the Media Frames Corpus correspond
to the problems highlighted by an FoC. The notion of Frame
of Communication and Media Frame are used interchangeably
in Communication Theory(Chong and Druckman, 2007)

addition, the CoT framework we used for DA-FoC 116

benefits from in-context active curriculum learning, 117

allowing the LLM to learn from its own mistakes. 118

Because many FoCs discovered and articulated in 119

this way may be paraphrasing each other, or they 120

may be specializations of other FoCs, we also used 121

CoT prompting to discover relations between FoCs. 122

The relations between FoCs enabled us to select 123

only FoCs that are relevant. 124

In designing our DA-FoC method, we focused on 125

social media platforms where millions of users ex- 126

press their opinions and participate in conversations 127

about issues of their interest. In their Social Me- 128

dia Postings (SMPs), often users select particular 129

aspects, or problems, of an issue, revealing the rea- 130

sons for their interest in the problem. In doing so, 131

they evoke FoCs, as shown in Figure 1. In addition 132

to using only SMPs, which present the advantage 133

of text brevity, we considered only the discovery 134

and articulation of FoCs regarding COVID-19 vac- 135

cines. This allowed us to rely on knowledge about 136

salient problems characterizing vaccine hesitancy, 137

reported in Geiger et al. (2021). It also allowed 138

us to make use of the only reference dataset hav- 139

ing expert-annotated FoCs which are articulated. 140

In Weinzierl and Harabagiu (2022) 14,180 SMPs 141

have been expert-annotated with 113 FoCs. We 142

have enriched this dataset by asking communica- 143

tion experts to also judge which of the problems 144

reported in Geiger et al. (2021) were implied in 145

each FoCs. Using this enriched dataset allowed us 146

to train and test DA-FoC and to make the following 147

contributions: 148

�1� We introduce the first method that does not 149

only discover FoCs from texts available in SMPs, 150

but also articulates the FoCs by using Chain-of- 151

Thought prompting of Large Language Models 152

(LLMs) with In-Context Active Curriculum Learn- 153

ing (ICACL), a promising new method for prompt- 154

ing LLMs. 155

�2� We describe the first method of discovering 156

relations between FoCs, identifying paraphrases, 157

specializations, and contradictions between them. 158

We make available all prompts, annotations, artic- 159

ulated frames, and relations discovered between 160

frames on GitHub2. 161

�3� A by-product of our method is the identifica- 162

tion of all social media postings evoking the same 163

FoC, which informs its relevance. 164

2https://anonymous.4open.science/r/
co-vax-frames-articulations
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�4� We present the first DA-FoC method which165

uncovers not only many of the frames identified by166

experts on the same dataset, but it is also capable167

of uncovering many new frames, which are both168

clearly articulated and sound.169

STEP 1: Task-specific Prompting

STEP 2: Initial Demonstrations

STEP 3: Prompting a Large Language 
 Model LLM with Chain-of-Thought     

STEP 4: Verify and Edit                                                   

STEP 5: Prompting a Large Language
 Model LLM   with test data

Training Data
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Figure 2: Chain-of-Thought Prompting with In-Context
Active Curriculum Learning (CoT-ICACL).

2 The DA-FoC Method170

The DA-FoC method has three distinct phases. In171

Phase A, FoCs are discovered and articulated us-172

ing the CoT prompting with the In-Context Active173

Curriculum Learning (CoT-ICACL) framework il-174

lustrated in Figure 2. Since we noticed that some175

of the FoCs articulated in Phase A are paraphrases,176

while some FoCs were generalizations/ specializa-177

tions of other FoCs, and also some FoCs contra-178

dicted each other, we used the same CoT-ICACL179

framework in Phase B to discover possible rela-180

tions between FoCs. Because in Phases A and B181

we do not account for FoC relevance, in Phase C182

we tackle this necessary property, selecting the final183

set of FoCs.184

2.1 Chain-of-Thought Prompting with185

In-Context Active Curriculum Learning186

We considered the option of using CoT prompting187

of an LLM in three scenarios:188

1. In a zero-shot learning scenario, the LLM189

prompt describes the task: in Phase A of the DA-190

FoC method, as detailed in Section 2.3, this in-191

volves the description of the task of FoC discovery192

and articulation, while in Phase B, as detailed in193

Section 2.4, this involves the definition of possible194

relations between the FoCs discovered in Phase A 195

as well as the task of discovering them. This sce- 196

nario is represented by Step 1 illustrated in Figure 2. 197

However, the task of discovering and articulating 198

FoCs is difficult because it requires not only knowl- 199

edge, but also expert reasoning, as evidenced in 200

the frame coding literature (Kwak et al., 2020b; 201

Russell Neuman et al., 2014; Reese, 2007; Matthes 202

and Kohring, 2008). Capturing the causal reason- 203

ing required by the articulation of FoCs or by the 204

recognition of relations spanning FoCs is not pos- 205

sible in this scenario. 206

2. In a few-shot learning scenario, which corre- 207

sponds to Steps 1-3 from Figure 2, following the 208

task-specific prompting, we provide initial demon- 209

strations of how the task is performed. Clearly, 210

these demonstrations present how Phase-specific 211

tasks are resolved and involve examples from the 212

training data, as detailed in Section 2.3 and Sec- 213

tion 2.4 respectively. Step 3 ends the few-shot learn- 214

ing, prompting the LLM to discover and articulate 215

FoCs or to identify relations between FoCs , provid- 216

ing also their rationales. But, LLMs typically have 217

a very restricted context length, which means only 218

a few demonstrations may be provided to an LLM 219

for in-context learning. Additionally, we need to 220

decide the order in which the demonstrations are 221

presented to the LLM, since this order can have 222

a significant impact on performance (Dong et al., 223

2023; Zhao et al., 2021; Brown et al., 2020). This 224

entails, as shown in Liu et al. (2022); Rubin et al. 225

(2022) that for all the examples from the training 226

data, we would need to have expert-quality ratio- 227

nales. This would generate a significant burden on 228

communication experts, which we believe is not 229

necessary. We could use instead Active Learning, 230

which requires a smaller, manageable number of 231

rationale examples to solve these issues. 232

3. A scenario that (a) takes advantage of human in- 233

tervention in the CoT prompting, by creating the ac- 234

tive learning loop illustrated in Figure 2; as well as 235

(b) curriculum learning, such that the examples pre- 236

sented in Step 3 have a growing level of difficulty. 237

Because we still use (repeatedly) CoT prompting of 238

the LLM, but also rely on In-Context Curriculum 239

Learning and Active learning, we call this scenario 240

Chain-of-Thought Prompting with In-Context Ac- 241

tive Curriculum Learning (CoT-ICACL). We note 242

that in this scenario, we present initially a small 243

number of demonstrations in Step 2, while this 244

number grows in the following usages of the ac- 245

tive learning loop, because if in Step 4, edits are 246
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performed on the results of Step 3, all those edits247

become new demonstrations available to the LLM248

when Steps 2-4 are performed again. Finally, when249

reaching Step 5, the LLM is prompted in the same250

way as in Step 3, however, this time, all examples251

from the test data are used.252

2.2 Curriculum Learning in DA-FoC253

We were inspired by recent reports (Maharana and254

Bansal, 2022) on the impact of curriculum learning255

on common sense reasoning. Thus, when learning256

a curriculum of examples used in Step 3 of CoT-257

ICACL, we have considered the two functions a258

curriculum should have: (1) ranking of examples259

in terms of difficulty; and (2) transitioning of easy260

to difficult examples during training. As in Elman261

(1993); Bengio et al. (2009), this entails learning a262

list of examples ordered by values of difficulty. For263

this purpose, we relied on two hypothesis:264

Hypothesis 1: In Phase A of DA-FoC, when mod-265

eling the difficulty of discovering FoCs evoked by266

SMPs, our hypothesis was that the more similar267

the language of an FoC is to the language of the268

SMP that evokes it, the easier it is to discover, ar-269

ticulate and explain the rationale for the FoC. We270

have experimented with measuring the similarity271

between an SMPi and an FoCj by considering (a)272

Sentence-BERT (SBERT) (Reimers and Gurevych,273

2019); (b) BertScore (Zhang* et al., 2020); (c)274

the Cross-Encoder introduced by Nogueira and275

Cho (2020) and (d) Misinfo-GLP (Weinzierl and276

Harabagiu, 2021). Appendix A details our exper-277

iments, which led us to conclude that the best278

distance should use SBERT. The function quan-279

tifying the difficulty of discovering and articu-280

lating from an SMPi an FoCj was defined as:281

fD(SMPi, FoCj) = ||pi − fj ||2, where pi =282

SBERT (SMPi) and fj = SBERT (FoCj).283

The Euclidean distance is used because the same284

distance was employed in the objective function of285

SBERT (Reimers and Gurevych, 2019).286

Hypothesis 2: In Phase B of DA-FoC, the dif-287

ficulty of discovering possible relations among288

the FoCs resulting from Phase A used the hy-289

pothesis that FoCs articulated with similar lan-290

guage are more likely to be related. Therefore,291

the function fRD(FoCA, FoCB) quantifying the292

difficulty of predicting a relation between a pair293

of FoCs is defined as: fRD(FoCA, FoCB) =294

||fA − fB||2, where fA = SBERT (FoCA) and295

fB = SBERT (FoCB).296

2.3 Phase A of DA-FoC: Discovering and 297

Articulating Frames of Communication 298

For Phase A of the DA-FoC approach, Steps 1, 2, 3 299

and 4 need to be tailored for the task of discovering 300

and articulating FoCs. 301

Step 1 represents the task-specific prompting, 302

which (a) instructs the LLM to use the definition 303

of FoCs from Entman (1993) and (b) details of the 304

task. The prompt is illustrated in Appendix B. The 305

LLM is instructed to first produce a rationale for 306

each FoC it may discover in each exemplified SMP, 307

and then it is asked to articulate the FoC. Moreover, 308

since more than one FoC may be evoked by the 309

same SMP, the LLM is instructed to discover all 310

FoCs evoked in an SMP. 311

Step 2 provides the demonstrations to the LLM. 312

Demonstration Examples: A demonstration con- 313

tains (a) an example SMP; (b) the rationale explain- 314

ing why it evokes a FoC, highlighting the salient 315

problems; and (c) the articulation of the FoC. A 316

demonstration example is:

Social Media Posting Example: 
One shot of COVID-19 vaccine is sufficient to make #pregnancy 
more risky and unsafe for unborn babies.  
Rationale:  
This social media posting contains a framing, as the problem of 
confidence in vaccine is challenged due to the perceived risk for 
pregnancies, affecting the unborn babies.
Frame of Communication:  
The COVID vaccine renders pregnancies risky, and it is unsafe for 
unborn babies.

317The few demonstrations provided to the LLM 318

are selected when satisfying the requirements: (C1) 319

all the problems addressed by the SMPs from 320

the training data should be represented across the 321

demonstration examples; (C2) some SMP exam- 322

ples should not evoke any FoC; (C3) some SMP 323

examples should evoke more than one FoC; and 324

(C4) overall, a small number of demonstration ex- 325

amples should be used, such that they can fit in the 326

context allowed by the LLM. 327

Step 3 continues to use examples from the cur- 328

riculum to generate prompts for the LLM. In each 329

prompt only the SMP example is presented, the 330

LLM automatically generating the rationale and 331

articulating the evoked FoC. 332

Step 4 follows the Verify-and-Edit paradigm (Zhao 333

et al., 2023), where the LLM’s rationale and articu- 334

lated FoCs are verified and edited if necessary. 335

Whenever necessary, the human expert edits the 336

rationales and the FoC articulations. 337
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Frame of Communication A: The side effects of the COVID-19
vaccine could be worse than the disease itself.

Frame of Communication B: The side effects of the COVID-19 
vaccine are worse than the symptoms of the disease.

Paraphrase (P-Rel)

Frame of Communication C: The COVID-19 vaccine does not 
fully protect against the virus.

Frame of Communication D: The COVID-19 vaccine does not 
prevent getting or spreading the virus.

Specialize (S-Rel)

Frame of Communication A: The side effects of the COVID-19
vaccine could be worse than the disease itself.

Frame of Communication B: The side effects of the COVID-19 
vaccine are worse than the symptoms of the disease.

Contradiction (C-Rel)

Figure 3: Examples of FoC relations.

2.4 Phase B: Discovering Relations between338

Frames of Communication339

Three possible relations between the FoCs ar-340

ticulated by the LLM were observed, which341

are exemplified in Figure 3. Whenever a pair342

(FoCA, FoCB) used different words to address343

the same problems that had the same causes, we344

argue that they share a Paraphrase Relation (P-345

Rel). When a pair (FoCD, FoCE) address the346

same problem, but the cause articulated in FoCD347

provides additional information than the cause ar-348

ticulated in FoCE , we argue that they share a Spe-349

cialize Relation (S-Rel). Unlike the P-Rel relations,350

which are symmetrical, the S-Rel relations are351

asymmetrical. Also, when a pair (FoCE , FoCF )352

address the same problems, but the causes are con-353

tradictory, we argue that they share a symmetrical354

Contradiction Relation (C-Rel).355

In Phase B of the DA-FoC approach, we tailor356

Steps 1-3 from CoT-ICACL, illustrated in Figure 2,357

for the task of identifying relations between the358

FoCs discovered in Phase A.359

Step 1: We instruct the LLM about the task of360

discovering relations between FoCs, showcasing361

each type of relation. The prompt is illustrated in362

Appendix B.363

Step 2 provides a small number of demonstrations364

involving pairs of FoCs uncovered in Phase A and365

the relations between them. For each example, a366

rationale is provided along with the decision of the367

type of relation.368

Demonstration examples: The demonstration ex-369

amples of relations between FoCs had to also sat-370

isfy the requirements: (T1) the arguments of the371

example relations had to address all the distinct372

problems addressed in the training set; (T2) some373

demonstration examples should use pairs of FoCs374

that do not participate in any relation and (T3) to ac-375

Problem Definition of Vaccination Problem
Confidence -
43 FoCs (38%)

Trust in the security and effectiveness
of vaccinations, the health authorities,
and the health officials who recom-
mend and develop vaccines.

Complacency -
7 FoCs (6%)

Complacency and laziness to get vac-
cinated due to low perceived risk of
infections.

Constraints -
1 FoC (1%)

Structural or psychological hurdles that
make vaccination difficult or costly.

Calculation -
19 FoCs (17%)

Degree to which personal costs and
benefits of vaccination are weighted.

Collective
Responsibility
10 FoCs (9%)

Willingness to protect others and to
eliminate infectious diseases.

Compliance -
27 FoCs (24%)

Support for societal monitoring and
sanctioning of people who are not vac-
cinated.

Conspiracy -
37 FoCs (33%)

Conspiracy thinking and belief in fake
news related to vaccination.

Table 1: Problems associated with vaccine hesitancy.

count for the context size of the LLM, only a small 376

number of demonstrations should be provided. 377

Building the rationale: For each demonstration ex- 378

ample, a rationale of the relation is provided, ex- 379

plaining why a relation between the pair of FoCs 380

exists as well as the type of relation. 381

Step 3 uses examples of pairs of CoTs from the 382

curriculum to prompt the LLM to generate a ratio- 383

nale for a relation if one exists and to decide the 384

type of relation. 385

Step 4 also follows the Verify-and-Edit paradigm, 386

where whenever necessary, the human expert edits 387

the rationales and the assigned FoC relations. 388

2.5 Phase C: Relevance of Frames of 389

Communication 390

In addition to addressing salient problems, FoCs 391

need to be relevant. In social media discourse, the 392

relevance of FoCs is measured by the number of 393

SMPs evoking each FoC. This number is available 394

to us first from Phase A of the DA-FoC method, 395

which allows us to collect all the examples of SMPs 396

evoking each of the discovered FoC∗. However, 397

due to the discovery of relations between FoCs 398

made possible by Phase B, these relevance numbers 399

need to be updated. First, we select only one FoC 400

from each set of paraphrased FoCs PFi, namely M- 401

FoC, which is the most connected (through P-Rels) 402

FoC in PFi. The relevance of M-FoC is updated 403

from the original number of SMPs evoking it to the 404

sum of all SMPs evoking any FoC in PFi. In this 405

way, the discovery of P-Rels enables us to filter out 406

FoCs that articulate the same causes of the same 407

salient problems. 408

5



CoT Prompting Method System Discovered FoCs P-Rels S-Rels C-Rels Final FoCs

- HAC - - - - 321
Zero-Shot GPT-3.5 - - - - -
Few-Shot Vicuna-13B 27 - - - -
Few-Shot LLaMa-2-70B 2,006 49 615 567 48
Few-Shot GPT-3.5 1,795 831 159 431 318
Few-Shot GPT-4 2,021 875 499 177 331
CoT-ICACL LLaMa-2-70B 2,142 293 132 384 340
CoT-ICACL GPT-3.5 2,238 1,073 147 445 386
CoT-ICACL GPT-4 2,374 586 636 146 292

Table 2: Number of FoCs discovered in Phase A; number and type of relations between FoCs discovered in Phase B,
and final number of FoCs selected in Phase C.

The S-Rels discovered in Phase B of the DA-FoC409

method enable us to organize FoCs in taxonomies,410

enabling us to implement the notion of inherited rel-411

evance. This entails that the relevance of an FoCA412

having an S-Rel with FoCB can be updated, to413

sum up its original relevance value to the relevance414

of FoCB . Selecting a relevance threshold Tr re-415

sults in the final set of FoCs, spanned by the final416

set of S-Rel and C-Rel relations. We note that be-417

cause C-Rels reveal contrasting viewpoints of the418

problem causes, we retain all FoCs participating419

in such relations, to allow opposing interpretations420

due to these FoCs.421

3 Reference Dataset422

To our knowledge, the only existing dataset of423

SMPs annotated with FoCs is COVAXFRAMES,424

reported in Weinzierl and Harabagiu (2022). This425

dataset includes FoCs related to COVID-19 vac-426

cination hesitancy. Vaccine hesitancy, as reported427

in Geiger et al. (2021), is characterized by seven428

factors, or problems, that increase or decrease an429

individual’s likelihood of getting vaccinated. For430

each of the FoCs annotated in COVAXFRAMES,431

four researchers have annotated the problems that432

they address. The problems are listed in Table 1433

along with their definitions and the number of FoCs434

addressing each problem. The researchers obtained435

a very high inter-annotator agreement of 81%, with436

the remaining disagreements adjudicated through437

discussions. The newly annotated dataset became438

the reference dataset used by the method described439

in Section 2 and Section 4. The same training440

and testing splits were utilized as in Weinzierl and441

Harabagiu (2022).442

4 Evaluation Results443

Quantitative Results: To compare the results of444

our method with a simple baseline, we considered445

a methodology that clustered all SMPs from the 446

test data. Clustering was facilitated by creating 447

SMP embeddings p∗i = SBERT (SMP ∗
i ) from 448

the test set. Hierarchical Agglomerative Clustering 449

(HAC) was employed from Ward (1963) with a 450

variance gain threshold of 1.1, selected from initial 451

experiments on the training data. For each cluster 452

CLj , the first sentence of the SMPi closest to the 453

centroid of CLj was selected and placed in the 454

set of final FoCs. Obviously, this baseline does 455

not discover any relations between FoCs. Table 2 456

lists the number of FoCs uncovered by the HAC 457

baseline method. 458

Four LLMs were considered in our evaluations 459

of the DA-FoC framework: Vicuna-13B (Chi- 460

ang et al., 2023; Zheng et al., 2023), LLaMa-2- 461

70B (Touvron et al., 2023), GPT-3.5 (Ouyang et al., 462

2022), and GPT-4 (OpenAI, 2023). In Phase C we 463

chose Tr = 2, corresponding to each FoC needing 464

to be evoked by at least two SMPs. Further discus- 465

sion surrounding this decision along with ablation 466

results are provided in Appendix D. Furthermore, 467

active learning loops with a minimum of 50 cur- 468

riculum examples produced the best results from 469

initial LLM experiments. Table 2 lists the number 470

of discovered FoCs resulting from Phase A when 471

using each LLM, the number of P-Rels, S-Rels, 472

and C-Rels discovered in Phase B, and the number 473

of final FoCs selected in Phase C. As Table 2 illus- 474

trates, zero-shot learning with GPT-3.5 and Few- 475

Shot learning with Vicuna-13B failed to produce 476

any meaningful FoCs, and therefore these configu- 477

rations were not included in the qualitative results. 478

A further discussion of the context limitations of 479

the considered LLMs is provided in Appendix C. 480

Qualitative results: The quality of the final set 481

of FoCs was evaluated in terms of three properties: 482

(a) the soundness of the rationale provided by the 483

LLM when articulating a FoC; (b) the clarity of the 484
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CoT Prompting Method System Z A R RK F1 PA

- HAC - 36.14 76.32 68.14 49.05 15.98
Few-Shot LLaMa-2-70B 25.00 64.58 25.41 19.47 36.47 34.62
CoT-ICACL LLaMa-2-70B 35.29 68.86 42.06 47.32 52.22 42.11
Few-Shot GPT-3.5 5.03 41.19 70.43 51.33 51.98 28.08
CoT-ICACL GPT-3.5 39.38 53.37 89.57 78.76 66.88 39.39
Few-Shot GPT-4 79.46 78.25 89.62 73.45 83.55 70.97
CoT-ICACL GPT-4 97.60 95.89 94.92 86.73 95.40 93.81

Table 3: Evaluation results of the final set of FoCs.

FoC articulation generated by the LLM; and (c) the485

novelty of the final set of FoCs when compared to486

the known FoCs in the reference dataset. Two lin-487

guists were tasked to judge the soundness, clarity,488

and novelty of final FoCs, with NS FoCs deemed489

sound, and NC FoCs deemed clear. With NT final490

FoC proposed by each method, then the quality491

of reasoning (Z) involved in uncovering FoCs is492

Z = NS/NT while the quality of the articulation493

(A) of FoCs is A = NC/NT .494

While metrics Z and A capture the soundness495

and clarity of the final set of FoCs, we also consid-496

ered four additional evaluation metrics that account497

for the novelty of the FoCs. For each F , which498

is a clearly articulated FoC, an expert linguist was499

asked to find if F conveys the same information500

as any FR, representing the FoCs available from501

the reference dataset. When F and some FR state502

the same thing, we consider F to be known, and503

thus not novel. Let NK represent the number of504

known FoCs judged in this way, and NF the total505

number of reference FoCs. This allows us to de-506

fine two additional evaluation metrics: (1) the R507

metric, defined as R = NC/(NC + NF − NK),508

which models the recall of clearly articulated FoCs;509

and (2) RK = NK/NF which accounts for the510

recall of known FoCs from all those available in511

the reference dataset. Finally, as we desire the512

FoCs to be both clearly articulated and fully re-513

called, we combine the A measure with the R514

measure into F1 = 2AR/(A + R). We also are515

interested in measuring the clarity of the novel516

FoCs, and therefore we use the evaluation met-517

ric PA = (NC −NK)/(NT −NK). Table 3 lists518

the results of all these evaluation metrics across all519

methods for discovering FoCs. However, because520

the clustering baseline does not involve any reason-521

ing, it has no results for Z. Agreement between522

linguists was measured on a sample of 1000 judg-523

ments, with a Cohen’s Kappa of 0.62 indicating524

moderate agreement (McHugh, 2012).525

We also performed an evaluation of the relations526

between FoCs discovered by GPT-4 employing 527

CoT-ICACL, given that this method produced the 528

best results for discovering FoCs. Expert inspec- 529

tion revealed that 96.56% of these relations were 530

correct. More specifically, 99.15% of P-Rels were 531

correct, 96.54% of S-Rels were correct and 86.30% 532

of C-Rels were correct. Mistakes are further ana- 533

lyzed in Appendix F. 534

System Better Equivalent Worse

HAC 2.60% 18.18% 79.22%
GPT-3.5 26.97% 29.21% 43.82%
GPT-4 55.10% 35.71% 9.18%

Table 4: Comparing the articulation clarity of uncovered
FoCs against reference FoCs.

5 Discussion 535

The results obtained when using CoT-ICACL with 536

GPT-4 as the LLM are not only the best, but they 537

are also impressive across all evaluation metrics. 538

Even when using CoT-ICACL with GPT-3.5 as the 539

LLM, our method obtained a substantial improve- 540

ment over the baseline for all evaluation metrics. 541

But unlike GPT-4, GPT-3.5 does not produce many 542

sound rationales, as revealed by the results of the Z 543

metric, showing that its reasoning capabilities are 544

limited when compared to GPT-4 (Espejel et al., 545

2023). Also, GPT-4 enabled the uncovering of 546

many more clearly articulated FoCs, as captured 547

by the A metric. Interestingly, many of the meth- 548

ods were able to have good recall of the known 549

FoCs, created by experts. But in terms of both 550

clearly articulating FoCs and revealing all FoCs, 551

only methods powered by GPT-4 were competitive, 552

as resulting from the interpretation of the values 553

of the F1 metric. Furthermore, the values of the 554

PA evaluation results indicate that novel FoCs not 555

discovered by experts were well articulated only 556

when the used LLM was GPT-4. This makes us 557

conclude that uncovering FoCs from SMPs can be 558

performed with high values of soundness, clarity, 559
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and novelty when using GPT-4 and can be further560

improved with CoT-ICACL. Further details involv-561

ing the discovered FoCs and FoC relations iden-562

tified by GPT-4 operating with CoT-ICACL are563

provided in Appendix G.564

Articulation Quality: A different way of assess-565

ing the clarity of the FoC articulation is made possi-566

ble when focusing only on the final FoCs (resulting567

from Phase C) which had the same content as some568

of the reference FoCs annotated in the reference569

dataset. For each pair of FoCs (FK , FR), where the570

uncovered FK was judged by a computational lin-571

guist to convey the same information as a reference572

FoC FR, the linguist was asked whether the articu-573

lation of FK was (a) better, (b) worse, or (c) of the574

same clarity as FR. The results of these judgments575

are listed in Table 4. As expected, the baseline576

method uncovers FoCs with vastly worse articula-577

tion clarity (79.22%) than the reference FoCs. Our578

CoT-ICACL using GPT-3.5 significantly improves579

the clarity of FoC articulation, uncovering 29.21%580

of known FoCs with the same clarity quality as the581

reference FoCs and even improving 26.97% of the582

clarity of uncovered known FoCs. The percentage583

of known FoCs articulated more clearly is an im-584

pressive 55.10% when CoT-ICACL used GPT-4,585

and only 9.18% of the known FoCs are articulated586

with poorer clarity. This indicates that CoT-ICACL587

with GPT-4 is capable of better articulating FoCs588

uncovered from social media than experts 55.10%589

of the time, while 37.71% of the time the FoCs590

are articulated with equivalent clarity. A 9.18%591

reduced clarity indicates that the need for expert592

intervention is greatly reduced. Examples are pro-593

vided in Appendix E of discovered FoCs and their594

quality of articulation.595

6 Related Work596

Initial large-scale research on frame identification597

from social media has generally relied on unsuper-598

vised approaches (Neuman et al., 2014; Meraz and599

Papacharissi, 2013; de Saint Laurent et al., 2020)600

which revealed interesting framing patterns, high-601

lighted by lexical terms, but did neither articulate602

any FoC nor discover any problems that FoCs ad-603

dress. Classifiers aiming to identify frame-invoking604

language were reported in Baumer et al. (2015), but605

these classifiers did not identify the problems ad-606

dressed by FoCs. The assumption that frames can607

be associated with certain stock phrases was chal-608

lenged in Tsur et al. (2015), showing that frames609

can also be associated with certain topics. 610

A growing body of research using supervised 611

NLP methods uses the Media Frames Corpus 612

(MFC) (Card et al., 2015). These methods detect 613

frame salient problems with techniques including 614

logistic regression (Card et al., 2016), recurrent 615

neural networks (Naderi and Hirst, 2017), lexicon 616

induction (Field et al., 2018), and fine-tuning pre- 617

trained language models (Khanehzar et al., 2019; 618

Kwak et al., 2020a). Furthermore, subcategories 619

of the policy frame dimensions annotated in MFC 620

were extracted with a weakly-supervised approach 621

(Roy and Goldwasser, 2020). The only prior work 622

that considered the analysis of frames in social 623

media was reported in Mendelsohn et al. (2021), 624

where immigration policy problems were identified 625

in SMPs with multi-label classification methods, 626

relying on RoBERTa (Liu et al., 2019). All these 627

prior methods do not articulate FoCs, they only 628

discover them. We believe that the release of the 629

reference dataset used in our work, which anno- 630

tates both FoCs and the problems they address, will 631

facilitate new research in the difficult problem of 632

discovering and articulating FoCs. Finally, none 633

of the previous methods have considered the need 634

to learn to automatically provide a rationale for 635

the discovered FoCs or for their salient problem(s), 636

which our DA-CoT method enables by using Chain- 637

of-Thought prompting of LLM with In-Context 638

Active Curriculum Learning. 639

7 Conclusion 640

This paper presents a new method capable to 641

discover and articulate Frames of Communica- 642

tion from social media. By combining Chain-of- 643

Thought prompting of LLMs with In-Context Ac- 644

tive Curriculum Learning, both previously known 645

and especially new frames were revealed. Exten- 646

sive evaluations show that when using GPT-4 with 647

CoT-ICACL, 86.73% of the frames identified by 648

experts were re-discovered on the same dataset 649

while also uncovering many new frames, which are 650

both clearly articulated and sound. The rationales 651

generated by GPT-4 with CoT-ICACL help us to 652

make sense of these uncovered FoCs, providing 653

additional insights for understanding why certain 654

problems are discussed on social media. The rela- 655

tions between frames help us discover when some 656

frames specialize others and when some frames 657

contradict others. 658
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taining to the dataset from Weinzierl and Harabagiu662

(2022). We received approval from the Institutional663

Review Board at ANONYMIZED for working with664

this Twitter social media dataset. IRB-XX-YYY665

stipulated that our research met the criteria for ex-666
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tion on the test collection until a final method was670

selected from training performance. All experimen-671

tal settings, configurations, and procedures were672
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terial, and the linked GitHub repository. We do not674

perceive any major risks related to our research, as675

our work is in service of improving understanding676
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A Difficulty Modeling Experiments 948

Model Accuracy

Cross-Encoder 59%
Misinfo-GLP 63%
BERTScore 67%
SBERT 71%

Table 5: Difficulty function results from initial experi-
ments with different difficulty models.

Initial experiments were conducted on the CO- 949

VAXFRAMES dataset to determine which models 950

of difficulty could serve to guide curriculum learn- 951

ing. 5 FoCs were manually selected from COV- 952

AXFRAMES to serve as a reference for difficulty 953

models. For each of the selected FoCs, 20 pairs 954

of SMPs were sampled for a total of 100 pairs of 955

SMPs. An expert linguist judged which of the two 956

SMPs in each pair was more difficult to recognize 957

as evoking the respective FoC, which enabled mea- 958

suring how accurately different difficulty models 959

aligned with these human preferences, similar to 960

Reinforcement Learning with Human Feedback 961

(Christiano et al., 2017). Table 5 illustrates the 962

accuracies of the various difficulty models consid- 963

ered in Section 2. The Cross-Encoder approach, 964

introduced by Nogueira and Cho (2020), employs 965

a BERT-based model to measure relevance and was 966

trained on MSMARCO (Nguyen et al., 2016). The 967

Misinfo-GLP method (Weinzierl and Harabagiu, 968

2021) employs graph-link prediction to identify 969

whether an SMP evokes a misinformation FoC 970

about COVID-19 vaccines. BERTScore (Zhang* 971

et al., 2020) employs BERT to measure the F1 972

score between the contextualized embeddings of 973

a reference sequence and a candidate sequence. 974
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Tr Final Z A R RK F1 PA

FoCs

2 292 97.60 95.89 94.92 86.73 95.40 93.81
3 157 96.82 95.54 74.63 54.87 83.80 92.63
4 99 96.97 93.94 56.02 35.40 70.19 89.83
5 73 97.26 91.78 44.97 27.43 60.36 85.71

Table 6: Ablation evaluation results over the relevance threshold from Phase C, producing the final set of FoCs for
CoT-ICACL with GPT-4.

Sentence-BERT (SBERT) (Reimers and Gurevych,975

2019) produces sentence-level embeddings trained976

contrastively to be close together in Euclidean dis-977

tance if the semantics of the sentences are simi-978

lar. SBERT clearly resulted in the closest aligned979

measure of difficulty, with an accuracy of 71% in980

modeling human judgments of difficulty for rec-981

ognizing frame evocation. Therefore, we utilized982

SBERT for all difficulty modeling in In-Context983

Active Curriculum Learning.984

B Chain-of-Thought Prompting Details985

The task-specific prompt provided for Phase A of986

DA-FoC (a) instructs the LLM to use the definition987

of FoCs from Entman (1993) and (b) details of the988

task. The prompt is illustrated in Figure 4.

Frames of communication select particular aspects of an issue 
and make them salient in communicating a message. Social 
science stipulates that discourse almost inescapably involves
framing – a strategy of highlighting certain issues to promote a
certain interpretation or attitude. It has been argued that "to 
frame is to select some aspects of a  perceived reality and make 
them more salient in a communicating text, in such a way as to 
promote problem definition, causal interpretation, moral 
evaluation, and/or treatment recommendation."
The Task:  
You will be tasked with identifying and articulating vaccine 
hesitancy framings on the social media postings. You should 
discuss your reasoning first, and then provide a final decision. 
Each social media posting provided may or may not contain one 
or more frames of communication, so your first step is:
 (a) Reason about whether the posting contains a frame (or 

more frames), or just states something factual or an experience.
 If the posting contains a frame, the next step is
 (b) Articulate that frame succinctly.
 You will perform these steps until the answer to (a) is false, 

either   because there are no frames in the posting, or because 
you have already articulated all the frames.

Figure 4: Task definition prompt for Phase A, the artic-
ulation of FoCs from SMPs for DA-FoC.

989
The LLM is asked to first produce a rationale990

for each FoC it may uncover in each exemplified991

SMP, and then it is asked to articulate the FoC.992

Moreover, since more than one FoC may be evoked993

by the same SMP, the LLM is instructed to uncover994

all FoCs evoked in an SMP. Similarly, the task-995

specific prompt provided for Phase B of DA-FoC 996

is illustrated in Figure 5. 997

C Context Length Limitations 998

Model Max Context Length

Vicuna-13B 2,048
LLaMa-2-70B 4,096
GPT-3.5 4,096
GPT-4 8,192

Table 7: Maximum context length comparisons between
LLMs used for CoT-ICACL.

All LLMs considered in Section 4 have a limited 999

context length, defined by the number of tokens 1000

the LLM can consider in a single prompt. Table 7 1001

presents the maximum context lengths possible for 1002

each of the considered LLMs. We note that Vicuna- 1003

13B has such a small context that it can barely 1004

fit the task-specific prompt and necessary demon- 1005

strations for few-shot learning, and this limitation 1006

is likely why Vicuna-13B performed so poorly in 1007

our evaluations, discussed in Section 4. However, 1008

LLaMa-2-70B, GPT-3.5, and GPT-4 had no prob- 1009

lem including demonstrations for few-shot learning 1010

and In-Context Active Curriculum Learning. 1011

D Ablation Experiments over Relevance 1012

Threshold 1013

The relevance threshold Tr = 2 corresponds to 1014

requiring two or more SMPs to evoke each FoC 1015

for that FoC to be considered relevant. Higher 1016

relevance thresholds can be considered, which pro- 1017

duce a different final number of FoCs when em- 1018

ploying CoT-ICACL with GPT-4, illustrated in Ta- 1019

ble 6. Further manual judgments were performed 1020

on Tr > 2, also provided in Table 6. As the thresh- 1021

old for relevance increased, fewer and fewer final 1022

FoCs were produced leading to a major decrease in 1023

recall metrics. Interestingly, we also see a notice- 1024

able decline in the quality of new FoCs, measured 1025

by PA, which could indicate that the new high- 1026
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Frames of communication select particular aspects of an issue and make them salient in communicating a message. Social science stipulates 
that discourse almost inescapably involves framing – a strategy of highlighting certain issues to promote a certain interpretation or attitude. It 
has been argued that "to frame is to select some aspects of a  perceived reality and make them more salient in a communicating text, in such a 
way as to promote problem definition, causal interpretation, moral evaluation, and/or treatment recommendation."
The Task:  
You will be tasked with identifying relationships between vaccine hesitancy framings. You should discuss your reasoning first, and then provide 
a final decision. Each framing provided may or may not be involved in a single relationship with one framing from a provided set of similar 
framings. We will consider three possible relationships:
1. Paraphrases(X,Y): X and Y say essentially the same exact thing, with different words or phrasing. If one person agreed with X, they would 
agree with Y, and vice versa. Frames should share the same cause and the same problem to be considered paraphrases.
2. Specializes(X,Y): X is a more specific or detailed framing of Y. Notice the order of X and Y is important for this relationship, as X is more 
specific and Y is more general. Frames should share the same problem, but have more specific or general causes to be considered specializes.
3. Contradicts(X,Y): X and Y contradict each other, such that they frame the same exact issue from opposing perspectives. If one person agreed 
with X, they would disagree with Y, and vice versa. Be extremely careful with the contradicts relationship, as we do not want two frames to 
contradict simply because they say the vaccine is safe vs unsafe, the frames need to have the same cause to contradict, such as safe due to 
being tested vs unsafe due to being rushed. The two frames X and Y should essentially paraphrase each other, sharing the same problem and 
cause but from opposing perspectives.
4. No relationship: There are no relationships between the new framing and any of the provided framings.
You should
(a) Reason about if the framing holds one of the above relationships with any of the provided framings.
Multiple relationships could be true, but prioritize in the order provided: If a paraphrase relationship holds, it must be provided.
If there is no paraphrase, then look for specialize. If there is a specialize relationship, provide it, otherwise look for contradicts.
Finally, if there is no contradicts relationship, answer no relationship.
If a relationship is identified, then
(b) State that relationship, using the IDs for each framing.

Figure 5: Task definition prompt for Phase B, the discovery of FoC relations for DA-FoC.

quality FoCs discovered with Tr = 2 correspond1027

more often to FoCs with lesser relevance. Human1028

annotators likely missed these FoCs in construct-1029

ing COVAXFRAMES because much fewer SMPs1030

evoke them. Furthermore, as the test collection1031

is only a representative sample of 2,113 SMPs, it1032

was difficult to justify Tr > 2, as Tr = 2 already1033

corresponds to 0.1% of the population of SMPs.1034

If we assume this sample is representative, then1035

Tr = 2 would correspond to a minimum evocation1036

of approximately 470 SMPs per month for each1037

FoC, using the collection criteria from Weinzierl1038

and Harabagiu (2022).1039

E Successful and Erroneous Examples1040

and Relations Spanning Them1041

An example of a known uncovered FoC which was1042

judged to be more clear than an FoC discovered by1043

experts on COVAXFRAMES is FoC2 :“Preference1044

for getting COVID-19 and fighting it off than get-1045

ting vaccinated", the known FoC, and FoC3 :1046

“Natural immunity is better than vaccine immunity",1047

a FoC discovered by GPT-4 with CoT-ICACL. An1048

example of an uncovered FoC that was not known1049

and is clear as well as sound is FoC4: “Avoiding1050

people is a better strategy than getting the COVID-1051

19 vaccine". The rationale generated by CoT for1052

FoC4 is: “The problem of calculation is due to the1053

cause that a trade-off is being made, where taking1054

the vaccine is not worth the calculated risk when1055

compared to avoiding people." Also, an example of1056

a newly discovered FoC5 which specializes some 1057

FoC6 can be provided for FoC5: “People should 1058

make their own decisions about COVID-19 vacci- 1059

nation without being chastised" and FoC6 : “Peo- 1060

ple should make informed decisions about COVID- 1061

19 vaccination." An example of contradictory FoCs 1062

is established between FoC7: “Getting the COVID- 1063

19 vaccine will protect those who cannot get the 1064

vaccine" and FoC8: “The COVID-19 vaccine only 1065

benefits the recipient." These examples show that in 1066

addition to uncovering and articulating FoCs from 1067

social media, the method that we have presented 1068

discovers interesting and informative relations be- 1069

tween FoCs. Moreover, the rationales generated 1070

to make sense of these FoCs provide additional in- 1071

sights for understanding why certain problems are 1072

discussed on social media. 1073

F Errors in Articulated FoCs and FoC 1074

Relations 1075

A closer inspection of the edited demonstrations 1076

from Phase A of the curriculum built for GPT-4 1077

demonstrates the kinds of early mistakes, which 1078

were corrected through editing with CoT-ICACL. 1079

GPT-4 mistakenly only articulated a single FoC, 1080

when the prompted SMP evoked multiple FoCs, 1081

for five out of the six edited demonstrations. The 1082

sixth demonstration had sound rationale, but an 1083

overly verbose articulation of the FoC. In Phase B, 1084

GPT-4 required 20 examples to be edited, where 1085

7 edited examples involved incorrect P-Rels on 1086
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Figure 6: Interactive website enabling an exploration of the discovered FoCs, FoC relations, and FoC taxonomies
discovered by GPT-4 employing CoT-ICACL for DA-FoC.

FoCs which shared problems; 6 edited examples1087

included missed P-Rels; 4 examples were edited1088

where GPT-4 incorrectly directed the S-Rel, and 31089

edited examples were added for C-Rels which were1090

incorrectly identified once as a P-Rel, and twice as1091

no relation.1092

G Organizing the Frames of1093

Communication1094

Because the rationales emerging from Phase A with1095

CoT prompting indicate the problems addressed1096

by the uncovered FoCs, we inspected the distribu-1097

tion of problems in the final set of FoCs resulting1098

when CoT-ICACL relied on GPT-4. We found that1099

the final FoCs produced by GPT-4 were charac-1100

terized by the following problems: A total of 1741101

FoCs (59.6%) address Confidence in vaccines; 391102

FoCs (13.4%) address Collective Responsibility;1103

28 FoCs (9.6%) address Complacency; 23 FoCs1104

(7.9%) address Compliance; 19 FoCs (6.5%) ad-1105

dress Constraints; 15 FoCs (5.1%) address Conspir-1106

acy; and 14 FoCs (4.8%) address Calculation. Sur-1107

prisingly, one FoC (0.3%) addressed a new prob-1108

lem, namely Morality.1109

During Phase C of employing CoT-ICACL with1110

GPT-4, the 586 P-Rels between FoCs discovered al-1111

lowed us to filter out 1,216 of the uncovered FoCs,1112

as they were paraphrasing other FoCs that we con-1113

sidered in the final set. In addition, the S-Rels1114

allowed us to generate 130 taxonomies, spanned1115

by S-Rels. These taxonomies contained on aver-1116

age 6 FoCs. The largest taxonomy contained 49 1117

FoCs, with a depth of 7. In these taxonomies, there 1118

were FoCs specialized as many as 13 times. In 1119

addition, the final set of FoCs contained 43 pairs of 1120

contradicting FoCs, demonstrating that opposing 1121

viewpoints were common. 1122

An interactive website enabling an exploration 1123

of the discovered FoCs, FoC relations, and FoC 1124

taxonomies will be made public upon publication. 1125

Figure 6 illustrates how this interactive website op- 1126

erates. Each node represents one of the final FoCs 1127

discovered by GPT-4 with CoT-ICACL, with the 1128

colors corresponding to the problems identified by 1129

CoT reasoning. Edges in the graph correspond 1130

to the specialize and contradict relations, as para- 1131

phrases have already been reduced to a single FoC. 1132

Zooming in on the full graph enables an explo- 1133

ration of the various automatically constructed tax- 1134

onomies, and hovering over each node provides the 1135

articulated FoC along with the identified problems 1136

and the number of SMPs identified as evoking the 1137

FoC. Hovering over the edges also provides GPT- 1138

4’s Chain-of-Thought rationale for why a relation 1139

exists between two FoCs. 1140
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