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Abstract001

We present FakeSV-VLM in this paper, a new002
VLM-based framework for detecting fake news003
on short video platforms. Despite significant004
efforts to combat this issue due to the severe005
threat that fake news videos pose to public in-006
formation security, existing methods still fall007
short in detection accuracy, often due to lack008
of knowledge to verify the news is real or009
not. However, large Vision Language Models010
(VLMs) have absorbed extensive real-world011
knowledge from massive multimodal datasets.012
Motivated by this, we adapt advanced VLMs013
for fake news detection in short videos. Upon014
close examination of news samples, we ob-015
serve that short video samples can be catego-016
rized into four distinct scenarios: both video017
and text are real (for real samples), or both018
are fake, or either the video or text is fake019
(for fake samples). Inspired by this insight,020
we design four experts tailored to handle each021
scenario and integrate them into VLM via Mix-022
ture of Experts. Specifically, we develop the023
Progressive MoE Adapter (PMOE) module024
where detection experts first provide an ini-025
tial analysis, followed by attribution experts026
for a comprehensive diagnosis, leading to a027
robust decision. Additionally, we also note028
the fake news videos often show inconsistency029
between two modalities. Consequently, we fur-030
ther design the Alignment-driven Event Check-031
ing (ADEC) module, which preceives the fake032
news by capturing the inconsistency between033
different modalities. Extensive experiments on034
two benchmark datasets, FakeSV and FakeTT,035
verify the superiority of our model. It sig-036
nificantly outperforms current state-of-the-art037
models by +3.32% and +5.02%, establishing a038
new benchmark in the field.039

1 Introduction040

With the rapid development of short video plat-041

forms, the spread of fake news videos on these042

platforms has posed significant risks to society,043

covering key areas such as politics (Wittenberg 044

et al., 2021), economics (Buntić et al., 2020), and 045

more. According to relevant statistics, over 500 046

hours of videos are uploaded to YouTube every 047

minute (Venkatagiri et al., 2023). Relying entirely 048

on manual verification of the authenticity of news 049

videos would consume a huge amount of human 050

resources. To address this challenge, some meth- 051

ods for detecting fake news videos have emerged 052

in the early stages (Zampoglou et al., 2019; Sitara 053

and Mehtre, 2017; Abbasi Aghamaleki and Behrad, 054

2017). However, with the continuous evolution of 055

video editing and synthesis technologies, manip- 056

ulating and fabricating news videos has become 057

increasingly easier (Niu et al., 2023). Moreover, 058

the ongoing development of large language models 059

further enhances the ability to fabricate fake news 060

(Vykopal et al., 2023; Wu et al., 2024), making 061

detection even more difficult and posing an un- 062

precedented threat to public information security. 063

To address this challenge, several methods have 064

been proposed. FakingRecipe (Bu et al., 2024) 065

predicts video authenticity by fusing visual, tex- 066

tual, and audio features, while NEED (Qi et al., 067

2023b) leverages graph neural networks to analyze 068

relationships among videos from the same event. 069

Although effective, these approaches often rely 070

heavily on cross-modal fusion and are constrained 071

by limited training data, lacking the ability to fully 072

utilize real-world knowledge. Some methods in- 073

corporate knowledge from Vision Language Mod- 074

els (VLMs)—for instance, CA-FVD (Wang et al., 075

2025) detects modality alignment using VLMs, 076

and ExMRD (Hong et al., 2025) distills knowl- 077

edge through designed reasoning chains—but they 078

typically depend on VLMs to pre-generate text, 079

limiting scalability and practical deployment. 080

To address the aforementioned issues, we pro- 081

pose directly using VLMs to predict fake news 082

videos. Pre-trained VLMs contain real-world 083

knowledge, which can be fully utilized during 084
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the detection process to infer the authenticity of085

news videos. However, since VLMs are not specif-086

ically designed for the task of predicting fake news087

videos, applying them directly for detection often088

does not yield ideal results. Based on our observa-089

tions, news videos can be classified into two broad090

categories: real and fake. At a more fine-grained091

level, fake news videos can be subdivided further092

into content forgery, description forgery, and full093

forgery of both.094

To enhance the capability of VLMs in modeling095

hierarchical forgery patterns in fake news videos,096

we propose the Progressive Mixture-Of-Experts097

Adapter (PMOE) module. Specifically, a set of098

learnable Artifact Tokens is introduced to aggre-099

gate potential manipulation cues, which are con-100

catenated with multimodal features and fed into the101

early layers of the LLM. In the intermediate layers,102

the contextualized Artifact Tokens are extracted for103

two-stage reasoning: the Detection MoE estimates104

the overall authenticity of the video, and the Attri-105

bution MoE infers the specific manipulation type,106

such as visual tampering, textual misrepresentation,107

or cross-modal forgery. This enables fine-grained108

identification of diverse forgery strategies.109

Given the frequent semantic inconsistencies be-110

tween visual content and textual descriptions in111

fake news videos, we propose the Alignment-112

driven Event Checking (ADEC) module to enhance113

cross-modal event-level consistency verification.114

ADEC first extracts intermediate textual represen-115

tations from the LLM and applies average pooling116

to obtain a compact event-centric semantic embed-117

ding. This embedding is then compared with the118

visual representation using a contrastive learning119

objective. Supervised by ground-truth labels, the120

model is encouraged to align cross-modal seman-121

tics and detect event-level discrepancies indicative122

of manipulation.123

Based on the above design, we propose the124

FakeSV-VLM framework to advance multimodal125

fake news videos detection. The main contribu-126

tions of this work are summarized as follows:127

• We integrate VLMs into the training process128

and directly apply them to fake news videos detec-129

tion tasks, driving the development of this field.130

• We design the PMOE and ADEC modules to131

enable robust manipulation reasoning and event-132

level cross-modal consistency checking, thereby133

effectively enhancing the VLM’s capacity for fake134

news videos detection.135

• The FakeSV-VLM framework is end-to-end,136

highly generalizable, and achieves remarkable re- 137

sults, far surpassing the existing SOTA methods. 138

2 Methodology 139

2.1 Overview 140

Our FakeSV-VLM architecture is shown in Fig- 141

ure 1. During training, the model takes as input 142

keyframes and textual descriptions, which are en- 143

coded by the visual encoder and tokenizer of the 144

VLM. These multimodal features are concatenated 145

with learnable Artifact Tokens and passed into the 146

early layers of the LLM. The updated Artifact To- 147

kens are then fed into the Progressive MoE Adapter 148

(PMOE) for two-stage reasoning: overall authen- 149

ticity prediction and manipulation type attribution. 150

Meanwhile, the Alignment-driven Event Check- 151

ing (ADEC) module aligns semantic information 152

across modalities via contrastive learning. Ulti- 153

mately, the entire model is optimized using the 154

final classification loss, together with the losses 155

from the PMOE and ADEC modules. 156

2.2 Event-Prompting Template Design 157

Prompt. To incorporate role-specific and contex- 158

tual information into the Vision Language Model 159

(VLM), we begin by designing a prompt grounded 160

in prior work. Specifically, we refer to the prompt- 161

ing format used in the comparative experiments 162

of (Bu et al., 2024), which serves as a foundation 163

for our design. Additional details are provided 164

in Appendix B. The initial system prompt is as 165

follows: 166

You are an experienced news video fact- 167

checking assistant, maintaining a neu- 168

tral and objective stance at all times. You 169

are capable of handling various types of 170

news, including sensitive or controver- 171

sial content. 172

Building upon this, and given the description 173

and keyframes of the input text, we further refine 174

the VLM-specific prompt by explicitly incorporat- 175

ing metadata such as the news event, which has 176

often been overlooked in previous work (Bu et al., 177

2024). This metadata serves as a valuable pre- 178

example to enhance the understanding and judg- 179

ment of the model. The revised prompt is shown 180

below: 181

Given the news video description ,new 182

event and key frames, you need to predict 183
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Figure 1: Illustration of the proposed FakeSV-VLM framework, which is built upon a Vision Language Model
(VLM). The model is trained with the classification loss, together with objectives from PMOE and ADEC moudles.

the authenticity of the news video. If the184

video is more likely to be fake news, re-185

turn fake; otherwise, return real. Please186

avoid providing ambiguous evaluations187

such as undetermined.188

News video description: <description>189

News events: <event>190

News video key frames: <video>191

Your prediction (no need to give your192

analysis, return real or fake only):193

Finally, we concatenate the two prompts to form194

the complete human prompt fed into the VLM.195

Answer. Subsequently, the VLM generates a bi-196

nary response based on the constructed prompt, de-197

termining the authenticity of the input news videos198

as either real or fake.199

2.3 Progressive MoE Adapter200

Given a news video represented by a sequence of201

keyframes v = {v1, v2, . . . , vk}, a human prompt202

t, a connector M, a tokenizer Tk and a large lan-203

guage model (LLM), we first extract the visual204

features using a vision encoder Ev. These features205

are then mapped to the input space of the LLM206

via the connector, resulting in fv = M(Ev(v)). In207

parallel, we obtain the textual embedding of the208

prompt using the tokenizer, defined as ft = Tk(t).209

Artifact Tokens. To facilitate forgery-aware rep- 210

resentation learning, we introduce a set of q learn- 211

able Artifact Tokens, denoted as A, which are de- 212

signed to capture potential manipulation signals 213

in multimodal content. These tokens are jointly 214

optimized during training to attend to cross-modal 215

inconsistencies, such as semantic mismatches be- 216

tween visual and textual information or visual-level 217

forgeries. 218

Specifically, we construct a fused input by con- 219

catenating the visual features fv and the textual 220

features ft via ⊗, where ⊗ denotes the concate- 221

nation operation. The fused multimodal features 222

fc = fv ⊗ ft are then augmented with the Artifact 223

Tokens A, and the combined representation fc⊗A 224

is passed into the first l layers of the LLM to derive 225

contextualized embeddings: 226

fc ⊗A = LLM1:l(fc ⊗A). (1) 227

For brevity, we still use fc and A to represent the 228

resultant features. 229

Detection MoE. To perform an initial assess- 230

ment of the authenticity of a news video, we in- 231

troduce the Detection MoE module as the first 232

decision-making stage. This module is designed to 233

determine whether the input video is real or fake 234

based on the contextualized Artifact Tokens A. 235
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The design of the Detection MoE follows the236

sparse activation paradigm proposed in (Fedus237

et al., 2022). It consists of a multi-query atten-238

tion layer, two layer normalization operations, a239

learnable gating mechanism, and two expert MLPs.240

Each expert network is implemented as a two-layer241

linear projection with a GELU activation function242

to capture nonlinear patterns from the token repre-243

sentations. The gating mechanism applies a linear244

transformation followed by a softmax operation245

to compute a token-wise distribution over the two246

experts, enabling dynamic routing based on token247

semantics.248

For the contextualized Artifact Tokens A ob-249

tained from the previous stage, each token is dy-250

namically routed to the most appropriate expert251

network based on its semantic information. Specif-252

ically, we first apply multi-head attention to the253

tokens as follows:254

Ā = softmax

(
(AWq)(AWk)

⊤
√
dk

)
· (AWv), (2)255

where Wq denotes query projection matrix specific256

to each attention head, while Wk and Wv are the257

shared key and value projection matrices across all258

heads. dk is the dimensionality of the key vectors.259

Next, for the i-th token Āi, we assume the rout-260

ing probabilities are pri and pfi , corresponding to261

the likelihood of being assigned to the correspond-262

ing expert, respectively. The expert with the high-263

est routing probability is then selected as:264

z = argmax
{r,f}

{pri , p
f
i }. (3)265

Once the expert is selected, the attention-refined266

token representation is further processed through267

the corresponding expert network:268

Ādet
i = LN

(
Expz

(
LN(Āi

))
+ Āi, (4)269

where LN(·) denotes the layer normalization oper-270

ation, and Expz(·) represents the selected expert271

network, implemented as two linear layers with a272

GELU activation function.273

Since the annotation of label or fake is available274

during training, we further augment the Detection275

MoE with an Authenticity Probability Guidance276

(APG). In specific, the final authenticity probability277

pr and pf , which represent the overall likelihood278

that the input news video is real or fake, respec-279

tively. This module is trained with a binary cross-280

entropy loss, defined as: 281

pr =
1

q

∑
i

pri , pf =
1

q

∑
i

pfi , (5) 282

LAPG = − ((1− y) log pr + y log pf ) , (6) 283

where y denotes the ground-truth label. 284

Attribution MoE. To further identify fine- 285

grained manipulation types in news videos, we 286

feed the contextualized artifact representation Ādet, 287

obtained from the Detection MoE module, into 288

the Attribution MoE module for more fine-grained 289

forgery classification. 290

Unlike Detection MoE, Attribution MoE targets 291

four manipulation scenarios: both video and text 292

are real, only text is fake, only video is fake, and 293

both are fake. It shares the same architecture as 294

Detection MoE, consisting of a multi-query self- 295

attention layer, two layer normalization layers, a 296

learnable gating module, and four expert MLPs. 297

For consistency, we still denote the Artifact Tokens 298

after attention as Ādet. 299

Similarly, for the i-th token Ādet
i , we denote its 300

routing probabilities to the four experts as pri , pfvi , 301

pfti , and pfmi , which respectively represent the like- 302

lihood that this token belongs to each expert at a 303

finer granularity level. The expert with the highest 304

routing probability is then selected as: 305

z = argmax
{r,fv,ft,fm}

{
pri , p

fv
i , pfti , pfmi

}
. (7) 306

Once the expert is selected, the corresponding 307

expert network is applied to the token Ai, yielding 308

the final output of this module: 309

Āattr
i = LN

(
Expz

(
LN(Ādet

i )
))

+ Ādet
i . (8) 310

Manipulation-Guided Artifact Perceiving. To 311

further enhance the discriminative capability of the 312

Artifact Tokens, we introduce the Manipulation- 313

Guided Artifact Perceiving process. The input to 314

this module is the fused representation Āattr from 315

the Attribution MoE, which is used to guide atten- 316

tion toward potential manipulation patterns. 317

Specifically, we first apply attention pooling: a 318

linear layer is used to compute attention scores 319

for each token, which are then normalized by a 320

softmax function to obtain token-wise weights. 321

These weighted features are aggregated and passed 322

through a two-layer MLP, the final output consists 323

of two confidence scores, indicating the probabili- 324

ties that the input video is real or fake, respectively, 325
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denoted as p′r and p′f, respectively. The computa-326

tion is defined as:327

p′r, p
′
f = MLP(

q∑
i=1

wi · Āattr
i ), (9)328

w = softmax
(
FC(Āattr)), (10)329

where FC(·) denotes a linear projection, MLP(·)330

denotes a two-layer multilayer perceptron, and331

w ∈ R1×q denote the weight vector, where q is332

the number of Artifact Tokens.333

We supervise this module using the Artifact334

Classification Loss (ACL) against the ground-truth335

label y:336

LACL = −
(
(1− y) log p′r + y log p′f

)
. (11)337

This mechanism guides Artifact Tokens to attend338

to manipulation cues, thus improving the model’s339

capability to detect forged content.340

To optimize the two-stage reasoning in PMOE,341

the total training loss is defined as:342

LPMOE =
LAPG + LACL

2
. (12)343

This progressive optimization enables the model344

to first assess the overall authenticity of the news345

video, and then further infer the specific type of346

manipulation, enhancing robustness and general-347

ization under multimodal conditions.348

Answer Decoding. Finally, the output from the349

PMOE module Āattr is concatenated with the mul-350

timodal contextual representation fc, and the com-351

bined features are passed to the remaining layers352

of the LLM for decoding:353

P = LLMl+1:L

(
fc ⊗ Āattr) . (13)354

The output logits P are used to compute the final355

classification loss LCE with respect to the ground-356

truth label.357

2.4 Alignment-driven Event Checking358

To address the inconsistency between visual and359

textual modalities at the event level in fake news360

videos, we introduce the Alignment-driven Event361

Checking (ADEC) module to help the model learn362

modality-consistent representations. Specifically,363

given the previously obtained text features ft and364

visual features fv, we first feed the textual features365

ft into the first l layers of a Large Language Model366

(LLM) to obtain contextualized text embeddings:367

ft = LLM1:l(ft). (14)368

For brevity, we still use ft to represent the resultant 369

features. 370

We then perform average pooling on the visual 371

features fv and the contextualized text features ft 372

to extract representative global information f̄v and 373

f̄t. The pooled features f̄v and f̄t are then used in 374

a contrastive learning setup to align semantic con- 375

tent across modalities. We compute the modality 376

matching scores for both directions: 377

sv→t
ij =

exp(sim(f̄v
i , f̄

t
j/τ)∑N

j=1 exp(sim(f̄v
i , f̄

t
j/τ)

, (15) 378

st→v
ij =

exp(sim(f̄ t
i , f̄

v
j )/τ)∑N

j=1 exp(sim(f̄ t
i , f̄

v
j )/τ)

, (16) 379

where sim(·, ·) denotes cosine similarity, τ is the 380

temperature parameter, N is the batch size, and f̄v
i 381

and f̄ t
i denote the i-th news video and correspond- 382

ing text in a batch. 383

Subsequently, to guide the model in learning 384

semantically aligned cross-modal representations, 385

we construct a symmetric contrastive loss based on 386

the previously computed modality matching scores 387

to optimize the training process: 388

Lv→t = − 1

N

N∑
i=1

N∑
j=1

I(v, t) log sv→t
ij , (17) 389

Lt→v = − 1

N

N∑
i=1

N∑
j=1

I(v, t) log st→v
ij , (18) 390

where I(v, t) denotes the match label, set to 391

matched if the video and text belong to the same 392

news and the news is real, and unmatched other- 393

wise, including cross-news pairs and fake samples. 394

The final Alignment-driven Event Checking 395

(ADEC) loss is given by: 396

LADEC =
Lv→t + Lt→v

2
. (19) 397

2.5 Training and Inference 398

Training. The overall training objective com- 399

bines the losses from the Progressive MoE Adapter 400

(LPMOE), the Alignment-driven Event Checking 401

(LADEC), and the final classification stage (LCE). 402

The total loss is defined as: 403

Ltotal = LCE + LPMOE + LADEC. (20) 404

Inference. It is worth noting that during infer- 405

ence, the expert-based decision process in the 406
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PMOE module and the contrastive alignment in407

the ADEC module are no longer required. The408

model can directly utilize the fine-tuned Vision409

Language Model (VLM) to generate authenticity410

predictions for news videos, thereby avoiding any411

additional computational overhead.412

3 Experiments413

3.1 Experiments setup414

3.1.1 Implementation Details415

In this experiment, all results are obtained using 4416

NVIDIA GeForce RTX 4090 GPUs. To maintain417

consistency, we evenly sample 8 frames from each418

video based on the video’s duration, with each419

frame resized to 448× 448. We use InternVL2.5-420

8B (Chen et al., 2024) as the backbone VLM and421

select LoRA (Hu et al., 2022) for fine-tuning, with422

the LoRA rank set to 8 and LoRA alpha set to423

32, using bfloat16 precision. The temperature τ424

used in Eq.15, 16 is set to 0.07. Additionally, our425

batch size is set to 4, we train for 5 epochs on each426

dataset and select the parameters that perform best427

on the validation set for testing. During the first428

tenth of the total training steps, the learning rate is429

warmed up to 8e-5, and then a cosine schedule is430

used to decay the learning rate. We use the AdamW431

optimizer to update the parameters, with a weight432

decay of 0.1.433

3.1.2 Datasets and Evaluation Metrics434

Dataset. To evaluate the effectiveness of our435

FakeSV-VLM, we conduct experiments on two436

real-world fake news video datasets: FakeSV (Qi437

et al., 2023a) and FakeTT (Bu et al., 2024). The438

dataset partitioning follows prior work (Bu et al.,439

2024), (Wang et al., 2025), (Hong et al., 2025), (Qi440

et al., 2023a), dividing the dataset based on the441

release time of news videos with a 70%, 15%, and442

15% split for the training, validation, and test sets,443

respectively. For more details about the datasets,444

please refer to the Appendix C.1.445

Evaluation Metrics. We follow previous work446

(Bu et al., 2024), (Wang et al., 2025), (Hong et al.,447

2025), (Qi et al., 2023a) and use four metrics448

to evaluate the model’s performance: Accuracy449

(ACC), Macro F1 score (M-F1), Macro Precision450

(M-P), and Macro Recall (M-R).451

3.2 Quantitative Results452

To comprehensively evaluate the performance of453

our method, we conduct comparisons with 13 com-454

petitive baselines. For more details about the base- 455

lines, please refer to the Appendix C.2. Exten- 456

sive experiments are performed on two real-world 457

datasets: FakeSV and FakeTT. To ensure the reli- 458

ability of the results, each experiment is repeated 459

three times, and the average performance is re- 460

ported. The detailed quantitative results are pre- 461

sented in Table 1. Based on the results, we can 462

make the following observations: 463

First, FakeSV-VLM outperforms all existing 464

comparison methods across all evaluation metrics. 465

Specifically, it achieves improvements of 3.32% 466

and 5.02% in Accuracy, and 3.45% and 4.85% in 467

Macro-F1 on the FakeSV and FakeTT datasets re- 468

spectively, demonstrating the effectiveness of the 469

proposed model. 470

Second, Compared to unimodal methods, multi- 471

modal approaches achieve average improvements 472

of 8.42% and 10.71% in Accuracy on the FakeSV 473

and FakeTT datasets, respectively, highlighting the 474

importance of jointly modeling visual and textual 475

features in fake news videos detection. FakeSV- 476

VLM effectively leverages multimodal information 477

and achieves significant performance gains. 478

Finally, methods based on Vision-Language 479

Models (VLMs) show notably lower performance 480

than both unimodal and multimodal approaches, 481

the average Accuracy on FakeSV and FakeTT is 482

only 66.42% and 49.30%, indicating that zero- 483

shot VLMs alone are insufficient for fake news 484

video detection. Although closed-source VLMs 485

like the GPT series generally outperform open- 486

source ones, their advantages are not always con- 487

sistent—e.g., GPT-4.1-mini performs poorly on the 488

FakeTT dataset and tends to over-predict fakeness. 489

In contrast, FakeSV-VLM builds on a lightweight 490

open-source VLM with task-specific fine-tuning, 491

leading to significantly improved performance over 492

standard VLM-based zero-shot methods. 493

3.3 Ablation Study 494

Components Ablation Analysis. Table 2 495

presents the contribution of each component in our 496

framework. Compared to fine-tuning the backbone 497

alone, incorporating the PMOE module yields 498

notable performance gains on both datasets. Our 499

model achieves over 90% accuracy on FakeSV 500

and surpasses 88% on FakeTT for the first time. 501

Furthermore, using either the Detection MoE 502

or the Attribution MoE individually still brings 503

considerable improvements, demonstrating the 504

effectiveness of each detection branch. We also 505
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Dataset FakeSV FakeTT
Model ACC M-F1 M-P M-R ACC M-F1 M-P M-R
GPT-4o-mini 68.08 68.05 69.88 69.49 61.54 61.20 64.41 65.89
GPT-4.1-mini 70.30 70.25 70.61 70.87 49.16 48.54 62.50 59.70
Qwen2.5-VL 64.21 60.79 64.55 61.52 45.82 45.31 56.69 55.42
InternVL2.5 64.39 57.89 68.52 60.50 46.82 45.29 64.92 59.23
InternVL2.5-MPO 65.13 61.07 66.46 62.12 43.14 40.84 61.90 56.23
ViT 70.85 70.66 70.64 70.91 64.88 62.59 62.54 63.80
Bert 78.41 78.25 78.17 78.52 70.90 69.00 68.71 70.60
TikTec 73.06 72.79 72.73 72.93 66.56 65.55 66.50 68.62
FANVM 79.88 78.91 80.98 78.42 71.91 70.85 71.21 73.90
SV-FEND 80.81 80.19 81.08 79.84 77.26 75.55 74.94 77.13
FakingRecipe 84.69 84.39 84.57 84.25 79.26 77.53 76.86 78.89
CA-FVD 85.79 85.28 86.57 84.78 81.61 80.26 79.50 82.17
ExMRD 86.90 86.52 87.31 86.13 84.28 83.13 82.27 85.19
FakeSV-VLM (Ours) 90.22 89.97 90.55 89.64 89.30 87.98 87.80 88.17

Table 1: Performance comparison on two datasets. Best results are shown in bold.

Dataset FakeSV FakeTT
A B C D E ACC M-F1 M-P M-R ACC M-F1 M-P M-R

88.38 88.11 88.51 87.86 86.62 85.26 84.58 86.17
✓ ✓ 89.67 89.45 89.75 89.24 87.96 86.67 86.07 87.43

✓ ✓ 89.85 89.64 89.92 89.45 88.29 87.01 86.47 87.68
✓ ✓ 89.48 89.26 89.59 89.03 88.29 86.75 86.85 86.66

✓ ✓ ✓ 90.04 89.79 90.32 89.48 88.63 87.35 86.87 87.93
✓ ✓ ✓ 88.75 88.29 90.07 87.64 87.96 87.01 86.01 88.96
✓ ✓ ✓ ✓ 90.22 89.97 90.55 89.64 89.30 87.98 87.80 88.17

Table 2: Ablation study of components in FakeSV-VLM. A: Detetction MoE without Authenticity Probability
Guidance; B: Detetction MoE; C: Attribution MoE; D: Manipulation-Guided Artifact Perceiving; E: ADEC.

observe that even when used in isolation, the506

Manipulation-Guided Artifact Perceiving (MGAP)507

process helps enhance the model’s ability to508

identify manipulation cues, contributing to overall509

performance. Notably, when the Detection MoE510

does not leverage the Authenticity Probability511

Guidance, a slight performance drop is observed,512

which further validates the necessity of this513

guidance mechanism. In addition, the ADEC514

module alone brings partial improvements on515

both datasets, highlighting the importance of516

event-level semantic alignment across modalities517

in fake news video detection.518

Impact of the Number of Artifact Tokens q.519

We analyze the impact of the number of Artifact520

Tokens q on the final detection performance, as521

shown in Figure 3a. Experimental results demon-522

strate that the model achieves the best performance523

when q = 32. When the number of tokens is 524

too small, the model fails to capture sufficient key 525

information across modalities. Conversely, an ex- 526

cessive number of tokens may introduce redun- 527

dant information, which interferes with the model’s 528

representation learning and leads to performance 529

degradation. 530

Selection of Layer l. We analyze the effect of 531

extracting learnable Artifact Tokens and perform- 532

ing contrastive learning at different layers l of the 533

LLM, as shown in Figure 3b. The total number of 534

layers L is 32. Experimental results show that ex- 535

tracting tokens from shallower layers (e.g., layer 8) 536

yields suboptimal performance, indicating that the 537

model has not yet formed sufficiently rich semantic 538

representations at these depths. In contrast, extract- 539

ing tokens from intermediate layers (e.g., layers 12 540

and 16) significantly improves performance, as the 541
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Figure 2: Two classic cases of fake news videos selected from the FakeTT dataset.
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Figure 3: Ablation studies of different architectural
components in our FakeSV-VLM.

model is better able to integrate and align multi-542

modal information. However, performance begins543

to decline when extracting from deeper layers (e.g.,544

layers 20 and 24), likely due to excessive abstrac-545

tion, which causes the token representations to lose546

alignment-relevant information and ultimately de-547

grades detection performance.548

For more experimental results, please refer to549

the Appendix C.3 and C.4.550

3.4 Case Studies551

As illustrated in Figure 2, we present two repre-552

sentative cases from the FakeTT dataset to demon-553

strate the effectiveness of our proposed FakeSV-554

VLM framework.555

The first case, titled "Robot Ballroom Dancers556

at Shanghai Disneyland", features a performer557

dressed as a robot dancing. Models such as Fak-558

ingRecipe, CA-FVD, and EXMRD misclassify this559

video as real news. With both PMOE and ADEC 560

integrated, our model identifies manipulative pat- 561

terns between the performer’s actions and event 562

semantics through Detection MoE and Attribution 563

MoE, while ADEC enhances visual-text alignment. 564

These combined effects lead to correct fake news 565

detection. 566

The second case concerns the event "White Is- 567

land Volcano Eruption in December 2019". Al- 568

though the event is real, the video was repurposed 569

from another eruption to support a misleading nar- 570

rative. Existing models fail to detect this manipula- 571

tion. PMOE infers authenticity and manipulation 572

types, and ADEC reveals semantic inconsistencies 573

across modalities. Together, they enable accurate 574

classification of the video as fake news. 575

Additional other cases can be found in the Ap- 576

pendix D. 577

4 Conclusion 578

This paper presents FakeSV-VLM, a novel frame- 579

work for multimodal fake news videos detection 580

that fully leverages the reasoning capabilities of 581

Vision Language Models (VLMs) within an end- 582

to-end training paradigm. FakeSV-VLM integrates 583

VLMs into the entire optimization process, en- 584

abling more effective modeling of semantic authen- 585

ticity. To this end, we design the PMOE module, 586

which captures hierarchical manipulation patterns 587

through a two-stage expert mechanism, and the 588

ADEC module, which facilitates cross-modal se- 589

mantic alignment via contrastive learning. Exten- 590

sive experiments on real-world datasets demon- 591

strate that FakeSV-VLM consistently outperforms 592

state-of-the-art baselines, showcasing its strong 593

generalizability and effectiveness. 594
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Limitations595

Our framework leverages vision-language mod-596

els (VLMs) to detect fake news videos by inte-597

grating multiple specialized components. Despite598

the strong performance, several limitations remain.599

First, due to limited computational resources, we600

are currently unable to scale our system to larger601

VLM backbones, which may further enhance per-602

formance. Second, the lack of high-quality, fine-603

grained benchmark datasets remains a challenge.604

In particular, there is no existing dataset that pro-605

vides detailed annotations indicating which spe-606

cific parts of a news video are fabricated or mis-607

leading. In future work, we plan to construct such608

a dataset to support more interpretable and fine-609

grained evaluation of multimodal misinformation610

detection systems.611
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A Related Work800

A.1 Fake News Videos Detection801

Fake news video detection aims to verify the au-802

thenticity of news events by analyzing video con-803

tent and related metadata. Early methods focused804

on single modalities, such as analyzing texture re-805

lationships between frames (Saddique et al., 2019)806

or changes in optical flow (Al-Sanjary et al., 2018),807

but often ignored other useful signals. Recent mul-808

timodal approaches have demonstrated greater ef-809

fectiveness. For example, SV-FEND (Qi et al.,810

2023a) integrates visual, textual, and audio infor-811

mation from video content, comments, and descrip-812

tions. ExMRD (Hong et al., 2025) further improves813

performance by distilling knowledge from VLMs814

to enrich text and aligning it with key video frames.815

A.2 Vision Language Models816

In recent years, Vision Language Models (VLMs)817

have garnered widespread attention for their ability818

to integrate multiple modalities, spurring a surge of819

impactful research. For instance, GPT-4 (Achiam820

et al., 2023), as a representative closed-source821

model, has made significant advances in both text822

and image understanding. Google’s Gemini se-823

ries (Team et al., 2023) further showcases strong824

capabilities in handling image, video, and text,825

advancing cross-modal reasoning. Open-source826

VLMs have also thrived: BLIP2 (Li et al., 2023) ex-827

cels in image understanding and generation, while828

QwenVL2 (Wang et al., 2024) improves image829

and video comprehension via dynamic resolution.830

These models are widely applied to downstream831

tasks (Zhang et al., 2024b,a; Liang et al., 2024). In832

fake news detection, VLMs have also shown great833

promise (Qi et al., 2024; Liu et al., 2024; Hu et al.,834

2024), though most focus on text-image modal-835

ities, with limited work on video. In this work,836

we incorporate VLMs into the training process to837

explore their potential in multimodal video-based838

fake news detection.839

B Human Prompt Design840

To effectively guide the Vision Language Models841

(VLMs) in performing judgment tasks, we assign842

it a well-defined role and design human-written843

prompts with contextual awareness. These prompts844

not only provide clear task instructions and main-845

tain a consistent reasoning format, but also incor-846

porate the linguistic styles of different data sources,847

enabling the model to better understand the task in- 848

tent and generate responses that align with human 849

expectations. 850

For the Chinese dataset FakeSV, we design Chi- 851

nese prompts that align with the common linguistic 852

habits and expressive styles of Chinese short-video 853

platforms, while maintaining clarity and neutrality: 854

Prompt Used in FakeSV

你是一名经验丰富的新闻视频事实核查
助手，始终保持中立和客观的立场。你
能够处理各种类型的新闻，包括敏感或
有争议的内容。
根据新闻视频描述、新闻事件以及关
键帧，你需要判断该新闻视频的真实
性。如果该视频更可能是假新闻，请
返回fake；否则，返回real。请避免使
用诸如“无法确定”之类的模棱两可的评
价。
新闻视频描述：<description>
新闻事件：<event>
新闻关键帧：<video>
你 的 判 断 （ 不 需 要 分 析 ， 只 返
回real或fake）：

855

For the English dataset FakeTT, we construct 856

English prompts using concise and direct language 857

that mirrors the tone of user-generated short-video 858

content, while preserving clarity and neutrality: 859

Prompt Used in FakeTT

You are an experienced news video fact-
checking assistant, maintaining a neutral
and objective stance at all times. You are
capable of handling various types of news,
including sensitive or controversial content.
Given the news video description, news
event and key frames, you need to predict
the authenticity of the news video. If the
video is more likely to be fake news, return
fake; otherwise, return real. Please avoid
providing ambiguous evaluations such as
undetermined.
News video description: <description>
News events: <event>
News video key frames: <video>
Your prediction (no need to give your anal-
ysis, return real or fake only):

860
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C Other Experimental Details861

C.1 Dataset862

To evaluate the effectiveness of our proposed863

method on multimodal fake news video detec-864

tion, we utilize two real-world short video datasets:865

FakeSV for Chinese and FakeTT for English sce-866

narios.867

FakeSV. FakeSV is the largest Chinese short-868

video dataset for fake news detection at the time869

of release. It was collected from popular Chinese870

short-video platforms and covers widely circulated871

real and fake news content in authentic social envi-872

ronments. Each sample contains multiple modal-873

ities, including the video itself, event, user com-874

ments, metadata, and publisher information. In our875

experiments, we focus on three core modalities:876

the video content, the textual description, and the877

associated news event.878

FakeTT. FakeTT is an English-language dataset879

constructed for fake news detection in short videos,880

collected from mainstream English short-video881

platforms. It includes a variety of fact-checked882

news events verified by professional fact-checking883

organizations. Each sample provides access to the884

video, the textual event, and related metadata. Con-885

sistent with our setup in FakeSV, we primarily use886

the video, the textual description, and the corre-887

sponding news event in our experiments.888

Additional statistics can be found in Table 3.889

C.2 Baselines890

To validate the effectiveness of CFGE, we com-891

pare it with 13 competitive baselines, which are892

categorized into three groups.893

C.2.1 VLM based methods894

Utilizing a Vision Language Model for cross-895

modal reasoning and decision-making. We pro-896

cess each news video using the prompt templates897

detailed in Appendix A. For each video, we uni-898

formly sample 8 keyframes, and resize each frame899

to a resolution of 448×448 before input. To ensure900

consistency with the main experiments, we used901

the 8B version for all open-source VLMs.902

• GPT-4o-mini: (Achiam et al., 2023) A com-903

pact and cost-efficient multimodal model devel-904

oped by OpenAI, GPT-4o-mini supports both text905

and image inputs, delivering text outputs. It sur-906

passes GPT-3.5 Turbo in academic benchmarks907

across textual intelligence and multimodal reason- 908

ing, making it suitable for resource-constrained 909

applications. 910

• GPT-4.1-mini: (OpenAI, 2025) An enhanced 911

version of OpenAI’s small-scale models, GPT-4.1- 912

mini achieves performance comparable to GPT-4o 913

while offering reduced latency and cost. It fea- 914

tures a 1 million token context window and excels 915

in tasks requiring long-context understanding and 916

instruction following. 917

• Qwen2.5-VL: (Bai et al., 2025) Developed by 918

Alibaba Group’s Qwen team, Qwen2.5-VL is a 919

multimodal vision-language model available in 3B, 920

7B, 32B and 72B parameter sizes. It introduces 921

advanced features like window attention in the Vi- 922

sion Transformer encoder and dynamic resolution 923

processing, enhancing its capabilities in document 924

parsing and long-video comprehension. 925

• InternVL2.5: (Chen et al., 2024) An advanced 926

Vision Language Model series that builds upon In- 927

ternVL 2.0, maintaining its core architecture while 928

introducing significant enhancements in training 929

strategies and data quality. InternVL2.5 demon- 930

strates competitive performance across various 931

benchmarks, including multi-discipline reasoning 932

and document understanding. 933

• InternVL2.5-MPO: (Chen et al., 2024) An ex- 934

tension of InternVL2.5 that incorporates Mixed 935

Preference Optimization (MPO) to further enhance 936

multimodal reasoning capabilities. 937

C.2.2 Unimodal methods 938

Utilizing only one modality for authenticity deter- 939

mination. 940

• ViT: (Dosovitskiy et al., 2020) ViT is a vision 941

transformer model that directly extracts seman- 942

tic features from image patches using the Trans- 943

former architecture. In this work, we sample 8 944

key frames from each video and use ViT to obtain 945

a 768-dimensional feature vector for each frame. 946

These vectors are subsequently fed into a two-layer 947

MLP to generate the final classification result. 948

• BERT: (Devlin et al., 2019) BERT is a pretrained 949

language representation model that captures deep 950

bidirectional semantic information from unlabeled 951

text. We input both the news video description and 952

the news event information into BERT and extract 953

the [CLS] token as the holistic semantic representa- 954

tion. The resulting 768-dimensional feature vector 955

is passed through a two-layer MLP to generate the 956

final classification result. 957
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Table 3: The statistical information of both datasets

Dataset Time Range Fake Real Total Duration(s) Language Platform

FakeSV 2017/10-2022/02 1,810 1,814 3,624 39.88 Chinese
Douyin

Kuaishou
FakeTT 2019/05-2024/03 1,172 819 1,991 47.69 English TikTok

C.2.3 multimodal methods958

Utilizing information from multiple modalities for959

authenticity determination.960

• TikTec: (Shang et al., 2021) TikTec is a mul-961

timodal misinformation detection framework tar-962

geting misleading COVID-19 short videos, where963

deceptive content is jointly expressed across visual,964

audio, and textual modalities. It leverages video965

captions to guide the extraction of key visual cues966

and models the interplay between visual and audio967

signals.968

• FANVM: (Choi and Ko, 2021) FANVM is a969

topic-agnostic fake news video detection model970

that combines adversarial learning and topic mod-971

eling. It estimates topic distributions from video972

titles/descriptions and comments to identify stance973

inconsistencies, and employs an adversarial neural974

network to extract topic-independent features. This975

approach effectively captures cross-modal stance976

differences and enhances fake news video detec-977

tion.978

• SV-FEND: (Qi et al., 2023a) SV-FEND is a mul-979

timodal detection model built upon the FakeSV980

dataset, which integrates both news content (in-981

cluding text, audio, keyframes, and video clips)982

and social context (comments and user profiles).983

It employs two cross-modal Transformer layers to984

model the interactions between text and audio, and985

between text and visual features. A self-attention986

layer is further used to fuse the content features987

with social context representations.988

• FakingRecipe: (Bu et al., 2024) From the989

perspective of the creation process of fake news990

videos, we integrate visual, textual, and audio991

modalities while simultaneously considering emo-992

tional cues present in both text and audio. By993

modeling the underlying patterns in material se-994

lection and editing, the approach aims to uncover995

deceptive signals embedded in the generation of996

multimodal content. This enables the detection sys-997

tem to capture anomalies in emotional expression,998

semantic content, and temporal structure, thereby999

improving both the accuracy and interpretability1000

of fake news video detection. 1001

• CA-FVD: (Wang et al., 2025) Focuses on de- 1002

tecting fake news videos by examining the con- 1003

sistency between different modalities. It utilizes 1004

multimodal large language models (MLLMs) to 1005

generate pseudo labels that indicate the degree of 1006

cross-modal alignment. In addition, it integrates 1007

emotional features from both textual and audio 1008

inputs to further enhance the model’s ability to 1009

capture discrepancies and deceptive cues across 1010

modalities. 1011

• ExMRD: (Hong et al., 2025) ExMRD is an ex- 1012

plainable micro-video rumor detection framework 1013

that leverages a novel three-step Chain-of-Thought 1014

(CoT) inference mechanism—Refining, Retriev- 1015

ing and Reasoning (R3CoT)—to reorganize low- 1016

quality content, retrieve domain knowledge, and 1017

perform logical reasoning. Instead of fine-tuning 1018

large models directly, ExMRD distills the CoT- 1019

guided outputs from MLLMs into a lightweight 1020

Small Language Reviewer (SLReviewer), ensuring 1021

efficient and interpretable predictions. This design 1022

enables the model to provide high-quality ratio- 1023

nales while maintaining competitive accuracy with 1024

reduced computational cost. 1025

C.3 Impact of Entropy Loss 1026

To verify whether the proposed PMOE module 1027

functions as intended, we introduce an additional 1028

entropy loss term into the overall loss. Specifically, 1029

we extract the probability distribution produced 1030

by the four attribution experts and compute the 1031

entropy as a regularization term, which is then in- 1032

corporated into the total loss for joint optimization: 1033

Ltotal = LCE+LPMOE+LADEC+

4∑
i=1

H(pi), (21) 1034

1035
H(pi) = −pi log pi, (22) 1036

where pi represents the predicted probability that 1037

the news video is attributed to the i-th expert. 1038

As shown in Table 4, we observe a decline in 1039

performance after introducing the entropy loss. We 1040
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Dataset FakeSV FakeTT
Entropy Loss Setting ACC M-F1 M-P M-R ACC M-F1 M-P M-R

w/ Entropy Loss 89.85 89.62 90.00 89.75 86.96 85.72 84.92 86.93
w/o Entropy Loss 90.22 89.97 90.55 89.64 89.30 87.98 87.80 88.17

Table 4: Ablation study on the effect of entropy loss in the PMOE module.

Layers ACC M-F1 M-P M-R
8 & 12 88.96 87.63 87.37 87.92
12 & 16 88.96 87.63 87.37 87.92
12 only 89.30 87.98 87.80 88.17

Table 5: Experiments of PMOE placement at different
LLM layers on the FakeTT dataset.

hypothesize that this is because the entropy term1041

enforces a more deterministic routing of tokens,1042

causing them to concentrate on a single expert.1043

This reduction in expert selection diversity may1044

limit the model’s ability to flexibly assign tokens1045

to the most appropriate expert based on input varia-1046

tions, ultimately leading to degraded performance.1047

C.4 Effect of PMOE Placement on Model1048

Performance1049

We conduct experiments to examine the impact1050

of placing the PMOE module at different layers.1051

As shown in Table 5, placing PMOE at layer 121052

alone achieves the highest accuracy, indicating that1053

a single PMOE module is sufficient for effective1054

manipulation reasoning. In contrast, placements at1055

layers 8 and 12 or 12 and 16 slightly reduce perfor-1056

mance, suggesting that misaligned injection timing1057

may weaken the interaction between manipulation1058

cues and contextual representations.1059

D Other Case Studies1060

D.1 Successful Cases1061

As illustrated in Figure 4, we present two success-1062

ful cases from the FakeSV dataset in 4a and two1063

cases from the FakeTT dataset in 4b to demon-1064

strate the effectiveness of our proposed FakeSV-1065

VLM framework. For consistency, we translate1066

the news video content in the FakeSV dataset into1067

Chinese.1068

The first case is titled "An unprecedented rain1069

of stones fell in Rome, Italy, on Wednesday",1070

which falsely describes a fabricated weather phe-1071

nomenon. Models such as FakingRecipe, CA-FVD1072

and ExMRD misclassify the video as real news.1073

Without the PMOE module, the model fails to de-1074

tect the manipulation. However, after incorporating 1075

PMOE, the model successfully identifies the ab- 1076

normality by leveraging expert reasoning over the 1077

overall authenticity and attribution type, ultimately 1078

leading to the correct classification as fake news. 1079

The seconde case is titled "Typhoon Anji blew 1080

people away", which presents a real news event but 1081

is exaggerated through dramatic captioning. While 1082

FakingRecipe, CA-FVD and ExMRD misclassify 1083

the video as fake news, our method produces the 1084

correct prediction. Without ADEC, the model fails 1085

to resolve the inconsistency. After incorporating 1086

the ADEC module, the model effectively verifies 1087

the alignment between the visual content and the 1088

claimed event semantics, enabling it to correctly 1089

identify the video as real news. 1090

The third case is titled "Tom Selleck died in De- 1091

cember 2022", which falsely claims the death of 1092

the well-known actor. FakingRecipe and CA-FVD 1093

fail to recognize the manipulation. With the integra- 1094

tion of the PMOE module, the model first evaluates 1095

the overall authenticity of the video through the 1096

Detection MoE, and then further infers the poten- 1097

tial type of manipulation via the Attribution MoE, 1098

enabling it to correctly identify the video as fake 1099

news. 1100

The fourth case involves the event "Biden 1101

Caught Using Teleprompter During Interview". Al- 1102

though the footage in the video is real, the claim 1103

is taken out of context to suggest deception. Fak- 1104

ingRecipe, CA-FVD and ExMRD misclassify this 1105

video as fake news. Building upon the hierarchical 1106

reasoning of overall authenticity and manipulation 1107

types provided by the PMOE module, the ADEC 1108

module further captures fine-grained semantic in- 1109

consistencies between the narrative content and 1110

the visual-textual evidence. This collaboration en- 1111

ables the model to more accurately identify context- 1112

based manipulations and make correct predictions. 1113

D.2 Failure Cases 1114

As illustrated in Figure 5, we present a failure case 1115

from the FakeSV dataset in 5a and a from the 1116

FakeTT dataset in 5b to highlight the limitations of 1117
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(a) Two successful cases from the FakeSV dataset.
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Biden Caught Using 
Teleprompter During 
Interview

(b) Two successful cases from the FakeTT dataset.

Figure 4: Four successful cases of fake news videos selected from the FakeSV and FakeTT datasets.
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(a) A failure cases from the FakeSV dataset.

Tom Selleck died in December 2022

Real News

a meteor landing of-
fshore in Germany

News event W/O PMOE: Fake
W/O ADEC: Fake

FakeSV-VLM: Fake

Real News

News event

a meteor landing of-
fshore in Germany

Fakingrecipe：Fake
CA-FVD：Fake
ExMRD：Fake

FakeSV-VLM：Fake

(b) A failure cases from the FakeTT dataset.

Figure 5: Two failure cases of fake news videos selected from the FakeSV and FakeTT datasets.

our proposed FakeSV-VLM framework in handling1118

challenging scenarios.1119

The first case is titled "Man sentenced to 41120

months for confronting a high-speed rail seat hog",1121

which is in fact a fabricated news event. Never-1122

theless, due to the presence of real-world footage1123

and a highly plausible narrative structure, the video1124

appears highly credible in form. As a result, mul- 1125

tiple detection models—including our proposed 1126

FakeSV-VLM—misclassify the video as real news. 1127

This outcome highlights the potential risk of mis- 1128

judgment when models encounter carefully manip- 1129

ulated content that incorporates authentic visual 1130

elements. 1131
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The second case is titled "A meteor landing off-1132

shore in Germany", which describes a real event1133

captured from a public livestream. Despite being1134

factually correct, the video was misclassified as1135

fake by several models. We suspect that the un-1136

usual visual features and lack of explicit semantic1137

grounding in the textual description hindered the1138

alignment process. Such mismatch makes it diffi-1139

cult for the model to establish a clear cross-modal1140

correspondence. This suggests that when natural1141

phenomena appear visually ambiguous or rare, the1142

model may overfit to visual irregularity signals and1143

fail to correctly align them with benign event se-1144

mantics.1145
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