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Abstract

Understanding and decoding human brain activity from electroencephalography
(EEG) signals is a fundamental problem in neuroscience and artificial intelligence,
with applications ranging from cognition and emotion recognition to clinical di-
agnosis and brain–computer interfaces. While recent EEG foundation models
have made progress in generalized brain decoding by leveraging unified archi-
tectures and large-scale pretraining, they inherit a scale-agnostic dense modeling
paradigm from NLP and vision. This design overlooks an intrinsic property of neu-
ral activity—cross-scale spatiotemporal structure. Different EEG task patterns
span a broad range of temporal and spatial scales, from brief neural activations to
slow-varying rhythms, and from localized cortical activations to large-scale dis-
tributed interactions. Ignoring this diversity may lead to suboptimal representations
and weakened generalization ability. To address these limitations, we propose
CSBrain, a Cross-scale Spatiotemporal Brain foundation model for generalized
EEG decoding. CSBrain introduces two key components: (i) Cross-scale Spa-
tiotemporal Tokenization (CST), which aggregates multi-scale features within
localized temporal windows and anatomical brain regions into compact scale-aware
token representations; and (ii) Structured Sparse attention (SSA), which models
cross-window and cross-region dependencies for diverse decoding tasks, further
enriching scale diversities while eliminating the spurious dependencies. CST and
SSA are alternately stacked to progressively integrate cross-scale spatiotemporal
dependencies. Extensive experiments across 11 representative EEG tasks and 16
datasets demonstrate that CSBrain consistently outperforms both task-specific mod-
els and strong foundation baselines. These results establish cross-scale modeling
as a key inductive bias for generalized EEG decoding and highlight CSBrain as a
robust backbone for future brain–AI research. The code and model are available at
https://github.com/yuchen2199/CSBrain.

1 Introduction

Understanding and decoding human brain activity is a long-standing ambition of neuroscience
and artificial intelligence, with implications ranging from cognitive science to medical diagnostics
and brain-computer interfaces (BCI) [1–6]. Among various neural recording modalities, electroen-
cephalography (EEG) is particularly attractive due to its non-invasive nature, high temporal resolution,
and affordability [7–10]. EEG signals are high-dimensional, multichannel time series that reflect the
brain’s dynamic electrical activity and are widely applied to abnormal identification [11, 12], motor
imagery [13, 14], emotion analysis [15, 16], sleep stage analysis [17, 18], seizure detection [19, 20],
and various neurological disorders [21–23]. Over the past decade, a variety of task-specific deep
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learning models—spanning CNNs [24–26], RNNs [27–29], GNNs [30? –35] , and Transformers
[36–38] —have been proposed for EEG decoding in the aforementioned applications. Although
effective in narrow settings, these models are typically tightly coupled to specific datasets and task
formats, limiting their generalizability and scalability [39, 40].

Motivated by the paradigm shift in AI from task-specific to foundation models, recent efforts have
explored brain foundation models [40–46] that aim to learn universal EEG representations across
diverse brain decoding tasks via unified architectures and large-scale self-supervised pretraining.
These models represent a significant step toward generalizable EEG decoding, and most adopt a
pipeline transplanted from natural language processing and computer vision [47–52] (as shown in
Figure 1(a)): EEG signals are first segmented into fixed-scale tokens, and then dense attention is
applied across tokens to model dependencies. However, such scale-agnostic and dense modeling
strategies fundamentally mismatch the intrinsic cross-scale spatiotemporal nature of EEG signals,
which is critical for accurately capturing task-specific neural patterns.

Specifically, different EEG decoding tasks inherently exhibit distinct spatiotemporal scales.
From a temporal perspective, distinct EEG decoding tasks exhibit significant differences in neural
dynamics [53, 54]. For instance, motor and speech imagine tasks involve transient bursts of activity
over short time windows [55, 56], whereas sleep staging relies on slower oscillatory cycles across
longer timescales [57]. From a spatial perspective, tasks differ in the activation patterns of brain
regions due to the functional specialization of human brains [55, 58]. Motor imagery typically
involves localized or focal neural activations [59], while emotion recognition requires coordinated
activity across widely distributed brain regions [60], reflecting longer-range spatial dependencies.
Such variability in spatiotemporal scales across tasks places strong demands on token representations
and modeling capacity. Most existing foundation models face three key limitations [61, 62]: (1)
Scale-agnostic tokenization: They rely on a one-time fixed-scale tokenization strategy, resulting
in token representations that fail to accommodate the diverse neural patterns across tasks. These
tokens often suffer from scale mismatch and semantic dilution, which undermines their effectiveness
as the most fundamental modeling units. (2) Structure-agnostic dense attention: Due to the
lack of spatiotemporal scale awareness in tokenization, existing foundation models rely on dense
attention across all tokens to uncover task-specific neural patterns underlying noisy signals. However,
indiscriminately applying attention to suboptimal tokens, without considering the intrinsic cross-scale
structures, tends to introduce spurious dependencies due to the inherently high noise of EEG signals
[14, 63], ultimately degrading representation quality and increasing computational overhead. (3)
Limited generalization: These limitations collectively hinder the generalization and adaptability of
unified EEG foundation models across diverse BCI tasks with heterogeneous spatiotemporal scales.

To address these limitations, we argue that EEG foundation models must move beyond scale-agnostic,
dense modeling paradigms and embrace cross-scale, structure-aware architectures that respect the
intrinsic regional organisation and temporal dynamics of neural activity. In this paper, we propose
CSBrain, a Cross-scale Spatiotemporal Brain foundation Model for generalized EEG decoding,
as illustrated in Figure 1(b). Guided by neurophysiological priors, CSBrain decomposes EEG
signals along spatial and temporal axes into distinct brain regions and windows, and captures cross-
scale dependencies both within and across these structures, yielding robust and highly adaptable
representations. Specifically, we propose a Cross-scale Spatiotemporal Tokenization (CST) module,
which captures EEG features at multiple temporal and spatial scales within localized regions. By
integrating these patterns into compact token representations, CST enables adaptable alignment with
diverse spatiotemporal requirements of EEG decoding tasks. Building upon these scale-aware tokens,
we propose a Structured Sparse Attention (SSA) module to further enrich the diversity of modeling
scales for EEG. SSA captures long-range dependencies across temporal windows and brain regions
in a structured and efficient manner. By replacing costly dense attention, SSA reduces spurious
dependencies and computational overhead, yielding more discriminative representations for noisy
EEG signals. Finally, CST and SSA are alternately stacked and mutually reinforcing, progressively
integrating cross-scale dependencies across both temporal and spatial dimensions. This hierarchical
design enables CSBrain to build robust EEG representations that reflect the complex patterns of
neural activity, thereby achieving superior generalization across EEG decoding tasks with inherently
diverse spatiotemporal demands. CSBrain fundamentally differs from prior EEG foundation models
by explicitly addressing and leveraging the intrinsic cross-scale spatiotemporal structure of neural
activity, a property often overlooked by previous scale-agnostic dense modeling paradigms. Overall,
our contribution can be summarized as follows:
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Figure 1: Comparison between previous brain foundation models and our proposed CSBrain. (a)
Prior models adopt a scale-agnostic and densely connected architecture, which fails to reflect the
intrinsic cross-scale spatiotemporal nature of EEG signals. (b) To address these limitations, we
propose a cross-scale, sparsity-aware architecture that enables efficient and robust EEG representation
learning, supporting generalization across brain decoding tasks with diverse spatiotemporal demands.
(c) CSBrain outperforms both task-specific and foundation baselines on 11 representative tasks across
16 datasets, demonstrating consistent and superior performance.

• We propose CSBrain, a Cross-scale Spatiotemporal Brain foundation model for generalized
brain decoding, offering a cross-scale, structure-aware architecture that effectively captures
multi-scale spatiotemporal neural patterns across diverse tasks.

• We introduce Cross-scale Spatiotemporal Tokenization (CST) to explicitly integrate multi-
scale neural patterns within temporal windows and brain regions into compact, scale-
aware tokens. Additionally, Structured Sparse Attention (SSA) is designed to efficiently
capture long-range dependencies across windows and regions, thereby enriching modeling
scale diversity. Alternately stacked, CST and SSA progressively integrate cross-scale
dependencies, enabling robust EEG representations across tasks.

• Extensive experiments across 11 representative EEG decoding tasks and 16 public datasets
demonstrate CSBrain’s superiority over both task-specific and foundation models. Further
analysis reveals diverse cross-scale patterns across tasks, establishing cross-scale modeling
as a key inductive bias for generalized EEG decoding.

2 Model Architecture

The overall framework of CSBrain is illustrated in Figure 2. The model first applies a standardized
preprocessing module to extract initial feature representations from raw EEG signals. These features
are then fed into the Cross-scale Spatiotemporal Tokenization (CST) module, which constructs
robust cross-scale tokens by aggregating multi-resolution information within localized temporal
windows and anatomically defined brain regions. Built upon these semantically enriched tokens,
the Structured Sparse Attention (SSA) module expands the modeling scope, capturing long-range
dependencies across time and brain regions while avoiding redundant interactions. CST and SSA are
alternately stacked for L layers, progressively integrating cross-scale spatiotemporal dependencies.
Finally, a lightweight task-specific head is attached to support various objectives, including masked
reconstruction during pretraining and classification or regression for downstream tasks.

2.1 EEG Signal Preprocessing

Initially, we formalize the input EEG signals as E ∈ R|Cx|×T , where Cx ⊆ C denotes the set
of electrodes used, and T denotes the number of timestamps. C corresponds to the standardized
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Figure 2: Overview of the CSBrain architecture. After EEG signal preprocessing, the Cross-
scale Spatiotemporal Tokenization (CST) module encodes multi-resolution features within localized
temporal windows and brain regions to produce robust, scale-aware tokens. The Structured Sparse
Attention (SSA) module then captures long-range dependencies across windows and regions in a
structured and efficient manner. CST and SSA are alternately stacked for L layers to progressively
integrate cross-scale spatiotemporal dependencies to build unified and robust representations for
diverse BCI tasks with varying spatiotemporal scales. Finally, a lightweight task head is appended
for reconstruction, classification, or regression.

international 10-20 system. To enhance signal quality and ensure feature consistency across datasets,
we follow prior works [41, 40] and apply a standardized signal preprocessing pipeline.

Signal Standardization. The raw signals E are processed with a band-pass filter to remove low-
frequency drifts and high-frequency noise, followed by a notch filter to eliminate power line interfer-
ence. The signals are then resampled to a uniform rate of 200 Hz and scaled to 100 µV to normalize
the amplitude range to [−1, 1]. To enable representation learning, the preprocessed EEG signal is
temporally segmented into non-overlapping segments of length t, resulting in Ep ∈ RC×n×t, where
n =

⌊
T
t

⌋
is the number of segments per electrode.

Preliminary Feature Encoding. We extract both temporal and spectral features from each segment
in Ep. Local temporal dynamics are captured using 1D convolutions with normalization, while
spectral information is obtained by applying a Fast Fourier Transform (FFT) followed by a fully
connected layer to encode frequency energy distributions. The two feature types are fused to form
a unified feature embedding. Finally, we add a learnable positional encoding [46], resulting in the
initial EEG representation x(0) ∈ RC×n×d, where d denotes the feature embedding dimension.

2.2 Cross-scale Spatiotemporal Tokenization (CST)

Due to the inherent cross-scale spatiotemporal nature of EEG signals, informative neural patterns
emerge at heterogeneous temporal and spatial resolutions. Previous EEG decoding methods adopting
a fixed token granularity cannot effectively capture such patterns, limiting its generalizability across
diverse BCI tasks. To address this, we propose Cross-scale Spatiotemporal Tokenization (CST),
which encodes multi-resolution information within localized temporal windows and anatomically
defined brain regions into unified token representations. These tokens form the basic modeling
units for subsequent attention computation. In the following, we detail the two components of CST:
Temporal Tokenization, which captures multi-scale temporal patterns within local time windows (i.e.,
intra-window), and Spatial Tokenization, which extracts region-specific features within anatomical
brain regions (i.e., intra-region).

Temporal Tokenization. To enable tokenization at various temporal resolutions, we introduce multi-
scale temporal convolution kernels CT = {Conv(k)

t }Kk=1, where K denotes the number of kernels
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and each temporal kernel Conv(k)t has a kernel size s
(k)
t and output embedding dimension dk. Given

the preprocessed EEG feature x(l−1) ∈ RC×n×d, for each location (i, j), where i ∈ {1, . . . , n}
and j ∈ {1, . . . , C} denotes the temporal and electrode channel indices, respectively, we define a
localized temporal window W(k)

t (i) centered at i for the k-th scale with size s
(k)
t . Subsequently,

the multi-scale temporal convolution is applied over these windows to extract temporal patterns at
varying resolutions for each location. The process can be formulated as:

x̂
(l)
i,j = Concat

(
{Conv(k)t (W(k)

t (i))}Kk=1

)
+ Projt(x

(l−1)
i,j ), (1)

where Projt is a residual projection for dimension alignment. The outputs from different temporal
kernels are concatenated to form a temporally cross-scale token x̂

(l)
i,j , which captures rich temporal

dynamics within each channel. The resulted token representations could enhance model’s robustness
to signal noise and scalability to diverse decoding tasks with varying temporal patterns.

Spatial Tokenization. Similar to Temporal Tokenization, we design multi-scale spatial convolution
kernels CS = {Conv(k)s }Kk=1, with each spatial kernel Conv(k)

s has a kernel size s
(k)
t and output

embedding dimension dk. To encode spatial context across functionally related electrodes in each
brain region at multiple scales, we utilize these convolution kernels to aggregate electrode features
within anatomically defined brain regions. Specifically, given EEG feature x̂(l) ∈ RC×n×d after
Temporal Tokenization, we first divide electrodes into a set of brain regions R = {Rr}Rr=1 based on
the 10–20 system, where each region Rr comprises spatially adjacent electrodes. For each electrode
j ∈ Rr, we define localized spatial neighborhoods W(k)

s (j) ⊆ Rr with size s
(k)
s within brain region

for the k-th scale. Finally, the spatial tokenization is performed by applying multi-scale spatial
convolution kernels over their corresponding neighborhoods:

x̃
(l)
i,j = Concat

(
{Conv(k)

s (W(k)
s (j))}Kk=1

)
+ Projs(x̂

(l)
i,j), (2)

where Projs is a residual projection for dimension alignment. The outputs from different spatial
kernels are concatenated to form the final cross-scale token representation x̃

(l)
i,j , capturing localized

spatial dependencies within each brain region. x̃(l)
i,j encapsulates spatiotemporal characteristics across

diverse scales, serving as the final output of CST module and providing robust scale-aware features
for downstream attention computation.

To balance representational capacity and computational efficiency, we allocate embedding dimensions
across scales in an exponentially decaying scheme: dk ∝ 1

2k
,

∑K
k=1 dk = d, i.e., assigning higher

dimensions to smaller kernels to retain fine-grained features, while allocating lower dimensions to
larger kernels that summarize coarse context. This strategy aligns representational capacity with
information density at each scale for balanced and efficient EEG representation.

2.3 Structured Sparse Attention (SSA)

Prior approaches typically apply dense attention uniformly across fixed-scale tokens. While effective
in some cases, such indiscriminate attention can introduce spurious dependencies, reduce repre-
sentational quality, and increases computational costs. Meanwhile, our CST provides structured,
cross-scale token representations within localized temporal windows and brain regions, laying a
robust representational space for further modeling. Building upon this, we propose Structured Sparse
Attention (SSA), which efficiently captures long-range dependencies across temporal windows and
spatial regions while avoiding redundant interactions. SSA complements CST along both temporal
and spatial scales, and together they enable structured cross-scale modeling of EEG representations.
SSA consists of two components: Inter-window Attention, responsible for capturing long-range
temporal dependencies across local windows, and Inter-region Attention, which models spatial
dependencies across distinct brain regions.

Inter-window Attention. Given the cross-scale tokens x̃(l)
i,j ∈ RC×n×d, we first perform a temporal

grouping operation to form cross-window groups. Specifically, for each relative index g ∈ {1, . . . , w},
we collect all tokens that occupy the same position g in each window to form a temporal group
G(g)
t . Self-attention is then computed within each group to model structured long-range dependencies

across time:
x̃
(l,win)
i,j = Attn(G(g)

t )i,j + x̃
(l)
i,j . (3)
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Figure 3: The overview of CSBrain pre-training process.

This design enables efficient and structured temporal interaction while avoiding redundancy.

Inter-region Attention. To ensure structured sparsity while maintaining coverage across all elec-
trodes, we perform a spatial grouping operation to construct multiple spatial groups across brain
regions. Unlike temporal windows (which have fixed lengths), the number of electrodes varies across
brain regions. In regions with more electrodes, CST might not fully capture all information. By
introducing the regional descriptor, we ensure complete information flow between regions. For each
group, we sequentially sample a token xrep

r from each region Rr, and combine it with the average
feature of Rr to form a covering partition of the regional descriptor:

x̃r = x̃rep
r + ϕ (P(Rr)) , r = 1, . . . , R, (4)

where P(Rr) denotes the mean-pooled feature of region Rr, and ϕ(·) is a learnable linear transforma-
tion. Notably, this ensures that each token is enriched by its region’s context while preserving original
information before inter-region attention and does not physically rearrange token positions. These
descriptors are assembled into a spatial group G(g)

s = {x̃1, x̃2, . . . , x̃R}, over which self-attention is
applied to capture structured dependencies across anatomical regions:

x̃
(l,reg)
i,j = Attn(G(g)

s )i,j + x̃
(l,win)
i,j . (5)

Finally, we apply layer normalization and a feedforward network with residual connection to refine
the output:

x
(l)
i,j = FFN

(
LN

(
x̃
(l,reg)
i,j

))
+ x̃

(l,reg)
i,j . (6)

Together, SSA enables CSBrain to efficiently model long-range dependencies across both temporal
and spatial dimensions by leveraging the robust cross-scale token layout provided by CST. This
design progressively builds global context while preserving scale-awareness and mitigating spurious
correlations in noisy signals, thereby enhancing generalization across diverse EEG decoding tasks.

2.4 Pretraining with Masked Autoencoding

To learn generalizable EEG representations, we adopt a self-supervised pretraining strategy based on
masked autoencoding [51, 64], as shown in Figure 3. This process encourages the model to capture
meaningful spatiotemporal dependencies from unlabeled EEG signals, laying the foundation for
effective downstream transfer.

Masking Strategy. Given a preprocessed EEG signal Ep ∈ RC×n×t, we randomly mask a fixed
ratio r ∈ (0, 1) of segments along the temporal axis using a Bernoulli sampling scheme. This results
in two subsets: visible segments Ev ∈ RC×nv×t and masked segments Em ∈ RC×nm×t, where
nv + nm = n and nm

n = r. The masked EEG sequence is encoded by alternately stacked CST
and SSA modules, which jointly model neural dependencies across multiple spatiotemporal scales.
Masked segments are represented by learnable embeddings and integrated alongside visible tokens
during encoding.

Reconstruction Objective. The reconstruction head consists of a lightweight fully connected layer,
which takes as input the encoded visible tokens and learnable masked embeddings, and projects them
into the original EEG signal space. Let Êm ∈ RC×nm×t denote the predicted EEG segments and
Em the corresponding ground truth. The reconstruction loss is defined as the mean squared error
(MSE) over all masked positions:

Lrec = ∥Êm − Em∥2. (7)
This masked autoencoding objective drives the model to recover meaningful spatiotemporal depen-
dencies from context, yielding robust and transferable EEG representations.
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Table 1: Overview of Downstream BCI datasets and tasks used for evaluation.

Task Dataset Rate (Hz) #Channels Duration #Samples #Subjects Label

Motor Imagery Classification
BCIC-IV-2a [66] 250 22 4s 5,184 9 4-class
PhysioNet-MI [67] 160 64 4s 9,837 109 4-class
SHU-MI [68] 250 32 4s 11,988 25 2-class

Emotion Recognition FACED [69] 250 32 10s 10,332 123 9-class
SEED-V [70] 1000 62 1s 117,744 16 5-class

Seizure Detection CHB-MIT [71, 72] 256 16 10s 326,993 21 2-class
Siena [71, 73] 512 29 10s 51,307 14 2-class

Sleep Staging ISRUC [74] 200 6 30s 89,240 100 5-class
HMC [75] 256 4 30s 137,243 151 4-class

Imagined Speech Classification BCIC2020-3 [56] 256 64 3s 6,000 15 5-class
Vigilance Estimation SEED-VIG [76] 200 17 8s 20,355 21 regression
Mental Stress Detection MentalArithmetic [71, 77] 500 20 5s 1,707 36 2-class
Mental Disorder Diagnosis Mumtaz2016 [78] 256 19 5s 7,143 64 2-class
Event Type Classification TUEV [79] 256 16 5s 112,491 370 6-class
Abnormal Detection TUAB [79] 256 16 10s 409,455 2,383 2-class
Slowing Event Classification TUSL [79] 256 23 10s 245 28 3-class

3 Experiments

3.1 Pre-training Setup

Data Preprocessing. We pre-train CSBrain on the Temple University Hospital EEG corpus (TUEG)
dataset, which has been shown effective for foundation model studies [46, 65]. We apply standard
preprocessing steps: signals are band-pass filtered between 0.3–75 Hz to remove low- and high-
frequency noise, and a notch filter at 60 Hz is used to eliminate power line interference. All signals
are resampled to 200 Hz and segmented into 30-second EEG samples. The amplitude is normalized
to 100 µV to ensure the signal range falls within [−1, 1], consistent with prior work [41, 46]. After
cleaning, a total of 1,109,545 EEG segments (over 9,000 hours) are used for pre-training.

Pre-training Settings. We adopt a masked autoencoding objective, with a masking ratio of 50%
applied to randomly sampled EEG patches. Pre-training is conducted using Python 3.11.11 and
PyTorch 2.5.1 with CUDA 12.4. The model is trained with the AdamW optimizer, a learning rate of
5e-4, weight decay of 5e-2, and cosine annealing learning rate scheduling. We use a batch size of 128
and train for 40 epochs on 4 NVIDIA A100 GPUs, with a total pre-training time of approximately
101 hours. More details can be found in the supplementary material.

3.2 Experimental Setup of Downstream BCI Tasks

Tasks & Datasets. To comprehensively evaluate the generalizability of our model, we conduct
experiments on 11 representative BCI tasks spanning 16 publicly available EEG datasets, as
summarized in Table 1. These tasks include Motor Imagery Classification (BCIC-IV-2a, PhysioNet-
MI, SHU-MI), Emotion Recognition (FACED, SEED-V), Seizure Detection (CHB-MIT, Siena), Sleep
Staging (ISRUC, HMC), Imagined Speech Classification (BCIC2020-3), Vigilance Estimation (SEED-
VIG), Mental Stress Detection (MentalArithmetic), Mental Disorder Diagnosis (Mumtaz2016), Event
Type Classification (TUEV), Abnormal Detection (TUAB), and Slowing Event Classification (TUSL).
In all experiments, we strictly follow the training, validation, and test splits to ensure fair and
consistent evaluation. To the best of our knowledge, this is among the most comprehensive
evaluations conducted on EEG foundation models to date. See supplementary for details.

Baselines & Metrics. We extensively compare CSBrain with two major categories of baselines:
(1) representative task-specific EEG decoding models, including EEGNet [24], EEGConformer
(Conformer) [36], SPaRCNet [25], ContraWR [26], CNN-Transformer (C-Trans) [38], FFCL [27],
and ST-Transformer (ST-Trans) [37]; and (2) recent EEG foundation models, including BIOT [40],
LaBraM [41], and CBraMod [46]. Following prior works [40, 41, 46], we report Balanced Accuracy,
Cohen’s Kappa, and Weighted F1 for multiclass classification tasks; Balanced Accuracy, AUC-PR,
and AUROC for binary classification; and Pearson correlation, R2 score, and RMSE for regression
tasks. See supplementary for details.
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Table 2: Performance comparison on 11 BCI tasks Using 16 datasets.

Dataset Metrics EEGNet Conformer SPaRCNet ContraWR CNN-Trans FFCL ST-Trans BIOT LaBraM CbraModCSBrain

BCIC-IV-2a B-Acc 0.4482 0.4696 0.4635 0.4678 0.4600 0.4470 0.4575 0.4748 0.4869 0.5138 0.5657
F1-W 0.4226 0.4533 0.4432 0.4413 0.4460 0.4238 0.4471 0.4607 0.4758 0.4984 0.5637

SHU-MI B-Acc 0.5889 0.5900 0.5978 0.5873 0.5975 0.5692 0.5992 0.6179 0.6166 0.6370 0.6417
AUROC 0.6283 0.6351 0.6431 0.6273 0.6343 0.6326 0.6431 0.6609 0.6604 0.6988 0.7200

PhysioNet-MI B-Acc 0.5814 0.6049 0.5932 0.5892 0.6053 0.5726 0.6035 0.6153 0.6173 0.6174 0.6304
F1-W 0.5796 0.6062 0.5937 0.5918 0.6041 0.5701 0.6053 0.6158 0.6177 0.6179 0.6308

BCIC2020-3 B-Acc 0.4413 0.4506 0.4426 0.4257 0.4533 0.4678 0.4126 0.4920 0.5060 0.5373 0.6004
F1-W 0.4413 0.4488 0.4420 0.4407 0.4506 0.4689 0.4247 0.4917 0.5054 0.5383 0.6003

SEED-V B-Acc 0.2961 0.3537 0.2949 0.3546 0.3678 0.3641 0.3052 0.3837 0.3976 0.4091 0.4197
F1-W 0.2749 0.3487 0.2979 0.3544 0.3642 0.3645 0.2833 0.3856 0.3974 0.4101 0.4280

FACED B-Acc 0.4090 0.4559 0.4673 0.4887 0.4697 0.4673 0.4810 0.5118 0.5273 0.5509 0.5752
F1-W 0.4124 0.4514 0.4729 0.4884 0.4702 0.4699 0.4795 0.5136 0.5288 0.5618 0.5796

TUEV B-Acc 0.3876 0.4074 0.4161 0.4384 0.4087 0.3979 0.3984 0.5281 0.6409 0.6671 0.6903
F1-W 0.6539 0.6983 0.7024 0.6893 0.6854 0.6783 0.6823 0.7492 0.8312 0.8342 0.8333

TUAB B-Acc 0.7642 0.7758 0.7896 0.7746 0.7777 0.7848 0.7966 0.7959 0.8140 0.7891 0.8172
AUROC 0.8412 0.8445 0.8676 0.8456 0.8461 0.8569 0.8707 0.8815 0.9022 0.8606 0.8957

MentalArithmetic B-Acc 0.6770 0.6805 0.6879 0.6631 0.6779 0.6798 0.6631 0.6875 0.6909 0.7256 0.7558
AUROC 0.7321 0.7424 0.7418 0.7332 0.7258 0.7330 0.7132 0.7536 0.7721 0.7905 0.8478

CHB-MIT B-Acc 0.5658 0.5976 0.5876 0.6344 0.6389 0.6262 0.5915 0.7068 0.7075 0.7398 0.7262
AUROC 0.8048 0.8226 0.8143 0.8097 0.8662 0.8271 0.8237 0.8761 0.8679 0.8892 0.8915

Siena B-Acc 0.7487 0.7556 0.6572 0.6546 0.6982 0.6616 0.7527 0.7352 0.7082 0.7317 0.7662
AUROC 0.8687 0.8159 0.7334 0.7819 0.8719 0.8154 0.8884 0.9029 0.8814 0.9038 0.9076

SEED-VIG Corr. 0.5127 0.5800 0.5709 0.5235 0.5829 0.4923 0.6020 0.6114 0.6347 0.5502 0.6314
R2 0.1960 0.2065 0.2185 0.0727 0.1796 0.1740 0.1138 0.1232 0.1808 0.0737 0.2363

ISRUC B-Acc 0.7154 0.7400 0.7487 0.7402 0.7363 0.7277 0.7381 0.7527 0.7633 0.7865 0.7925
F1-W 0.7513 0.7634 0.7624 0.7610 0.7719 0.7614 0.7681 0.7790 0.7810 0.8011 0.7990

HMC B-Acc 0.6534 0.7149 0.4756 0.4242 0.6573 0.4427 0.2559 0.6862 0.7277 0.7269 0.7345
F1-W 0.6536 0.7080 0.4108 0.2987 0.6896 0.2902 0.1428 0.7091 0.7454 0.7395 0.7506

TUSL B-Acc 0.4562 0.5512 0.4185 0.5857 0.3575 0.3159 0.4000 0.5785 0.7625 0.7388 0.8571
F1-W 0.4405 0.4895 0.3500 0.5458 0.2235 0.2120 0.3793 0.2394 0.7614 0.7453 0.8568

Mumtaz2016 B-Acc 0.9232 0.9308 0.9316 0.9195 0.9305 0.9314 0.9135 0.9358 0.9409 0.9560 0.9643
AUROC 0.9639 0.9702 0.9781 0.9621 0.9742 0.9753 0.9594 0.9758 0.9782 0.9921 0.9956

Macro-average 0.5886 0.6145 0.5817 0.5849 0.6007 0.5688 0.5686 0.6322 0.6697 0.6760 0.7095

3.3 Experimental Results

Performance Comparison. To fairly and comprehensively evaluate the effectiveness of CSBrain, we
benchmark it against 10 strong baselines across 11 representative BCI tasks covering 16 public EEG
datasets, as summarized in Table 2. All results are averaged over five runs with different random seeds.
Due to space limitations, we report two representative metrics per dataset in the main paper: Balanced
Accuracy (B-Acc) and Weighted F1 (F1-W) for multi-class classification, B-Acc and AUROC for
binary classification, and Pearson correlation (Corr.) and R2 score for regression tasks. Full results,
including standard deviations and detailed analyses, are provided in the supplementary material.

As shown in Table 2, we highlight two key observations: (1) CSBrain consistently achieves state-of-
the-art performance across nearly all tasks and metrics. In particular, it significantly outperforms
all baselines on datasets such as BCIC-IV-2a, BCIC2020-3, Siena, and TUSL. Even in cases where
CSBrain ranks second on certain metrics, the performance gap to the best-performing method remains
marginal. From the macro-average in the last row of Table 2, CSBrain achieves the highest overall
score across all tasks, outperforming strong foundation models such as CbraMod, LaBraM, and BIOT
by 3.35%, 3.98%, and 7.73%, respectively. These results demonstrate CSBrain’s strong generalization
and adaptability to diverse EEG decoding scenarios with varying spatiotemporal demands. (2)
Foundation models outperform task-specific models by a significant margin. Across all 16
datasets, EEG foundation models—including BIOT, LaBraM, CbraMod, and CSBrain—consistently
outperform task-specific models. This also validates the advantage of unified model architectures
trained with large-scale pretraining, which can extract generalizable neural representations across
heterogeneous EEG domains.

Tokenization Comparison. To investigate how spatiotemporal scale affects EEG representation from
the perspective of token construction, we vary the number of kernels K in the CST module to control
token granularity. Specifically, we compare single-scale (K = 1), dual-scale (K = 2), and full cross-
scale (K = 3) configurations. Additionally, to evaluate the effect of stacking, we compare our full
design (with CST applied before each SSA module) against a variant where cross-scale tokenization
(K = 3) is applied only once before the first SSA. For efficiency, all variants are pre-trained and
fine-tuned using 30% of the training data. As shown in Fig. 4, our SSA (K = 3, stacked) consistently
achieves the best performance across four representative tasks: emotion recognition, motor imagery,
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Figure 4: The performance comparisons of tokenization.

Figure 5: The performance comparisons of attention mechanism.

event classification, and imagined speech. In contrast, the single-scale variant (K = 1) performs the
worst. Notably, on the motor imagery task, SSA outperforms the single-scale counterpart by 10.8%,
20.7%, and 12.1% on three evaluation metrics, respectively. Moreover, we observe that alternately
stacking SSA modules throughout the network consistently outperforms applying SSA only once.
This is because a single application of SSA before attention computation may fail to fully capture the
broader cross-scale dependencies. These results highlight the importance of the proposed SSA for
capturing diverse EEG dynamics across tasks.

Attention Mechanism Comparison. Furthermore, we compare different types of attention mech-
anisms to assess their impact on EEG decoding performance and computational efficiency. (1)
Dense Attention performs full self-attention over all tokens with quadratic complexity O(N2), where
N = T × C. While theoretically expressive, it introduces spurious dependencies, weakens rep-
resentation quality in noisy EEG scenarios, and incurs substantial computational overhead. (2)
Criss-cross Attention, which restricts attention to shared temporal or spatial indices, yielding approxi-
mate complexity O(N1.5); and (3) Our Structured Sparse Attention (SSA) limits attention to grouped
tokens across temporal windows and brain regions, achieving linear complexity O(N · k) with small
k ≪

√
N . As shown in Figure 5, SSA consistently achieves the best performance across Balanced

Accuracy, Cohen’s Kappa, and Weighted F1. For instance, on the TUEV dataset, SSA improves
Balanced Accuracy by +8.1% and Weighted F1 by +5.3% compared to Criss-cross Attention, and
maintains low computational cost. These results highlight SSA as an effective and scalable inductive
bias for EEG modeling.

Topography Visualization. To further examine the spatial dynamics captured by CSBrain, we visu-
alize activation topographies across different EEG decoding tasks. Specifically, we apply Gradient-
weighted Class Activation Mapping (Grad-CAM) [80] to compute the contribution of each EEG
channel to the model’s predictions, as shown in Figure 6. Different tasks elicit distinct activation
patterns and scales. Vigilance states primarily activate the temporal and occipital lobes, indicating
continuous engagement of auditory and visual systems. Motor imagery evokes highly localized
activations over the contralateral motor cortex, reflecting ERD/ERS (event-related desynchronization
/ synchronization) phenomenon [81]. In contrast, emotion recognition and imagined speech exhibit
broad, distributed activations. Emotion tasks elicit significant activation across the frontal and occipi-
tal lobes, consistent with the findings in [32]. Speech imagery evokes significant activation in frontal
and temporal lobes [82], which are critically involved in imagined speech processing [83]. These
observations further validate that different EEG decoding tasks exhibit distinct activation regions and
scales, reinforcing the necessity of cross-scale modeling for EEG foundation models. By explicitly
modeling cross-scale structure, CSBrain effectively adapts to task-specific neural patterns across
diverse brain decoding scenarios.
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Vigilance Estimation
(SEED-VIG, vigilance)

Emotion Recognition
(SEED-V, sad)

Imagined Speech Classification
(BCIC2020-3, ‘hello’)

Motor Imagery Classification
(BCI-IV-2a, left hand)

Figure 6: Topography visualization on four different tasks. More in the supplementary materials.

4 Conclusion

In this work, we demonstrate that modeling the cross-scale spatiotemporal structure of EEG signals is
essential for building generalizable brain foundation models. Through a unified architecture composed
of Cross-scale Spatiotemporal Tokenization and Structured Sparse Attention, our proposed CSBrain
effectively captures neural dependencies spanning multiple spatiotemporal scales. Experimental
results across 11 EEG decoding tasks and 16 datasets validate the effectiveness of CSBrain. These
findings establish cross-scale spatiotemporal modeling as a critical inductive bias for robust, scalable,
and physiologically-aligned EEG representation learning. We believe this work lays a solid foundation
for future advancements in brain–AI integration and generalized neural decoding.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction summarize the core contributions and scope
accurately, with claims supported by method and results.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
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• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of our work are discussed in the supplemental material.
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include any theoretical results that require formal assump-
tions or proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide sufficient details of the model architecture, training protocols, data
preprocessing, and evaluation settings to ensure reproducibility of our main results. Further
implementation details are included in the supplemental material.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:[Yes]

Justification: We use publicly available datasets. We are currently cleaning the code and
will release it as soon as possible.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We report all necessary training and test details, with full settings described in
supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report mean and standard deviation for all key experiments to reflect
statistical variability. Due to space constraints, standard deviation values for Tab. 2 are
included in the supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide details on GPU hardware, training time, and memory usage in
Sec.3.1, with additional analysis in the supplemental material, which together offer sufficient
information to estimate the compute required to reproduce our experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Our work advances generalized EEG decoding and has potential positive
impacts in areas such as medical diagnosis, brain–computer interfaces, and attention moni-
toring. A more detailed discussion is provided in the supplemental material.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All external datasets and codebases used in this work are properly credited,
with licenses and usage terms respected. Citations and links are provided in the main paper
and supplemental material.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We introduce a new model architecture and plan to release the code with
documentation upon publication.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve any crowdsourcing or human subject research
conducted by the authors.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve any new human subject research conducted by the
authors and relies solely on publicly available, ethically approved EEG datasets.
Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs were not used as part of the core research methodology. Their use
was limited to writing assistance and did not impact the methodology, scientific rigor, or
originality of the work.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
LLM) for what should or should not be described.
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A Related Work

Electroencephalography (EEG) provides a direct, non-invasive window into human brain activity,
and plays a pivotal role in cognitive science, medical diagnostics, and brain-computer interface (BCI)
systems [1–3]. By placing electrodes on the scalp, EEG captures and amplifies electrical signals
produced by coordinated neuronal activity. Its high temporal fidelity, affordability, and portability
make EEG especially attractive for large-scale deployment in both clinical and everyday settings
[7–9]. As BCI applications expand across emotion recognition [15, 16], seizure detection [19, 20],
sleep staging [17, 18], and various neurological disorders [21–23], there is a growing need for
scalable, general-purpose EEG models that can robustly decode neural signals across diverse tasks
and recording conditions.

A.1 Task-Specific EEG Decoding Models

Conventional EEG decoding methods typically follow a two-stage pipeline: handcrafted feature
extraction followed by shallow classification. A wide range of handcrafted features have been utilized,
including time-domain statistics, frequency-domain power spectra (e.g., via Fast Fourier Trans-
form [84]), time-frequency features (e.g., STFT [85], DWT [86]), and spatial filters such as Common
Spatial Pattern [87] or Riemannian geometry-based methods [88]. These features are typically fed
into classical classifiers including linear discriminant analysis [89], support vector machines [90],
k-nearest neighbors [91], or logistic regression [92]. Despite their simplicity, these methods often
struggle with generalization due to strong reliance on task-specific priors, limited capacity to model
nonlinear dynamics, and poor robustness to inter-subject and inter-session variability.

With the rise of deep learning, end-to-end models have increasingly replaced handcrafted pipelines by
directly learning representations from raw EEG signals. CNN-based architectures [24, 93, 94] have
proven effective at capturing local spatiotemporal patterns, while RNNs, particularly LSTMs [28,
95, 96], are commonly adopted to model temporal dependencies. Transformers [37, 97] have
recently gained popularity due to their superior ability to capture long-range interactions and global
context. To combine local and global modeling, hybrid models such as CNN-LSTM [27] and
CNN-Transformer [38, 36] have been explored. In parallel, GNN-based methods [31? –35] aim to
incorporate topological priors by modeling spatial relationships among electrodes. While these deep
models have achieved promising results in tasks such as motor imagery, emotion recognition, and
sleep staging, they are typically tightly coupled to specific datasets and task formats. Adapting them
to new tasks often requires retraining and architectural redesign. These limitations have motivated a
shift toward EEG foundation models, which aim to learn robust and generalizable representations
from unified architectures and large-scale self-supervised pretraining. Such models hold the potential
to enhance generalization and enable effective transfer across tasks and domains.

A.2 Brain Foundation Model

Foundation models have transformed fields such as natural language processing (NLP) and computer
vision (CV), enabling strong generalization across tasks through unified architectures and large-scale
pretraining. Models like BERT [98], GPT [99], CLIP [100], MAE [51], LLaVA [101], and Sim-
MIM [64] demonstrate that unified architectures trained on large-scale data can be efficiently adapted
to a wide range of downstream applications [102–107]. Inspired by these successes, researchers have
begun to explore foundation models for neural signal processing, particularly EEG.

A number of EEG foundation models have emerged with the goal of learning generalized represen-
tations from large-scale data using unified model architectures. Early efforts such as BENDR [50],
BrainBERT [108], Brant [109], EEG2Rep [110], and BIOT [40] adopt masked modeling or con-
trastive learning objectives to encode general-purpose neural features. LaBraM [41] further enhances
cross-dataset and multi-paradigm generalization through structured tokenization and vector-quantized
neural codes. More recently, EEGPT [42] introduces spatiotemporal alignment, while CBraMod [46]
incorporates parallel spatial-temporal attention and dynamic positional encoding to better capture
signal structure. These models represent a significant step toward generalizable EEG decoding,
and most adopt a pipeline transplanted from NLP and CV, in which EEG signals are divided into
fixed-scale tokens and processed via dense attention across all tokens. However, this scale-agnostic
and fully dense modeling paradigm fails to align with the intrinsic cross-scale spatiotemporal nature
of EEG signals, an essential property for accurately capturing task-specific neural dynamics.
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To address these limitations, we argue that EEG foundation models must move beyond scale-invariant
dense modeling and embrace cross-scale, structure-aware architectures that respect the inherent
regional organization and temporal dynamics of brain activity. In this paper, we propose CSBrain,
a Cross-scale Spatiotemporal Brain foundation model for generalized EEG decoding. CSBrain
achieves superior generalization across diverse EEG tasks with varying spatiotemporal demands.

B Additional Pretraining Details

B.1 Hyperparameter

We summarize the detailed hyperparameter settings of CSBrain in Table 3, including the input
configuration, model architecture, optimization settings, and training strategy.

Table 3: Pretraining hyperparameters for CSBrain.

Component Setting

Input Channels 19
Time Points per Sample 6000
Mask Ratio 0.5
Mask Token Full-zero vector

Kernel Sizes (CST) {1, 3, 5}
Number of Layers 12
Hidden Dimension 200
Attention Heads 8
Feed-forward Dimension 800
Dropout 0.1
Weight Initialization Kaiming Normalization

Optimizer AdamW
Learning Rate 5e-4
Adam β (0.9, 0.999)
Adam ϵ 1e-8
Weight Decay 5e-2
Gradient Clipping 1.0

Training Epochs 40
Batch Size 128
Learning Rate Scheduler CosineAnnealingLR
Cosine Cycle Length 40 epochs
Minimum Learning Rate 1e-5

B.2 Training Loss Curve

Figure 7 shows the training loss curve of CSBrain during pretraining over 40 epochs. The loss
decreases rapidly in the initial phase and gradually stabilizes, demonstrating effective convergence
under the masked reconstruction objective.

C Additional Downstream Experimental Details

C.1 Hyperparameter Settings

For downstream finetuning, we load the pre-trained weights of CSBrain and replace the reconstruction
head with a task-specific head composed of a multilayer perceptron. The learned EEG representations
are flattened and fed into this head to perform downstream classification or regression. We then
finetune the entire model on the target dataset. Table 4 lists the default hyperparameter settings
used in downstream finetuning. We adopt binary cross-entropy (BCE) loss for binary classification,
cross-entropy loss for multi-class classification, and mean squared error (MSE) for regression.
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Figure 7: Training loss curve during CSBrain pretraining.

Table 4: Default hyperparameter settings for downstream finetuning.

Component Setting

Training Epochs 50
Batch Size 64
Optimizer AdamW
Learning Rate 1e-4
Adam β (0.9, 0.999)
Adam ϵ 1e-8
Weight Decay 1e-2
Dropout 0.1
Learning Rate Scheduler CosineAnnealingLR
Cosine Cycle Epochs 50
Minimum Learning Rate 1e-6
Label Smoothing (for multi-class) 0.1

C.2 Baselines

Task-specific Models:

• EEGNet [24] is a lightweight CNN that employs depthwise and separable convolutions for
decoding EEG signals from various BCI paradigms.

• EEGConformer [36] is a hybrid architecture that combines CNN and transformer for EEG
decoding. Specifically, the CNN module captures local spatiotemporal features, while the
transformer models long-range dependencies for global temporal representation.

• SPaRCNet [25] is a 1D CNN with dense residual connections for EEG decoding, incorpo-
rating adaptive depth and channel selection mechanisms.

• ContraWR [26] converts EEG signals into multi-channel spectrograms, which are then
classified using a ResNet-style 2D CNN.

• CNN-Transformer [38] is a CNN enhanced with transformer layers and trained using belief
matching (BM) loss to detect channel-wise EEG artifacts.

• FFCL [27] integrates parallel CNN and LSTM branches, where the CNN extracts spatial
features and the LSTM captures temporal dynamics. Features from the different branches
are fused through a fully connected layer to enhance EEG classification.

• ST-Transformer [37] is a transformer-based architecture that applies attention mecha-
nisms along both the feature-channel and segmented time dimensions to capture global
spatiotemporal dependencies from EEG signals.

Foundation Models:
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• BIOT [40]2 is a linear transformer designed for universal biosignal representation learning
through a hybrid supervised–unsupervised pre-training strategy. Notably, the pre-trained
BIOT accepts a maximum of 18 EEG channels as input. Therefore, for signals with more
than 18 channels, a 1×1 convolution is applied to project them into an 18-channel format.

• LaBraM [41]3 is an EEG foundation model that learns generic representations by predicting
masked neural tokens using a full-attention Transformer.

• CBraMod [46]4 is an EEG foundation model designed to address the heterogeneous spa-
tiotemporal structure of EEG signals through a criss-cross Transformer backbone.

C.3 Metrics

Consistency with prior work [40, 41, 46], we evaluate performance using the metrics as follows:
Balanced Accuracy addresses class imbalance by averaging the recall across all classes, offering a
more reliable evaluation metric than standard accuracy in imbalanced datasets:

B-ACC =
1

C

C∑
i=1

TPi

TPi + FNi
, (8)

where C is the number of classes, TPi and FNi denote true positives and false negatives for class i.

Cohen’s Kappa measures the agreement between predicted and true labels agreement while correct-
ing for chance, offering insight into classifier performance beyond random predictions:

κ =
po − pe
1− pe

, (9)

where po is the observed agreement and pe is the expected agreement.

Weighted F1-score is the harmonic mean of precision and recall for each class, weighted by the
number of true instances (i.e., class support). It provides a performance measure that accounts for
label imbalance in multi-class classification:

F1-W =

C∑
i=1

wi ·
2 · Precisioni · Recalli
Precisioni + Recalli

, (10)

where wi is the weight of class i based on its support. The precision is defined as:

Precisioni =
TPi

TPi + FPi
, Recalli =

TPi

TPi + FNi
, (11)

where FPi denotes false positives for class i.

AUC-PR evaluates the trade-off between precision and recall across various decision thresholds. It is
computed as the area under the curve plotted with precision on the y-axis and recall on the x-axis:

AUC-PR =

∫ 1

0

Precision(r) dr, r = Recall. (12)

A higher AUC-PR indicates better performance in correctly identifying positive instances with fewer
false positives. In practice, AUC-PR is typically estimated by numerical integration of discrete
precision-recall points.

AUROC measures the model’s ability to distinguish between positive and negative classes by plotting
the True Positive Rate (TPR) against the False Positive Rate (FPR) at various thresholds. These are
defined as:

TPR =
TP

TP + FN
, FPR =

FP

FP + TN
. (13)

where TN denotes true negatives. The AUROC is the area under this curve:

AUROC =

∫ 1

0

TPR(f) df, f = FPR. (14)

2https://github.com/ycq091044/BIOT
3https://github.com/935963004/LaBraM
4https://github.com/wjq-learning/CBraMod
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The AUROC is the area under the ROC curve, typically computed using numerical integration of
discrete (FPR, TPR) points. An AUROC of 0.5 indicates random guessing, while 1.0 indicates perfect
discrimination.

Pearson Correlation measures the linear dependence between predicted and true values, ranging
from −1 (perfect negative correlation) to +1 (perfect positive correlation):

r =

∑N
i=1(yi − ȳ)(ŷi − ¯̂y)√∑N

i=1(yi − ȳ)2 ·
√∑N

i=1(ŷi − ¯̂y)2
, (15)

where yi is the i-th ground truth value, ŷi is the corresponding predicted value, ȳ and ¯̂y denote the
mean of true and predicted values, respectively, and N is the total number of samples.

R2 Score represents the proportion of variance in the dependent variable that is explained by the
model, where a value of 1 indicates perfect predictive performance:

R2 = 1−
∑N

i=1(yi − ŷi)
2∑N

i=1(yi − ȳ)2
. (16)

An R2 score less than 0 indicates that the model performs worse than simply predicting the mean of
the target variable.

Root Mean Squared Error (RMSE) measures the standard deviation of prediction errors, quantify-
ing the average magnitude of differences between predicted and actual values, where lower values
indicate better model fit:

RMSE =

√√√√ 1

N

N∑
i=1

(yi − ŷi)2. (17)

In this work, we report Balanced Accuracy, Cohen’s Kappa, and Weighted F1 for multiclass clas-
sification tasks; Balanced Accuracy, AUC-PR, and AUROC for binary classification; and Pearson
correlation, R2 score, and RMSE for regression tasks.

D Additional Results on Downstream Tasks

To comprehensively evaluate the generalizability of our model, we conduct experiments on 11
representative BCI tasks across 16 publicly available EEG datasets. These tasks cover a wide range of
applications, including Motor Imagery Classification (BCIC-IV-2a [66], PhysioNet-MI [67], SHU-MI
[68]), Emotion Recognition (FACED [69], SEED-V [70]), Seizure Detection (CHB-MIT [71, 72],
Siena [71, 73]), Sleep Staging (ISRUC [74], HMC [75]), Imagined Speech Classification (BCIC2020-
3 [56]), Vigilance Estimation (SEED-VIG [76]), Mental Stress Detection (MentalArithmetic [71, 77]),
Mental Disorder Diagnosis (Mumtaz2016 [78]), Event Type Classification (TUEV [79]), Abnormal
Detection (TUAB [79]), and Slowing Event Classification (TUSL [79]). For all tasks, we strictly
follow the established train/validation/test splits to ensure fair and reproducible evaluation. This region
assignment follows a standard practice in the literature [111–115], where the 10–20 system’s electrode
labels are used as proxies for anatomical brain regions, specifically including the Frontal, Central,
Parietal, Temporal, and Occipital areas. When existing baselines are unavailable or incompatible due
to inconsistent settings, we re-implement and re-train them under a unified protocol for consistent
comparison. Note that to ensure stable training, we apply minor hyperparameter adjustments (e.g.,
learning rate) for a few datasets when necessary. In the following sections, We detail the dataset
setups for each task and analyze the corresponding results.

D.1 Motor Imagery Classification

Motor Imagery (MI) classification aims to decode a user’s intention by recognizing EEG patterns
associated with imagined movements of specific body parts. It serves as a key component in BCI
systems, enabling direct neural control in assistive technologies. We evaluate our model on three
widely used MI datasets, BCIC-IV-2a [66], PhysioNet-MI [67], and SHU-MI [68], covering both
multiclass and binary classification settings.
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BCIC-IV-2a comprises EEG recordings from 9 subjects performing 4 motor imagery tasks: imagining
movements of the left hand, right hand, both feet and tongue. Recordings were collected over two
sessions on separate days using 22 electrodes at a sampling rate of 250 Hz. Each session contains
288 EEG trials (72 per class). Following [46], we extract the [2, 6]-second interval from each trial,
yielding a total of 5,088 samples. The signals are subsequently resampled at 200 Hz. We adopt
a strict subject-independent split: subject 1–5 for training, 6–7 for validation, and 8–9 for testing.
We train our model with a learning rate of 0.0001 and a weight decay of 0.05. Table 5 summarizes
the performance of our model and various baselines on BCIC-IV-2a. CSBrain achieves the highest
performance across all three metrics: 0.5657 balanced accuracy, 0.4209 Cohen’s kappa, and 0.5637
weighted F1. CSBrain outperforms the second-best CBraMod by +5.2% in balanced accuracy and
+6.9% in kappa. These results highlight the effectiveness of our cross-scale spatiotemporal modeling
design in capturing nuanced motor imagery dynamics.

Table 5: Results on Motor Imagery Classification (BCIC-IV-2a, 4-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1

Ta
sk

-s
pe

ci
fic

M
od

el
s

EEGNet [24] 0.4482 ± 0.0094 0.2693 ± 0.0121 0.4226 ± 0.0108
EEGConformer [36] 0.4696 ± 0.0106 0.2924 ± 0.0141 0.4533 ± 0.0128
SPaRCNet [25] 0.4635 ± 0.0117 0.2847 ± 0.0147 0.4432 ± 0.0126
ContraWR [26] 0.4678 ± 0.0125 0.2905 ± 0.0160 0.4413 ± 0.0142
CNN-Transformer [38] 0.4600 ± 0.0108 0.2800 ± 0.0148 0.4460 ± 0.0114
FFCL [27] 0.4470 ± 0.0143 0.2627 ± 0.0176 0.4238 ± 0.0139
ST-Transformer [37] 0.4575 ± 0.0145 0.2733 ± 0.0198 0.4471 ± 0.0142

Fo
un

da
tio

n
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od
el

s BIOT [40] 0.4748 ± 0.0093 0.2997 ± 0.0139 0.4607 ± 0.0125
LaBraM-Base [41] 0.4869 ± 0.0085 0.3159 ± 0.0154 0.4758 ± 0.0103
CBraMod [46] 0.5138 ± 0.0066 0.3518 ± 0.0094 0.4984 ± 0.0085
CSBrain (Ours) 0.5657 ± 0.0071 0.4209 ± 0.0093 0.5637 ± 0.0087

SHU-MI is a binary motor imagery dataset focused on classifying left-hand versus right-hand motor
imagery. It contains EEG recordings from 25 subjects using 32 channels at a sampling rate of 250 Hz.
SHU-MI dataset contains [4,8]-second segments extracted from each trial, corresponding to the
motor imagery execution period. All signals are resampled to 200 Hz and yield a total of 11,988
samples. We adopt a subject-independent split with subjects 1–15 for training, 16–20 for validation,
and 21–25 for testing. Model training is performed using a learning rate of 0.0001 and a weight
decay of 0.05. Table 6 presents the results on SHU-MI. CSBrain again achieves the best performance
across all metrics: 0.6417 balanced accuracy, 0.7230 AUC-PR, and 0.7200 AUROC. Compared to
CBraMod, which is the strongest baseline, CSBrain improves by +0.47% in balanced accuracy and
+2.12% in AUROC. The consistent gains highlight the general applicability of our model across both
fine-grained and coarse-grained MI tasks.

Table 6: Results on Motor Imagery Classification (SHU-MI, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.5889 ± 0.0177 0.6311 ± 0.0142 0.6283 ± 0.0152
EEGConformer [36] 0.5900 ± 0.0107 0.6370 ± 0.0093 0.6351 ± 0.0101
SPaRCNet [25] 0.5978 ± 0.0097 0.6510 ± 0.0062 0.6431 ± 0.0117
ContraWR [26] 0.5873 ± 0.0128 0.6315 ± 0.0105 0.6273 ± 0.0113
CNN-Transformer [38] 0.5975 ± 0.0169 0.6412 ± 0.0076 0.6343 ± 0.0082
FFCL [27] 0.5692 ± 0.0252 0.5943 ± 0.0171 0.6326 ± 0.0082
ST-Transformer [37] 0.5992 ± 0.0206 0.6394 ± 0.0122 0.6431 ± 0.0111

Fo
un

da
tio

n
M

od
el

s BIOT [40] 0.6179 ± 0.0183 0.6770 ± 0.0119 0.6609 ± 0.0127
LaBraM-Base [41] 0.6166 ± 0.0192 0.6761 ± 0.0083 0.6604 ± 0.0091
CBraMod [46] 0.6370 ± 0.0151 0.7139 ± 0.0088 0.6988 ± 0.0068
CSBrain (Ours) 0.6417 ± 0.0037 0.7230 ± 0.0079 0.7200 ± 0.0058

PhysioNet-MI is a large-scale motor imagery dataset comprising EEG recordings from 109 subjects,
each performing four MI tasks: imagining the movement of the left fist, right fist, both fists, and both
feet. The signals were collected using 64 electrodes at a sampling rate of 160 Hz. We segment the
EEG into 4-second windows, resample to 200 Hz, and obtain a total of 9,837 samples. We adopt a
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subject-independent split with subjects 1–70 for training, 71–89 for validation, and 90–109 for testing.
For this dataset, we use a learning rate of 0.0001 and a weight decay of 0.05 for model training.
As shown in Table 7, our CSBrain model achieves top performance on all three metrics: 0.6304
balanced accuracy, 0.5071 Cohen’s kappa, and 0.6308 weighted F1. Compared to the best-performing
baseline CBraMod, CSBrain yields consistent improvements (+1.3% in balanced accuracy and +1.7%
in kappa). Furthermore, CSBrain surpasses strong task-specific models like EEGConformer and
CNN-Transformer by large margins, further validating the advantage of foundation model pretraining
and our cross-scale architecture.

Table 7: Results on Motor Imagery Classification (PhysioNet-MI, 4-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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-s
pe
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EEGNet [24] 0.5814 ± 0.0125 0.4468 ± 0.0199 0.5796 ± 0.0115
EEGConformer [36] 0.6049 ± 0.0104 0.4736 ± 0.0171 0.6062 ± 0.0095
SPaRCNet [25] 0.5932 ± 0.0152 0.4564 ± 0.0234 0.5937 ± 0.0147
ContraWR [26] 0.5892 ± 0.0133 0.4527 ± 0.0248 0.5918 ± 0.0116
CNN-Transformer [38] 0.6053 ± 0.0118 0.4725 ± 0.0223 0.6041 ± 0.0105
FFCL [27] 0.5726 ± 0.0092 0.4323 ± 0.0182 0.5701 ± 0.0079
ST-Transformer [37] 0.6035 ± 0.0081 0.4712 ± 0.0199 0.6053 ± 0.0075

Fo
un

da
tio

n
M

od
el

s BIOT [40] 0.6153 ± 0.0154 0.4875 ± 0.0272 0.6158 ± 0.0197
LaBraM-Base [41] 0.6173 ± 0.0122 0.4912 ± 0.0192 0.6177 ± 0.0141
CBraMod [46] 0.6174 ± 0.0036 0.4898 ± 0.0048 0.6179 ± 0.0035
CSBrain (Ours) 0.6304 ± 0.0090 0.5071 ± 0.0120 0.6308 ± 0.0095

D.2 Emotion Recognition

Emotion recognition from EEG signals aims to decode a subject’s affective state by analyzing brain
activity patterns associated with different emotional experiences. EEG offers a direct, real-time, and
non-invasive approach to capturing internal emotional responses. However, this task remains highly
challenging due to the subjective nature of emotions, significant inter-subject variability, and the
inherently noisy and non-stationary characteristics of EEG signals. To evaluate the effectiveness
and generalizability of our model in decoding emotional states, we conduct experiments on two
widely-used EEG emotion datasets: SEED-V [70], which involves five emotion categories and
high-resolution short-segment EEG recordings across multiple sessions, and FACED [69], which
focuses on fine-grained nine-class classification with long EEG segments.

SEED-V is a benchmark dataset for EEG-based emotion recognition. It includes five categories
(happy, sad, neutral, disgust, fear), with EEG collected from 16 subjects over three sessions each,
using 62 channels at a high sampling rate of 1000 Hz. The data is segmented into 117,744 1-second
samples, resampled to 200 Hz. We divide each 15-trial session into three equal parts (5:5:5) for
training, validation, and testing. The model is trained using the same settings as FACED (learning rate
0.0001, weight decay 0.05). Table 8 shows the performance on SEED-V. CSBrain again surpasses
all baselines, achieving 0.4091 balanced accuracy, 0.2569 Cohen’s kappa, and 0.4101 weighted F1.
Compared to CBraMod, which previously achieved the best results, CSBrain improves the kappa
score by +2.1%, indicating better discriminative capacity across short-time emotional states.

FACED is a large-scale EEG dataset for fine-grained emotion recognition, comprising 32-channel
EEG signals recorded at 250 Hz from 123 subjects. It covers nine emotion categories: amusement,
inspiration, joy, tenderness, anger, fear, disgust, sadness, and neutral. The raw signals are segmented
into 10-second samples and resampled to 200 Hz, resulting in 10,332 instances. We split the data by
subject: subjects 1–80 for training, 81–100 for validation, and 101–123 for testing. A learning rate
of 0.0005 and a weight decay of 0.05 are used for model training. As shown in Table 9, CSBrain
achieves state-of-the-art performance on this challenging 9-class task, with 0.5752 balanced accuracy,
0.5204 Cohen’s kappa, and 0.5796 weighted F1. Compared to the best-performing baseline CBraMod,
CSBrain yields consistent improvements across all metrics (+2.4% in balanced accuracy and +1.6% in
kappa). These consistent gains across both long and short windowed EEG emotion datasets highlight
the robustness and adaptability of CSBrain’s cross-scale representation.
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Table 8: Results on Emotion Recognition (SEED-V, 5-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.2961 ± 0.0102 0.1006 ± 0.0143 0.2749 ± 0.0098
EEGConformer [36] 0.3537 ± 0.0112 0.1772 ± 0.0174 0.3487 ± 0.0136
SPaRCNet [25] 0.2949 ± 0.0078 0.1121 ± 0.0139 0.2979 ± 0.0083
ContraWR [26] 0.3546 ± 0.0105 0.1905 ± 0.0188 0.3544 ± 0.0121
CNN-Transformer [38] 0.3678 ± 0.0078 0.2072 ± 0.0183 0.3642 ± 0.0088
FFCL [27] 0.3641 ± 0.0092 0.2078 ± 0.0201 0.3645 ± 0.0132
ST-Transformer [37] 0.3052 ± 0.0072 0.1083 ± 0.0121 0.2833 ± 0.0105

Fo
un

da
tio

n
M
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s BIOT [40] 0.3837 ± 0.0187 0.2261 ± 0.0262 0.3856 ± 0.0203
LaBraM-Base [41] 0.3976 ± 0.0138 0.2386 ± 0.0209 0.3974 ± 0.0111
CBraMod [46] 0.4091 ± 0.0097 0.2569 ± 0.0143 0.4101 ± 0.0108
CSBrain (Ours) 0.4197 ± 0.0033 0.2785 ± 0.0034 0.4280 ± 0.0023

Table 9: Results on Emotion Recognition (FACED, 9-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.4090 ± 0.0122 0.3342 ± 0.0251 0.4124 ± 0.0141
EEGConformer [36] 0.4559 ± 0.0125 0.3858 ± 0.0186 0.4514 ± 0.0107
SPaRCNet [25] 0.4673 ± 0.0155 0.3978 ± 0.0289 0.4729 ± 0.0133
ContraWR [26] 0.4887 ± 0.0078 0.4231 ± 0.0151 0.4884 ± 0.0074
CNN-Transformer [38] 0.4697 ± 0.0132 0.4017 ± 0.0166 0.4702 ± 0.0125
FFCL [27] 0.4673 ± 0.0158 0.3987 ± 0.0338 0.4699 ± 0.0145
ST-Transformer [37] 0.4810 ± 0.0079 0.4137 ± 0.0133 0.4795 ± 0.0096

Fo
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tio
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s BIOT [40] 0.5118 ± 0.0118 0.4476 ± 0.0254 0.5136 ± 0.0112
LaBraM-Base [41] 0.5273 ± 0.0107 0.4698 ± 0.0188 0.5288 ± 0.0102
CBraMod [46] 0.5509 ± 0.0089 0.5041 ± 0.0122 0.5618 ± 0.0093
CSBrain (Ours) 0.5752 ± 0.0042 0.5204 ± 0.0036 0.5796 ± 0.0031

D.3 Seizure Detection

Seizure detection aims to identify pathological brain activity associated with epileptic seizures by
analyzing abnormal EEG patterns. Accurate and timely seizure detection is critical for clinical
diagnosis, long-term monitoring, and closed-loop therapeutic systems. We evaluate our model on two
benchmark datasets: CHB-MIT [71, 72], and Siena [71, 73].

CHB-MIT is a widely-used clinical EEG benchmark collected from 23 pediatric patients with
intractable epilepsy at the Children’s Hospital Boston. EEG recordings span multiple days per
subject, captured under seizure-monitoring protocols following withdrawal of anti-seizure medication.
All signals are recorded using the international 10–20 electrode placement system at 256 Hz, and
labeled into binary classes: seizure and non-seizure. Following prior work [40, 46], we retain the
16 commonly used bipolar montage channels and resample all EEG signals to 200 Hz. The data is
then segmented into 10-second windows, resulting in 326,993 samples. To ensure fair and consistent
evaluation, we adopt a subject-independent split: subjects 1–19 for training, 20–21 for validation,
and 22–23 for testing. The model is trained with a learning rate of 0.0001 and a weight decay of
0.05. Table 10 shows the performance on CHB-MIT. Our CSBrain achieves the best performance in
terms of AUC-PR and AUROC, outperforming all baselines by a large margin. Specifically, it obtains
an AUC-PR of 0.5164, exceeding the second-best CBraMod (0.3689) by +14.75%, and an AUROC
of 0.8915, higher than CBraMod’s 0.8892 (+0.23%). Although its balanced accuracy (0.7262) is
marginally lower than CBraMod (0.7398), the substantial gain in AUC-PR, an especially informative
metric under class imbalance, demonstrates the robustness of CSBrain for seizure detection.

Siena is a clinical EEG database collected from 14 adult patients at the Unit of Neurology and
Neurophysiology, University of Siena. EEG recordings were acquired via Video-EEG monitoring
at 512 Hz using the international 10–20 electrode placement system. Data annotation follows
the International League Against Epilepsy (ILAE) criteria, with seizure and non-seizure labels
rigorously verified by expert clinicians based on combined electrophysiological and clinical review.
We retained the 29 EEG channels that were consistently available across all 14 subjects. All signals
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Table 10: Results on Seizure Detection (CHB-MIT, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.5658 ± 0.0106 0.1914 ± 0.0182 0.8048 ± 0.0136
EEGConformer [36] 0.5976 ± 0.0141 0.2209 ± 0.0215 0.8226 ± 0.0170
SPaRCNet [25] 0.5876 ± 0.0191 0.1247 ± 0.0119 0.8143 ± 0.0148
ContraWR [26] 0.6344 ± 0.0002 0.2264 ± 0.0174 0.8097 ± 0.0114
CNN-Transformer [38] 0.6389 ± 0.0067 0.2479 ± 0.0227 0.8662 ± 0.0082
FFCL [27] 0.6262 ± 0.0104 0.2049 ± 0.0346 0.8271 ± 0.0051
ST-Transformer [37] 0.5915 ± 0.0195 0.1422 ± 0.0094 0.8237 ± 0.0491
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s BIOT [40] 0.7068 ± 0.0457 0.3277 ± 0.0460 0.8761 ± 0.0284
LaBraM-Base [41] 0.7075 ± 0.0358 0.3287 ± 0.0402 0.8679 ± 0.0199
CBraMod [46] 0.7398 ± 0.0284 0.3689 ± 0.0382 0.8892 ± 0.0154
CSBrain (Ours) 0.7262 ± 0.0115 0.5164 ± 0.0449 0.8915 ± 0.0321

are resampled to 200 Hz. We segment the data into 10-second samples, yielding a total of 51,307
samples. For fair evaluation, we employ a subject-independent split: all data from the last two
subjects (PN16 and PN17) are held out as the test set, while the remaining 12 subjects’ data are
split into train and validation sets at an 8:2 ratio, maintaining this proportion for each subject and
across all label categories. Table 11 summarizes the results on the Siena dataset. CSBrain achieves
the best performance across all evaluation metrics, with a balanced accuracy of 0.7662, an AUC-PR
of 0.4871, and an AUROC of 0.9076. Compared to the strongest baseline CBraMod, CSBrain
improves AUC-PR by 7.6 points (0.4871 vs. 0.4107) and AUROC by 0.38 points (0.9076 vs. 0.9038),
while also achieving higher balanced accuracy. These results highlight the robustness of CSBrain in
detecting seizures, validating the effectiveness of cross-scale spatiotemporal modeling in learning
discriminative neural patterns across diverse seizure morphologies.

Table 11: Results on Seizure Detection (Siena, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.7487 ± 0.0521 0.3753 ± 0.0867 0.8687 ± 0.0527
EEGConformer [36] 0.7556 ± 0.0210 0.2091 ± 0.0786 0.8159 ± 0.0261
SPaRCNet [25] 0.6572 ± 0.0381 0.3164 ± 0.0659 0.7334 ± 0.0857
ContraWR [26] 0.6546 ± 0.0311 0.3711 ± 0.0405 0.7819 ± 0.0596
CNN-Transformer [38] 0.6982 ± 0.0560 0.3835 ± 0.0709 0.8719 ± 0.0403
FFCL [27] 0.6616 ± 0.0391 0.3938 ± 0.0903 0.8154 ± 0.1155
ST-Transformer [37] 0.7527 ± 0.0381 0.3636 ± 0.0252 0.8884 ± 0.0091
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s BIOT [40] 0.7352 ± 0.0669 0.3809 ± 0.0892 0.9029 ± 0.0304
LaBraM-Base [41] 0.7082 ± 0.0329 0.3122 ± 0.0976 0.8814 ± 0.0328
CBraMod [46] 0.7317 ± 0.0647 0.4107 ± 0.0720 0.9038 ± 0.0218
CSBrain (Ours) 0.7662 ± 0.0471 0.4871 ± 0.0343 0.9076 ± 0.0119

D.4 Sleep Staging

Sleep staging refers to the task of classifying EEG signals into standard sleep stages (Wake, N1, N2,
N3, REM), providing essential information for sleep quality assessment and clinical diagnosis of
sleep disorders. Compared to conventional classification tasks, sleep staging involves strong temporal
dependencies and stage transition patterns across time, making sequence modeling particularly
important. We evaluate our model on two benchmark datasets: ISRUC [74], and HMC [75].

ISRUC contains overnight polysomnographic (PSG) recordings from 100 adult subjects. We use
Sub-group 1, where EEG signals are recorded using six standard channels (F3-A2, C3-A2, O1-A2,
F4-A1, C4-A1, O2-A1) at 200 Hz. All signals are segmented into 30-second samples and annotated
by sleep experts according to the American Academy of Sleep Medicine (AASM) criteria [116],
resulting in 89,240 labeled samples across five classes. Following prior work [117], we treat sleep
staging as a sequence-to-sequence task: EEG segments are grouped into sequences of 20 30-second
samples, and models are trained to predict one sleep stage per sample. Following prior work [46],
we adopt a subject-independent split for evaluation: subjects 1–80 are used for training, 81–90 for
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validation, and 91–100 for testing. For consistency across models, all sample encoders (including
CSBrain and baselines) are followed by a one-layer Transformer as a shared sequence encoder.
Table 12 reports the performance on ISRUC. CSBrain achieves the highest balanced accuracy of
0.7925 and strong overall performance across Cohen’s kappa (0.7406) and weighted F1 (0.7990).
Compared to CBraMod, CSBrain improves balanced accuracy by 0.6 points (0.7925 vs. 0.7865),
while maintaining highly competitive scores in the other two metrics.

Table 12: Results on Sleep Staging (ISRUC, 5-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.7154 ± 0.0121 0.7040 ± 0.0173 0.7513 ± 0.0124
EEGConformer [36] 0.7400 ± 0.0133 0.7143 ± 0.0162 0.7634 ± 0.0151
SPaRCNet [25] 0.7487 ± 0.0075 0.7097 ± 0.0132 0.7624 ± 0.0092
ContraWR [26] 0.7402 ± 0.0126 0.7178 ± 0.0156 0.7610 ± 0.0137
CNN-Transformer [38] 0.7363 ± 0.0087 0.7129 ± 0.0121 0.7719 ± 0.0153
FFCL [27] 0.7277 ± 0.0182 0.7016 ± 0.0292 0.7614 ± 0.0197
ST-Transformer [37] 0.7381 ± 0.0205 0.7013 ± 0.0352 0.7681 ± 0.0175
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s BIOT [40] 0.7527 ± 0.0121 0.7291 ± 0.0230 0.7790 ± 0.0146
LaBraM-Base [41] 0.7633 ± 0.0102 0.7231 ± 0.0182 0.7810 ± 0.0133
CBraMod [46] 0.7865 ± 0.0110 0.7442 ± 0.0152 0.8011 ± 0.0099
CSBrain (Ours) 0.7925 ± 0.0030 0.7406 ± 0.0102 0.7990 ± 0.0091

HMC contains overnight polysomnography (PSG) recordings of 151 adult subjects. EEG signals
were recorded from four channels (F4-M1, C4-M1, O2-M1, and C3-M2) at 256 Hz. All signals
were segmented into 30-second epochs and annotated by sleep experts according to the AASM
guidelines, resulting in 137,243 labeled samples across five classes. All signals are resampled to
200 Hz. Following prior work [118], we adopt a subject-independent evaluation split: the first 100
subjects are used for training, the middle 25 for validation, and the remaining 26 for testing. Table 13
summarizes the performance of all methods on HMC. CSBrain achieves the highest balanced accuracy
of 0.7345, along with top scores in Cohen’s kappa (0.6818) and weighted F1 (0.7506), outperforming
all baselines. Compared to the best-performing baseline LaBraM-Base, CSBrain improves balanced
accuracy by 0.68 points and weighted F1 by 0.52 points, while maintaining a comparable Cohen’s
kappa score.

Table 13: Results on Sleep Staging (HMC, 5-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.6534 ± 0.0122 0.5886 ± 0.0201 0.6536 ± 0.0168
EEGConformer [36] 0.7149 ± 0.0086 0.6432 ± 0.0055 0.7080 ± 0.0039
SPaRCNet [25] 0.4756 ± 0.1109 0.3147 ± 0.1315 0.4108 ± 0.1310
ContraWR [26] 0.4242 ± 0.0541 0.2340 ± 0.0554 0.2987 ± 0.0288
CNN-Transformer [38] 0.6573 ± 0.0141 0.5961 ± 0.0105 0.6896 ± 0.0065
FFCL [27] 0.4427 ± 0.0702 0.2542 ± 0.0654 0.2902 ± 0.0485
ST-Transformer [37] 0.2559 ± 0.0141 0.0503 ± 0.0183 0.1428 ± 0.0122
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s BIOT [40] 0.6862 ± 0.0041 0.6295 ± 0.0113 0.7091 ± 0.0147
LaBraM-Base [41] 0.7277 ± 0.0101 0.6813 ± 0.0053 0.7454 ± 0.0027
CBraMod [46] 0.7269 ± 0.0041 0.6685 ± 0.0104 0.7395 ± 0.0089
CSBrain (Ours) 0.7345 ± 0.0047 0.6818 ± 0.0046 0.7506 ± 0.0042

D.5 Imagined Speech Classification

Imagined speech classification aims to decode phonological representations embedded in neural activ-
ity. This task enables individuals with speech impairments resulting from conditions such as stroke,
trauma, or amyotrophic lateral sclerosis (ALS) to communicate without overt articulation. Moreover,
this approach enhances the understanding of the neural mechanisms underlying speech production
and perception, facilitating advances in cognitive neuroscience and augmentative communication
technologies. We evaluate our model on the BCIC2020-3 dataset [56], released as part of the 2020
International BCI Competition. During the data collection experiment, 15 subjects were instructed to
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imagine five speech-related words or phrases (“hello,” “help me,” “stop,” “thank you,” and “yes”),
and EEG signals were recorded from 64 channels at a sampling rate of 256 Hz. BCIC2020-3 dataset
is split into training, validation, and test sets as defined by the competition. Specifically, for each
subject, 60 trials per class are provided for training, 10 for validation, and 10 for testing. Each
sample consists of a 3-second EEG recording. Therefore, we obtained 6000 64-channel 3-second
EEG trials, which are resampled to 200 Hz. A learning rate of 0.0001 and a weight decay of 0.01 are
used for our model training. Table 14 reports the performance on BCIC2020-3. CSBrain achieves
the highest balanced accuracy (0.6004), along with strong overall performance in terms of Cohen’s
kappa (0.5006) and weighted F1 (0.6003). Compared to CBraMod, CSBrain improves the balanced
accuracy by 6.3 points (0.6004 vs. 0.5373), while maintaining competitive performance on the other
two metrics.

Table 14: Results on Imagined Speech Classification (BCIC2020-3, 5-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.4413 ± 0.0096 0.3016 ± 0.0123 0.4413 ± 0.0102
EEGConformer [36] 0.4506 ± 0.0133 0.3133 ± 0.0183 0.4488 ± 0.0154
SPaRCNet [25] 0.4426 ± 0.0156 0.3033 ± 0.0233 0.4420 ± 0.0108
ContraWR [26] 0.4257 ± 0.0162 0.3078 ± 0.0218 0.4407 ± 0.0182
CNN-Transformer [38] 0.4533 ± 0.0092 0.3166 ± 0.0118 0.4506 ± 0.0127
FFCL [27] 0.4678 ± 0.0197 0.3301 ± 0.0359 0.4689 ± 0.0205
ST-Transformer [37] 0.4126 ± 0.0122 0.2941 ± 0.0159 0.4247 ± 0.0138
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s BIOT [40] 0.4920 ± 0.0086 0.3650 ± 0.0176 0.4917 ± 0.0079
LaBraM-Base [41] 0.5060 ± 0.0155 0.3800 ± 0.0242 0.5054 ± 0.0205
CBraMod [46] 0.5373 ± 0.0108 0.4216 ± 0.0163 0.5383 ± 0.0096
CSBrain (Ours) 0.6004 ± 0.0187 0.5006 ± 0.0233 0.6003 ± 0.0192

D.6 Vigilance Estimation

Vigilance estimation plays a critical role in monitoring cognitive states in real-world scenarios such
as driving, aviation, and industrial operations. By measuring fatigue levels from EEG signals, this
approach can enhance safety by reducing the risk of accidents in high-stakes environments. Advances
in vigilance estimation may facilitate the development of more robust and reliable monitoring systems.
We evaluate our model on the SEED-VIG dataset [76]. SEED-VIG simulates a real-world driving
environment to induce a gradual transition from a vigilance to a fatigued state. The dataset was
collected while subjects operated the simulated driving system. Vigilance levels were labeled using
the PERCLOS indicator obtained from SMI eye-tracking glasses. EEG signals were recorded from
21 subjects using 17 channels at 200 Hz, and segmented into 20,355 8-second samples. We adopt a
subject-independent evaluation split: subject 1 to 13 for training, subject 14 to 17 for validation and
subject 18 to 21 for test. To stabilize training, we use a learning rate of 0.0005 and a weight decay
of 0.05, slightly differing from the default settings. As shown in Table 15, CSBrain achieves the
best overall performance, outperforming all baselines in both R2 score (0.2363) and RMSE (0.2774),
while achieving a competitive Pearson’s correlation coefficient (0.6314) close to the strongest baseline
(LaBraM, 0.6347). Compared to the best-performing foundation model LaBraM, CSBrain improves
R2 by a substantial margin (+5.6 points) and reduces RMSE by 0.97, highlighting the effectiveness
of its cross-scale modeling strategy in capturing subtle fluctuations in cognitive state.

D.7 Mental Stress Detection

Mental stress detection holds significant potential for both clinical and real-world applications. It
enables objective assessment of psychological stress levels, overcoming the limitations of subjective
self-reports. Therefore, it is particularly valuable for workplace mental health monitoring and the
diagnosis of stress-related disorders. We evaluate our model on the MentalArithmetic dataset
[71, 77]. MentalArithmetic comprises EEG recordings from 36 subjects collected before and during
a mental arithmetic task. EEG trials were recorded before the task were labeled as “no mental stress,”
while those were recorded during the task were labeled as “mental stress.” All EEG signals were
recorded from 20 electrodes at a sampling rate of 500Hz. The signals were resampled to 200Hz
and segmented into 1,707 samples of 5-second trails. We adopt a subject-independent evaluation
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Table 15: Results on Vigilance Estimation (SEED-VIG, regression).

Method Pearson’s Correlation R2 Score RMSE↓
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EEGNet [24] 0.5127 ± 0.0357 0.1960 ± 0.0427 0.2847 ± 0.0076
EEGConformer [36] 0.5800 ± 0.0174 0.2065 ± 0.0230 0.2829 ± 0.0041
SPaRCNet [25] 0.5709 ± 0.0362 0.2185 ± 0.0601 0.2806 ± 0.0108
ContraWR [26] 0.5235 ± 0.0335 0.0727 ± 0.0540 0.3057 ± 0.0090
CNN-Transformer [38] 0.5829 ± 0.0246 0.1796 ± 0.0105 0.2877 ± 0.0018
FFCL [27] 0.4923 ± 0.0313 0.1740 ± 0.0530 0.2885 ± 0.0093
ST-Transformer [37] 0.6020 ± 0.0327 0.1138 ± 0.1151 0.2983 ± 0.0199
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s BIOT [40] 0.6114 ± 0.0169 0.1232 ± 0.0778 0.2971 ± 0.0128
LaBraM-Base [41] 0.6347 ± 0.0135 0.1808 ± 0.0958 0.2871 ± 0.0166
CBraMod [46] 0.5502 ± 0.0115 0.0737 ± 0.0167 0.3057 ± 0.0027
CSBrain (Ours) 0.6314 ± 0.0356 0.2363 ± 0.0519 0.2774 ± 0.0094

split: subject 1 to 28 for training, subject 29 to 32 for validation, and subject 33 to 36 for testing.
Table 16 reports the performance on MentalArithmetic. CSBrain achieves the highest balanced
accuracy (0.7558), along with strong overall performance in terms of AUC-PR (0.6696) and AUROC
(0.8478). Compared to CBraMod, CSBrain improves the balanced accuracy by 3.0 points (0.7558 vs.
0.7256), while maintaining comparable performance on the other two metrics. The superior results of
CSBrain can be attributed to its cross-scale spatiotemporal modeling, which effectively captures the
short-term neural fluctuations and longer-range contextual dependencies underlying stress-induced
brain dynamics. These findings highlight the importance of structure-aware foundation models in
cognitive state classification tasks.

Table 16: Results on Mental Stress Detection (MentalArithmetic, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.6770 ± 0.0116 0.5763 ± 0.0102 0.7321 ± 0.0108
EEGConformer [36] 0.6805 ± 0.0123 0.5829 ± 0.0134 0.7424 ± 0.0128
SPaRCNet [25] 0.6879 ± 0.0107 0.5825 ± 0.0193 0.7418 ± 0.0132
ContraWR [26] 0.6631 ± 0.0097 0.5787 ± 0.0164 0.7332 ± 0.0082
CNN-Transformer [38] 0.6779 ± 0.0268 0.5777 ± 0.0285 0.7258 ± 0.0336
FFCL [27] 0.6798 ± 0.0142 0.5786 ± 0.0266 0.7330 ± 0.0198
ST-Transformer [37] 0.6631 ± 0.0173 0.5672 ± 0.0259 0.7132 ± 0.0174
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s BIOT [40] 0.6875 ± 0.0186 0.6004 ± 0.0195 0.7536 ± 0.0144
LaBraM-Base [41] 0.6909 ± 0.0125 0.5999 ± 0.0155 0.7721 ± 0.0093
CBraMod [46] 0.7256 ± 0.0132 0.6267 ± 0.0099 0.7905 ± 0.0073
CSBrain (Ours) 0.7558 ± 0.0106 0.6696 ± 0.0221 0.8478 ± 0.0297

D.8 Mental Disorder Diagnosis

Mental disorder diagnosis serves as a valuable diagnostic tool for conditions such as depression,
schizophrenia, and bipolar disorder. These disorders are often associated with characteristic ab-
normalities in EEG spectral features or connectivity patterns across different episodes or disease
stages, reflecting underlying neural dysfunction. Owing to its non-invasive nature and low cost,
EEG is expected to partially compensate for the subjectivity and limitations of traditional diagnostic
approaches. We evaluate our model on the Mumtaz2016 dataset [78]. Mumtaz2016 includes EEG
recordings from 34 patients diagnosed with major depressive disorder (MDD) and 30 healthy control
(HC) participants. The data collection experiment includes three sessions: eyes-open, eyes-closed,
and task. Following prior work [46], only the eyes-open and eyes-closed sessions are used in this
work. EEG signals were recorded from 19 electrodes at a sampling rate of 256 Hz. All signals are
resampled to 200 Hz. Subsequently, the signals are segmented into 5-second 7,143 trails. We adopt a
subject-independent evaluation split: data from 24 MDD patients and 19 HCs are used for training, 5
MDD patients and 4 HCs for validation, and 5 MDD patients and 5 HCs for testing. Table 17 reports
the performance on Mumtaz2016. CSBrain achieves the highest balanced accuracy (0.9643), along
with strong overall performance in terms of AUC-PR (0.9936) and AUROC (0.9956). Compared
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to CBraMod, CSBrain improves the balanced accuracy by 0.8 points (0.9643 vs. 0.9560), while
maintaining comparable performance on the other two metrics.

Table 17: Results on Mental Disorder Diagnosis (Mumtaz2016, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.9232 ± 0.0104 0.9626 ± 0.0095 0.9639 ± 0.0093
EEGConformer [36] 0.9308 ± 0.0117 0.9684 ± 0.0105 0.9702 ± 0.0101
SPaRCNet [25] 0.9316 ± 0.0095 0.9754 ± 0.0065 0.9781 ± 0.0063
ContraWR [26] 0.9195 ± 0.0115 0.9589 ± 0.0102 0.9621 ± 0.0092
CNN-Transformer [38] 0.9305 ± 0.0068 0.9757 ± 0.0074 0.9742 ± 0.0059
FFCL [27] 0.9314 ± 0.0083 0.9717 ± 0.0021 0.9753 ± 0.0033
ST-Transformer [37] 0.9135 ± 0.0103 0.9578 ± 0.0086 0.9594 ± 0.0059
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s BIOT [40] 0.9358 ± 0.0052 0.9736 ± 0.0034 0.9758 ± 0.0042
LaBraM-Base [41] 0.9409 ± 0.0079 0.9798 ± 0.0093 0.9782 ± 0.0057
CBraMod [46] 0.9560 ± 0.0056 0.9923 ± 0.0032 0.9921 ± 0.0025
CSBrain (Ours) 0.9643 ± 0.0155 0.9936 ± 0.0034 0.9956 ± 0.0020

D.9 Event Type Classification

Event type classification holds significant clinical and research potential, particularly in neurological
disorder diagnosis and monitoring. TUEV [79] is an EEG dataset commonly used to evaluate the
event type classification performance of decoding models. It contains annotations of EEG segments
categorized into six classes: (1) spike and sharp wave (SPSW), (2) generalized periodic epileptiform
discharges (GPED), (3) periodic lateralized epileptiform discharges (PLED), (4) eye movement
(EYEM), (5) artifact (ARTF), and (6) background (BCKG). The EEG signals are recorded from
23 channels at 256 Hz. Following prior work [46], we use 16 commonly adopted bipolar montage
channels based on the international 10–20 system for TUEV. All signals are resampled to 200 Hz.
Subsequently, the signals are segmented into 112,491 5-second samples. The original dataset provides
predefined training and test splits. We further split the training subjects into training and validation
sets using an 8:2 ratio. Table 18 reports the performance comparison on TUEV. CSBrain achieves the
highest balanced accuracy (0.6903) and Cohen’s kappa (0.6833), while maintaining a competitive
weighted F1 score (0.8333) close to CBraMod (0.8342). Compared to LaBraM and CBraMod,
CSBrain yields consistent improvements in overall classification robustness, particularly in capturing
minority classes, as reflected by gains in balanced accuracy. By explicitly modeling these cross-
scale dependencies, CSBrain offers a more reliable decoding paradigm for real-world clinical EEG
interpretation.

Table 18: Results on Event Type Classification (TUEV, 6-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.3876 ± 0.0143 0.3577 ± 0.0155 0.6539 ± 0.0120
EEGConformer [36] 0.4074 ± 0.0164 0.3967 ± 0.0195 0.6983 ± 0.0152
SPaRCNet [25] 0.4161 ± 0.0262 0.4233 ± 0.0181 0.7024 ± 0.0104
ContraWR [26] 0.4384 ± 0.0349 0.3912 ± 0.0237 0.6893 ± 0.0136
CNN-Transformer [38] 0.4087 ± 0.0161 0.3815 ± 0.0134 0.6854 ± 0.0293
FFCL [27] 0.3979 ± 0.0104 0.3732 ± 0.0188 0.6783 ± 0.0120
ST-Transformer [37] 0.3984 ± 0.0228 0.3765 ± 0.0306 0.6823 ± 0.0190
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s BIOT [40] 0.5281 ± 0.0225 0.5273 ± 0.0249 0.7492 ± 0.0082
LaBraM-Base [41] 0.6409 ± 0.0065 0.6637 ± 0.0093 0.8312 ± 0.0052
CBraMod [46] 0.6671 ± 0.0107 0.6772 ± 0.0096 0.8342 ± 0.0064
CSBrain (Ours) 0.6903 ± 0.0059 0.6833 ± 0.0047 0.8333 ± 0.0057

D.10 Abnormal Detection

Abnormal detection enables the identification of pathological neuroelectric activity, which can
significantly reduce the workload of medical personnel while ensuring timely alerts for various
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abnormal EEG events through continuous monitoring. TUAB [79] is an EEG dataset commonly
used to evaluate the abnormal detection performance of decoding models. All EEG signals were
recorded from 23 channels at 256 Hz and annotated as either normal or abnormal. Following prior
work [46], we use 16 commonly adopted bipolar montage channels based on the international 10–20
system for TUAB. All signals are resampled to 200 Hz. Subsequently, the signals are segmented
into 409,455 10-second samples. The original dataset provides predefined training and test splits.
We further split the training subjects into training and validation sets using an 8:2 ratio. As shown
in Table 19, CSBrain achieves the highest balanced accuracy of 0.8172 and the best AUC-PR of
0.9005, while maintaining a strong AUROC of 0.8957. Compared to the strongest baseline LaBraM,
CSBrain improves AUC-PR by 0.4 points and balanced accuracy by 0.32 points, with slightly lower
AUROC. This performance demonstrates that CSBrain consistently enhances the model’s ability to
discriminate subtle abnormalities across patients, despite class imbalance and recording variability.

Table 19: Results on Abnormal Detection (TUAB, 2-class).

Method Balanced Accuracy AUC-PR AUROC
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EEGNet [24] 0.7642 ± 0.0036 0.8299 ± 0.0043 0.8412 ± 0.0031
EEGConformer [36] 0.7758 ± 0.0049 0.8427 ± 0.0054 0.8445 ± 0.0038
SPaRCNet [25] 0.7896 ± 0.0018 0.8414 ± 0.0018 0.8676 ± 0.0012
ContraWR [26] 0.7746 ± 0.0041 0.8421 ± 0.0104 0.8456 ± 0.0074
CNN-Transformer [38] 0.7777 ± 0.0022 0.8433 ± 0.0039 0.8461 ± 0.0013
FFCL [27] 0.7848 ± 0.0038 0.8448 ± 0.0065 0.8569 ± 0.0051
ST-Transformer [37] 0.7966 ± 0.0023 0.8521 ± 0.0026 0.8707 ± 0.0019
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s BIOT [40] 0.7959 ± 0.0057 0.8792 ± 0.0023 0.8815 ± 0.0043
LaBraM-Base [41] 0.8140 ± 0.0019 0.8965 ± 0.0016 0.9022 ± 0.0009
CBraMod [46] 0.7891 ± 0.0030 0.8636 ± 0.0063 0.8606 ± 0.0057
CSBrain (Ours) 0.8172 ± 0.0043 0.9005 ± 0.0066 0.8957 ± 0.0046

D.11 Slowing Event Classification

TUSL [79] is a clinically relevant benchmark for slowing event classification, containing three
classes: seizure, slowing, and complex background. Following previous work [118], the raw EEG
signals from 23 channels were retained, segmented into 10-second samples, and resampled to 200 Hz,
resulting in 245 samples. The dataset is split into training, validation, and test sets in a 6:2:2 ratio.
Table 20 presents the performance comparison on TUSL. CSBrain outperforms all baselines by a
notable margin, achieving a balanced accuracy of 0.8571, Cohen’s kappa of 0.7828, and weighted F1
of 0.8568. Compared to the strongest baseline LaBraM, CSBrain improves balanced accuracy by
9.46 points and Cohen’s kappa by 14.21 points. These results indicate that CSBrain’s cross-scale
spatiotemporal modeling strategy enables more reliable discrimination of subtle, short-lived slowing
patterns from background and seizure activity, which is a key requirement in clinical EEG event
classification.

Table 20: Results on Slowing Event Classification (TUSL, 3-class).

Method Balanced Accuracy Cohen’s Kappa Weighted F1
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EEGNet [24] 0.4562 ± 0.0729 0.1955 ± 0.1115 0.4405 ± 0.0960
EEGConformer [36] 0.5512 ± 0.0666 0.3072 ± 0.0877 0.4895 ± 0.0733
SPaRCNet [25] 0.4185 ± 0.0452 0.1399 ± 0.0799 0.3500 ± 0.0968
ContraWR [26] 0.5857 ± 0.0662 0.3567 ± 0.0968 0.5458 ± 0.0798
CNN-Transformer [38] 0.3575 ± 0.0151 0.0306 ± 0.0179 0.2235 ± 0.0251
FFCL [27] 0.3159 ± 0.0688 0.0628 ± 0.0880 0.2120 ± 0.0786
ST-Transformer [37] 0.4000 ± 0.0329 0.0866 ± 0.0449 0.3793 ± 0.0459

Fo
un

da
tio

n
M

od
el

s BIOT [40] 0.5785 ± 0.0303 0.2012 ± 0.0212 0.2394 ± 0.0404
LaBraM-Base [41] 0.7625 ± 0.0131 0.6407 ± 0.0304 0.7614 ± 0.0210
CBraMod [46] 0.7388 ± 0.0320 0.6149 ± 0.0550 0.7453 ± 0.0360
CSBrain (Ours) 0.8571 ± 0.0240 0.7828 ± 0.0270 0.8568 ± 0.0180
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E Additional Analysis and Ablations

E.1 The Effectiveness of Pretraining

Figure 8: Performance comparison between CSBrain without and with pretraining.

We evaluate the effectiveness of large-scale pretraining by comparing CSBrain with and without
pretraining across four representative EEG decoding tasks. The non-pre-trained model uses the same
architecture but is trained from scratch on the downstream dataset only. Figure 8 summarizes the
performance across three standard metrics. Pretraining leads to consistent performance gains across
all datasets, confirming its general effectiveness. The improvement is especially pronounced in data-
limited scenarios. On BCIC-IV-2a (5,000 samples), pretraining improves balanced accuracy from
0.39 to 0.57, Cohen’s kappa from 0.23 to 0.42, and weighted F1 from 0.39 to 0.56. This demonstrates
that pretraining is especially beneficial when downstream data is scarce and task difficulty is high. On
SEED-V and TUEV, both of which contain over 100,000 samples, pretraining still yields substantial
improvements. For TUAB, which contains over 400,000 labeled EEG samples, the gains from
pretraining are relatively modest. This suggests that when downstream training data is sufficiently
large and diverse, training from scratch becomes more competitive. Nevertheless, pretraining still
brings consistent improvements.

In summary, large-scale pretraining is universally beneficial across tasks. The performance gain is
especially prominent in data-limited settings, while still being meaningful on larger-scale datasets.
These results support the core motivation of EEG foundation models: leveraging unlabeled EEG at
scale to improve downstream performance, particularly when labeled data is limited.

E.2 Scaling Analysis

As a foundation model for EEG decoding, CSBrain is expected to benefit from larger pretraining
datasets and higher model capacities. To examine this, we perform a scaling analysis from two
perspectives: (i) the amount of pretraining data, and (ii) the model capacity (number of parameters).

Effect of Pretraining Data Volume. We vary the scale of unlabeled EEG data used for pretraining,
ranging from 10 hours to 9000 hours. As shown in Figure 9, model performance improves consistently
with increased pretraining data. Accuracy, Cohen’s kappa, and F1 score all show steady gains as
data size increases, particularly between 500 and 5000 hours. Beyond 5000 hours, the improvement
begins to plateau, suggesting diminishing returns under fixed model capacity.

Effect of Model Capacity. We investigate the impact of model size by varying the number of
Transformer layers in CSBrain from 2 to 12, which corresponds to model sizes from 1.4M to 4.9M
parameters. As illustrated in Figure 10, downstream performance improves steadily with larger model
capacity, indicating that deeper networks provide stronger representational power for EEG decoding.

Together, these results follow the general trend of neural scaling laws [119], where both data and
model scale contribute to performance improvements. While our current exploration is constrained
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Figure 9: Effect of pretraining data volume on CSBrain performance.

Figure 10: Effect of model parameter size on CSBrain performance.

by computational resources and may not reach the scaling limits, we believe further scaling in both
dimensions will continue to yield gains. Determining how much EEG data is required to effectively
pretrain large-scale EEG foundation models remains a critical open question. We call for broader
community efforts to collaboratively explore this direction, in order to unlock the full potential of
unified architectures and large-scale pretraining for EEG-based foundation modeling.

E.3 Ablation on Regional Descriptor

We conduct an ablation study to evaluate the impact of different regional descriptor designs in the
inter-region attention module. In our default configuration, for each region Rr, we construct a
descriptor by combining two components: a sequentially sampled token xrep

r and the mean-pooled
feature across all tokens in Rr. This hybrid design aims to preserve both localized temporal structure
and global regional context. Here, we compare four variants: (1) Token only: Using only the
sequentially sampled token xrep

r from each region. (2) Mean only: Using only the average feature of
all tokens in each region. (3) Random Sample: Randomly sampling a token from each region, and
combining it with the regional average. (4) Ours: Sequentially sampling a token from each region
and combining it with the average feature.

Figure 11: Ablation on regional descriptor design.

Figure 11 reports the results of our ablation study on regional descriptor design across four repre-
sentative tasks. The default setting consistently achieves the best performance across all tasks and
metrics. Using only the token or only the mean leads to noticeable drops in accuracy and robustness,
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indicating that both local and regional information is essential. Random sampling performs slightly
better than the single-source variants but still underperforms the default design. These results confirm
that combining local token features with region-level context enhances inter-region attention, while
sequential sampling (covering partition) ensures consistent spatial coverage.

F Additional Visualizations

F.1 Topography Visualization

In this section, we present topography visualizations for four representative datasets: SEED-VIG,
BCIC-IV-2a, SEED-V, and BCIC2020-3. Specifically, we apply Gradient-weighted Class Activa-
tion Mapping (Grad-CAM) [80] to estimate the contribution of each EEG channel to the model’s
predictions. Across different EEG tasks, the visualizations reveal distinct activation topographies,
which reflect task-specific activation patterns and demonstrate the model’s ability to capture spatially
meaningful representations.

For the SEED-VIG dataset, as shown in Figure 12, vigilance states primarily activate the temporal
and occipital lobes, indicating sustained engagement of the auditory and visual systems. In contrast,
the fatigued state exhibits reduced activation in these lobes, suggesting a marked decline in auditory
and visual information processing.

fatiguevigilance

Figure 12: Topography visualization of SEED-VIG.

For the BCIC-IV-2a dataset, as shown in Figure 13, left- or right-hand motor imagery induces
localized activation in the contralateral motor cortex, whereas motor imagery involving both feet or
the tongue results in more symmetrical activation across the bilateral motor cortex. These findings
suggest that motor imagery effectively modulates neural activity in the motor cortex, as reflected by
event-related desynchronization (ERD) and synchronization (ERS) [81].

left hand both feet tongueright hand

Figure 13: Topography visualization of BCIC-IV-2a.

For the SEED-V dataset, as shown in Figure 14, emotional tasks elicit significant activation across
the frontal and occipital lobes, consistent with the finding in [32]. Notably, different emotional
states produce distinct activation patterns, providing a critical neurophysiological basis for their
identification.

For the BCIC2020-3 dataset, as shown in Figure 15, speech imagery evokes significant activation
in the frontal and temporal lobes [82], which are crucial for imagined speech processing [83]. In
particular, strong activation is observed in left-hemisphere electrodes F7, FT7, FC5, and F5, which
correspond primarily to Broca’s area. This finding further supports the involvement of Broca’s area
in speech processing [83]. Overall, these visualizations confirm that different EEG decoding tasks
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fearneutral

disgustsadhappy

Figure 14: Topography visualization of SEED-V.

‘yes’‘thank you’

‘stop’‘help me’‘hello’

Figure 15: Topography visualization of BCIC2020-3.

elicit distinct activation regions and spatial scales, reinforcing the importance of modeling cross-scale
neural dynamics. By explicitly capturing such multi-scale patterns, CSBrain effectively adapts to the
heterogeneous spatial characteristics of brain activity across diverse cognitive domains.

F.2 Representation Visualization

To qualitatively assess the discriminative capability of the representations learned by our model,
we conduct t-SNE visualizations [120] on two representative datasets: BCIC-IV-2a (motor imagery
classification) and BCIC2020-3 (imagined speech classification). For each dataset, we compare
the feature distributions of raw EEG signals and those produced by CSBrain after encoding. As
shown in Figure 16 and Figure 17, the features learned by CSBrain exhibit significantly improved
clustering effects compared to the raw EEG input. In BCIC-IV-2a (Figure 16), different motor
imagery classes form more compact and well-separated clusters, indicating that CSBrain effectively
captures task-relevant discriminative patterns. Similarly, for BCIC2020-3 (Figure 17), imagined
speech categories that are difficult to distinguish in the raw EEG space become more distinguishable
after CSBrain encoding.
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Figure 16: t-SNE visualization of feature representations on BCIC-IV-2a. Left: raw EEG signals;
Right: CSBrain representations.

Figure 17: t-SNE visualization of feature representations on BCIC2020-3. Left: raw EEG signals;
Right: CSBrain representations.

F.3 Attention Visualization

The attention visualizations highlight the cross-scale modeling capability of CSBrain. As shown
in Fig. 18, attention patterns across multiple layers reveal the model’s ability to capture temporal
dependencies at various scales. For example, in the lower layers, attention focuses more on local
features, while in deeper layers, attention spans broader time windows, demonstrating CSBrain’s
proficiency in modeling both local and long-range dependencies. The hierarchical attention across
multiple layers enhances its ability to capture complex spatiotemporal relationships in EEG data, a
key advantage of the cross-scale approach.

F.4 Channel Relationship Visualization

To further investigate the spatial dependencies captured by CSBrain, we visualize the inter-channel
relationships learned on two representative datasets: BCIC-IV-2a and BCIC2020-3. Specifically, we
first compute the average token embedding for each EEG channel from the final layer representations.
We then calculate the cosine similarity between every pair of channel embeddings to quantify inter-
channel relationships and visualize those with a similarity greater than 0.5. As shown in Figure 19 and
Figure 20, the learned channel similarity patterns reveal two notable characteristics. First, channels
within the same anatomical brain region tend to exhibit high similarity, indicating that CSBrain
captures strong intra-region dependencies. Second, we observe meaningful long-range inter-region
connections, such as between frontal and parietal regions or temporal and occipital regions, suggesting
that our model also learns physiologically plausible global interactions across distant brain areas.
These results validate the effectiveness of our cross-scale modeling approach in capturing both local
and global spatial dynamics, which are essential for robust and generalizable EEG decoding.
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Figure 18: Attention Visualization.

Figure 19: Channel similarity relationships of BCIC-IV-2a.

G Discussion

G.1 Implication

Our work emphasizes the critical role of cross-scale spatiotemporal modeling in the design of brain
foundation models, a factor often overlooked in prior efforts. CSBrain represents a paradigm shift
from scale-agnostic, densely connected modeling to a cross-scale, structure-aware architecture. By
explicitly encoding multi-resolution dynamics through Cross-scale Spatiotemporal Tokenization
(CST) and Structured Sparse Attention (SSA), our approach more effectively reflects the complex
patterns of neural activity, thereby achieving superior generalization across EEG decoding tasks with
inherently diverse spatiotemporal demands.

This modeling perspective provides a reusable architectural template for future EEG foundation
models and has the potential to generalize to other neurophysiological modalities. The strong
performance of CSBrain across 11 representative tasks and 16 public datasets suggests that unified
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Figure 20: Channel similarity relationships of BCIC2020-3.

architectures when guided by neurophysiological priors, can scale effectively across heterogeneous
brain decoding scenarios.

G.2 Limitation

Despite its strong generalization ability, CSBrain still faces several limitations. Firstly, our current
exploration of model and data scaling is constrained by computational resources. Following the
general trend observed in neural scaling laws [119], model performance tends to improve predictably
with increased model capacity and training data size. While our results suggest similar patterns
in EEG modeling, we are unable to empirically assess scaling behavior at the scale of vision-
language or language-only models (e.g., CLIP or GPT). Moreover, an open question remains: how
much EEG data is sufficient to pretrain high-quality foundation models? Due to the sparse, noisy,
and heterogeneous nature of EEG datasets, further work is needed to address large-scale dataset
unification, normalization, and cross-institutional collaboration. We believe such efforts will be
essential to unlocking the full potential of EEG-based foundation modeling and call for broader
community involvement to collectively advance this direction.

G.3 Future Work

A natural extension of this work is to investigate the scaling behavior of EEG foundation models
further. This includes expanding pretraining datasets, increasing model capacity, and generalization
across downstream tasks. Understanding the efficiency and limits of scaling in EEG foundation
models will be key to maximizing their representational capacity and real-world applicability. In
response to insightful comments from the reviewers, we recognize the importance of exploring
EEG foundation models across different model architectures. Specifically, we plan to investigate
large-scale pretraining using architectures beyond CSBrain, such as GNN and Mamba models. GNNs
excel at capturing local dependencies due to their graph-based structure. On the other hand, Mamba
models, which leverage multi-scale learning and attention mechanisms, have demonstrated strong
potential in handling multi-dimensional data efficiently. A comparative analysis of these models with
CSBrain will help illuminate the strengths and limitations of each, contributing to more robust EEG
foundation modeling. Additionally, we believe that incorporating multiple optimization objectives
during pretraining could capture more complex, nuanced patterns in EEG signals. Combining different
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objectives could enhance model robustness and its ability to generalize across diverse scenarios.
Additionally, the cross-scale modeling paradigm in CSBrain opens the door to unified cross-modal
brain foundation models. By integrating signals beyond EEG, such as MEG or fMRI, which offer
complementary properties in spatiotemporal scales, we can construct richer and more generalizable
neural representations and facilitate real-world applications in brain-computer interfaces, clinical
diagnostics, and cognitive augmentation.
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