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Abstract

Recent research work on textual Aspect-Based001
Sentiment Analysis (ABSA) have achieved002
promising performance. However, a persis-003
tent challenge lies in the limited semantics de-004
rived from the raw data. To address this issue,005
researchers have explored enhancing textual006
ABSA with additional augmentations, they ei-007
ther craft audio (Guo et al., 2024), text (Seo008
et al., 2024) and linguistic features (Bao et al.,009
2022) based on the input, or rely on user-posted010
images (Yu and Jiang, 2019). Yet these ap-011
proaches have their limitations: the former012
three formations are heavily overlap with the013
original data, which undermines their ability to014
be supplementary while the user-posted images015
are extremely dependent on human annotation,016
which not only limits its application scope to017
just a handful of text-image datasets, but also018
propagates the errors derived from human mis-019
takes to the entire downstream loop. In this020
study, we explore the way of generating the sen-021
timental image that no one has ever ventured022
before. We propose a novel Sentimental Image023
Generation method that can precisely provide024
ancillary visual semantics to reinforce the tex-025
tual extraction as shown in Figure 1. Extensive026
experiments build a new SOTA performance027
in ACOS, ASQP and en-Phone datasets, un-028
derscoring the effectiveness of our method and029
highlighting a promising direction for expand-030
ing our features.031

1 Introduction032

Aspect-based sentiment analysis (ABSA) is a topic033

of increasing interest in the research community, it034

is comprised of four subtasks: aspect term extrac-035

tion, opinion term extraction, aspect category clas-036

sification, and aspect-level sentiment classification.037

The Aspect-Category-Opinion-Sentiment (ACOS)038

Quadruple Extraction task, which combines these039

four subtasks as shown in Figure 1, presents a040

significant challenge for traditional classification-041

based models.042

#Quad1
Aspect: Chef
Opinion: Nice
Category: Service
Polarity: Positive

#Quad2
Aspect: Pizza
Opinion: Good
Category: Food
Polarity: Positive

The pizza was very good, and the chef 
even came to ask for comments, which 
was very nice!

Pizza

Chef
Positive

Food Positive

Text-to-Image 
Model

Positive

Service

Generate

Figure 1: Example of sentimental image generation.

In response, recent research has adopted a uni- 043

fied generative approach to avoid the complex mod- 044

eling. These approaches either design complex 045

training or inference patterns (Kim et al., 2024; 046

Gou et al., 2023; Xianlong et al., 2023; Bao et al., 047

2023b), or specify the desired target sequence (Yan 048

et al., 2021; Zhang et al., 2021b,a; Bao et al., 2022; 049

Hu et al., 2022) to simplify the overall task and 050

improve performance. Despite their effectiveness, 051

most previous studies are restricted to raw input 052

data (Zhang et al., 2021b; Hu et al., 2022), fail to 053

consider other data sources that could be supple- 054

mentary to textual ABSA systems. 055

To alleviate this problem, recent research tend 056

to introduce external knowledge from data aug- 057

mentations to enhance the textual ABSA perfor- 058

mance. They either craft audio (Guo et al., 2024), 059

text (Seo et al., 2024) and linguistic features (Bao 060

et al., 2022) on the basis of the textual samples, or 061

rely on user-posted images (Yu and Jiang, 2019). 062

Nevertheless, these approaches have notable limita- 063

tions: most of the knowledge introduced in the first 064

three formations either heavily overlap with the 065

raw data (such as audio and text) or not stranger for 066

the language models that are pre-trained on a mas- 067
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sive corpus (such as linguistic features), thereby068

hindering their ability to enrich the knowledge of069

ABSA models. And for the images posted by users,070

they completely rely on human annotation, which071

not only restricts their application scope to a few072

labeled text-image datasets but also risks propa-073

gating the vague sentiment expression and weak074

text-image association caused by human mistakes075

into downstream extraction.076

We hence shift our focus to generating senti-077

mental images from scratch as an alternative to the078

images posted by users. Such generated images can079

be generalized to any ABSA dataset where only080

text annotations are available instead of sticking081

to the text-image dataset. More importantly, un-082

like the user-posted images whose flaws are from083

humans and are not revisable, this approach can084

grant us control over the association between the085

input text and the generated image, enabling us to086

iteratively adjust the images towards the positive087

reinforcement of the extraction.088

However, it is challenging to tailor the generated089

image for better reinforcing the ABSA task, which090

requires the text-to-image model to comprehend091

the aspect-level information in the sample, espe-092

cially when user reviews may be overly abstract093

and vague. Only by this can the content of the gen-094

erated image be reflective and strongly associated095

with the aspect-level elements appeared, thereby fa-096

cilitating the surpassing of the user-posted image in097

both application scope and downstream extraction098

performance.099

In this study, we introduce a novel sentimental100

image generation method for aspect-level quadru-101

ple extraction. To craft effective images, we first102

propose Sentimental Paraphrasing with Emphasis103

Prediction. This approach serves to convert abstract104

user reviews into vivid scene descriptions that cov-105

ers all the aspect-level elements, thereby rendering106

them intelligible to the text-to-image model and fa-107

cilitating its creation of effective images as shown108

in Figure 1. Furthermore, to ensure that the gen-109

erated images contribute to model performance,110

we subsequently introduce a Sentimental Image111

Assessment framework to conduct a robust assess-112

ment and contrast of images generated, it measures113

the text-image relevance of generated images and114

finally pinpoints the most suitable image across115

different instances.116

With the sentimental image generated, we adopt117

a Vision-Language Model (VLM) integrated with118

fusion instruction to perform the extraction. The de- 119

tailed evaluation shows that our model significantly 120

advances the state-of-the-art performance on sev- 121

eral benchmark datasets. To the best of our knowl- 122

edge, our Sentimental Image Generation method 123

stands out as the first to augment textual data with 124

generated images, revealing a new direction for 125

guiding large language models. 126

2 Related Work 127

Research on ABSA typically progresses from ad- 128

dressing individual sub-tasks to tackling their intri- 129

cate combinations. Initially, the focus is often on 130

predicting a single sentiment element (Tang et al., 131

2016; Chen et al., 2022; Liu et al., 2021; Seoh et al., 132

2021; Zhang et al., 2022). Many studies also ex- 133

plore the joint extractions, aiming to capture more 134

complex sentiment information (Xu et al., 2020; Li 135

et al., 2022; Bao et al., 2023a,b). 136

Recently, there has been a growing interest in 137

tackling the ABSA problem using generative ap- 138

proaches (Zhang et al., 2021a). These approaches 139

involve treating the class index (Yan et al., 2021) 140

or the desired sentiment element sequence (Zhang 141

et al., 2021b) as the target of the generation model, 142

feeding a prompt to generate the sequence of as- 143

pect terms and opinion words (Yan et al., 2021; 144

Zhang et al., 2021a; Bao et al., 2022). Furthermore, 145

Multi-view Prompting (MVP) (Gou et al., 2023) 146

aggregates sentiment elements generated in differ- 147

ent orders, mimicking human-like problem-solving 148

processes from different views. 149

Some works subsequently explore augmenting 150

features from extra modalities to provide addi- 151

tional semantics. There are initial attempts on 152

linguistic features, such as syntactic (Bao et al., 153

2022) and dependence trees (Chen et al., 2022), 154

are combined into downstream models with lin- 155

earization or graph networks. Some works further 156

explore audio, leveraging the pitches and tones in 157

the speech (Zhang et al., 2023a; Guo et al., 2024; 158

Zhang et al., 2023b) to dig the implicit sentiment 159

information behind the samples. Recently, the rise 160

of LLMs have introduced text generation-based ap- 161

proaches: ATOSS (Seo et al., 2024) propose a plug- 162

and-play module that splits input sentence into mul- 163

tiple aspect-oriented sub-sentences; UniGen (Choi 164

et al., 2024) producing zero-shot dataset based on 165

the knowledge from LLMs and SCRAP (Kim et al., 166

2024) distills chain-of-thought reasoning text and 167

performs a vote over them. 168
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Input Review Finetuned 
LLM

The pizza was very good, and the chef even came 
to ask for comments, which was very nice!

Pair:	Pizza,	Good
Pair:	Chef,	Nice

Aspect:	Pizza
Aspect: Chef

Quad:	Pizza,	Good, Food, Positive
Quad:	Chef,	Nice,	Service,	Positive

Aspect Emphasis Pair Emphasis Quad Emphasis

A	baked	pizza sits	on	a	wooden	
table.	Nearby,	a	chef leans	slightly	
forward,	engaging	with	diners

A	steaming	pizza sits	on	a	wooden	
table,	with good toppings.	Nearby,	
the	smiling	chef engages	nicely with	
diners,	seeking	their	thoughts.

A	good taste pizza sits	on	a	wooden	table,	
half-eaten,	with	a	diner	satisfied with	the	
food.	Nearby,	a	chef is	engaging	nicely in	
conversation,	embodying	excellent service.

Pizza/Food

Chef

Positive

Chef

Pizza

Negative
Chef

Positive

Pizza/Food
Service

b)	Scene	
Rewriting

a)	Emphasis
Prediction

Generated	Sentimental	Image

Scene	
Description

c)	Sentimental							
Image
Assessment

Best
Selection

Figure 2: The illustration of our proposed Sentimental Image Generation.

In contrast to previous studies, our research169

stands out by first introducing generated visual con-170

tent to the textual ABSA task. This novel approach171

significantly surpasses prior augmentation methods172

in enhancing the extraction of aspect-level quadru-173

ples, and more importantly, extends the applicabil-174

ity of visual augmentations to scenarios where only175

text data is accessible.176

3 Sentimental Image Generation for177

Aspect-based Sentiment Analysis178

In this study, we propose a novel sentimental image179

generation method which generally includes two180

part: Sentimental Image Generation and Sentimen-181

tal Image Assessment. As shown in Figure 2, we182

start by crafting scene descriptions with Sentimen-183

tal Paraphrasing and generating a candidate pool of184

images based on them. Subsequently, we assess the185

images’ text-image relevance with Sentimental Im-186

age Assessment to identify the most fitting image187

as illustrated in Figure 2 (c). We further bridge the188

textual and visual modality with a unified vision-189

language model showcased in Figure 4. We will190

discuss these steps one by one.191

3.1 Sentimental Image Generation192

We first illustrate the process for generating the193

sentimental image. Given a customer review, it194

could be too abstract and missing a focused target,195

making it hard to be understood by text-to-image196

models. Besides, since the text-to-image models197

are not pre-trained on aspect-level tasks, they may 198

not be able to cover the elements involved. 199

To solve that, we propose Sentimental Paraphras- 200

ing, the workflow of which is shown in Figure 2. 201

Particularly, we first have Emphasis Prediction in 202

Figure 2 a), employing a finetuned LLM to predict 203

the silver label of sentiment elements for a given 204

review as the semantic emphasis, making up for 205

the relative low performance of the text-to-image 206

model’s semantic understanding. The target of Em- 207

phasis Prediction could be different combinations: 208

• Aspect Emphasis is an intuitive injection, pro- 209

viding the pre-predicted aspect terms as the 210

hint since they are the core elements of the 211

aspect-level information. 212

• Pair Emphasis provides one more element 213

of polarity compared with the previous one 214

to better help the model generate the explicit 215

expression in the image. 216

• Quadruple Emphasis is similar to the Pair 217

Emphasis, but the pre-predict and emphasis 218

target is the quadruples to provide the compre- 219

hensive aspect-level information. 220

We further rewrite the original review together 221

with the emphasis from the abstract user review to 222

concrete scene description that can be understood 223

by the text-to-image model with Scene Rewriting 224

as shown in Figure 2 b). We feed them into a LLM 225

to rewrite them into a scene description that meets 226
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the following requirements: 1) having a customer227

involved with the explicit expression of sentiment228

polarity. 2) covering the aspect-level information229

emphasized. The two requirements are designed230

to minimize the difficulty the LLM might have in231

understanding the text and ensure its coverage of232

the semantics.233

Finally, we feed the scene descriptions rewrit-234

ten with different emphasises into a text-to-image235

model to generate a candidate pool of images. We236

also expand our pool with two more non-rewriting237

images generated based on either the original re-238

view or the predicted silver quadruple solely. Sub-239

sequently, this pool will undergo an assessment240

procedure for best selection in next section.241

3.2 Sentimental Image Assessment242

Once we finish generating the images, we need an243

effective method to adjust the generation result by244

choosing the image that could better reflect the con-245

tent of the original aspect-level contents, and also246

check the effectiveness of our proposed Sentimen-247

tal Paraphrasing.248

Specifically, each image in the pool will be eval-249

uated by Sentimental Image Assessment to choose250

the image that best matches the semantics of the251

original review, from the following perspectives:252

• Image Relevance Score is the most intuitive253

one, where a similarity score will be calcu-254

lated based on Perceptual Hash Algorithm(P-255

Hash)(Fei et al., 2017) between any two candi-256

date images as shown in Figure 3 (a). Partic-257

ularly, the image will be divided into M × M258

non-overlapping blocks and a 2D Discrete Co-259

sine Transform (DCT) will be applied the to each260

block to obtain the DCT coefficients:261

F(u, v) =
M−1∑
x=0

M−1∑
y=0

f(x, y) cos
(
(2x+1)uπ

2M

)
cos

(
(2y+1)vπ

2M

)
(1)262

where the f(x, y) is the pixel intensity at posi-263

tion (x, y). F (u, v) is the DCT coefficient at264

frequency (u, v). The DCT coefficients will be265

quantised to obtain a 64-bit binary hash for each266

image, and the Hamming Distance H(A,B) be-267

tween two hashed image A and B will be em-268

ployed as the measurement of similarity by:269

H(A, B) = (
∑64

i=1 |Ai −Bi|)/64 (2)270

The Hamming Distance will be calculated be-271

tween any two images in the pool. The image272

with the lowest average Hamming Distance will273

Chef,	
Pizza

Chef,	
Pizza

(C)
Element Relevant Score

0.5

The	diner	is	
upset…

Raw
Review

(B)
Text Relevant Score

0.112

Recovered
Review

Recovered
Element

Predicted
Element

Ffd79…fff Dqa22…adf

(A)
Image Relevant Score

0.27

P-Hash
Value A

P-Hash
Value B

Figure 3: The illustration of proposed assessments.

Final Sentiment Image

LLM
ViT

Text
Encoder

Vision 
Encoder

Output
Sequence

Textual Token

Visual Token

Output Token

…
…

… …

8

9

combining the image and comment 
to extract the quadruple:
“The pizza was very good, and 
the …which was very nice!”
Now extract the quadruple:

The image contains the 
aspects and sentiments 
in the review, the Image:

Grid of Patches

Flatten …

1 2 3

4 5 6

7 8 9

1

2

Figure 4: The illustration of our vision-language model.

be regarded as the most representative one and 274

picked out as the final image. 275

• Text Relevance Score focuses on the origin, is 276

designed to recover the original review based on 277

the generated image for building a cycle evalu- 278

ation. Specifically, a recovered review will be 279

generated on the basis of the image and BLEU 280

score (Papineni et al., 2002) will be calculated 281

to measure the overlap between the recovered 282

review and original review as shown in Figure 3 283

(b) to evaluate the image’s semantic coverage. 284

• Element Relevance Score: since we expect the 285

vision-language model to extract the sentiment 286

element from the generated sentimental image, 287

we employ it to interpret the generated images 288

in the candidates pool first, asking it to summa- 289

rize the aspect-level elements in each image as 290

shown in Figure 3 (c). The final assessment score 291

Si of a particular image i will be calculated by 292

the overlap rate between the summarized pairs 293

P i
image and the predicted pairs Ppredict produced 294

during the Emphasis Prediction in Section 3.1: 295

Si = (P i
image ∩ Ppredict)/Ppredict (3) 296

3.3 Vision Encoder 297

Once the final sentimental image is settled, we use 298

a Vision Transformer (ViT) as the image encoder 299
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to learn the visual representation. Specifically, as300

shown in Figure 4, the input image is divided into301

a grid of patches, and each patch is then embedded302

into a visual token. The grid is then flattened into a303

sequence. Then the encoded image representations304

xv can be obtained from image I .305

3.4 Text Encoder with Fusion Instruction306

We employ a LLM as our text encoder and the307

modality fusioner. We specifically design the in-308

structions to fuse the textual and visual input. The309

fusion instruction are shown in Figure 4, which310

includes guiding instructions both before and after311

the visual tokens.312

When provided with a image and text, the LLM313

processes the vision encoder’s output as visual to-314

kens xv and the tokenized text as textual tokens315

xt_before and , xt_after. These tokens are subse-316

quently merged to create the input x:317

x = [xt_before, xv, xt_after] (4)318

Given the fused sequence x = x1, ..., x|x| as319

input. At the i-th step of generation, the decoder320

predicts the i-th token yi in the linearized form, and321

decoder state hdi as:322

yi, h
d
i = ([hd1, ..., h

d
i−1], yi−1) (5)323

The conditional probability of the whole output324

sequence p(y|x) is progressively combined by the325

probability of each step p(yi|y<i, x):326

p(y|x) =
∏|y|

i=1 p(yi|y<i, x) (6)327

where y<i = y1...yi−1, and p(yi|y<i, x) are the328

probabilities over target vocabulary V .329

The objective function maximizes the output tar-330

get sequence XT probability given the review sen-331

tence XO. Therefore, we optimize the negative332

log-likelihood loss function:333

L =
−1

|τ |
∑

(XO,XT )∈τ log p(XT |XO; θ) (7)334

where θ is the model parameters, and (XO, XT ) is335

a (sentence, target) pair in training set τ .336

4 Experiment337

4.1 Dataset and Experiment Setting338

In this study, we use the ABSA-ACOS (Cai et al.,339

2021) and en-Phone (Zhou et al., 2023) dataset and340

their splitting for textual ABSA experiments.341

For our VLM for finetuning and Sentimental 342

Image Assessment, we employ the pre-trained 343

InternLM-XComposer2-VL(Dong et al., 2024) and 344

LoRA finetune the LLM adapter parameters. In 345

terms of the LLMs for Sentimental Paraphrasing, 346

we employ LLaMA-3-8B (AI@Meta, 2024) as our 347

sliver label annotator, the accuracy of which can be 348

found in Table 8. Stable-Diffusion-3 (Esser et al., 349

2024) is adopt for the text-to-image model. 350

In evaluation, a quadruple is viewed as correct 351

if and only if the four elements, as well as their 352

combination (Cai et al., 2021; Zhang et al., 2021a). 353

4.2 Main Results 354

In Table 1, we present a comprehensive comparison 355

of our model with various state-of-the-art baselines. 356

These baselines include both classification-based 357

and generative models, as well as LLMs. 358

Classification-based methods, such as TAS- 359

BERT (Wan et al., 2020; Zhang et al., 2021a), 360

and Extract-Classify (Cai et al., 2021), typically 361

relies on identifying relevant spans within the input 362

text to extract sentiment quadruples. On the other 363

hand, generative models, such as GAS (Zhang 364

et al., 2021b), Paraphrase (Zhang et al., 2021a), 365

DLO (Hu et al., 2022), Seq2Path (Mao et al., 366

2022), OTG (Bao et al., 2022)1, One-ASQP (Zhou 367

et al., 2023) and MvP (Gou et al., 2023), aim 368

to generate sentiment quadruples in target tem- 369

plates, potentially allowing for more flexibility and 370

creativity in their outputs. Additionally, we also 371

have LLMs include closed-source zero-shot Chat- 372

GPT (Ouyang et al., 2022) and LoRA fine-tuned 373

LLaMA-3-8B (AI@Meta, 2024) as our baselines. 374

From Table 1 we observe that generative mod- 375

els easily surpass previous classification-based ap- 376

proaches. Furthermore, the LLM (Touvron et al., 377

2023) outperforms a large number of approaches 378

without complex modeling, showing its efficacy 379

for the complex extraction task. The results also 380

highlight the effectiveness of the unified generation 381

architecture, which can fully utilize the rich label 382

semantics by encoding the natural language label 383

into the target output for extraction. 384

Moreover, our proposed model exhibits signif- 385

icant improvements over all prior studies (p < 386

0.05), demonstrating the efficacy of our Sentimen- 387

tal Image Generation method for quadruple extrac- 388

tion which enhances LLMs with semantic guid- 389

1We adopt the OTG performance without external resource
for fair comparison.
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Method Restaurant Laptop Phone
P R F1 P R F1 P R F1

TAS-BERT 0.2629 0.4629 0.3353 0.4715 0.1922 0.2731 0.3453 0.2207 0.2693
Extract-Classify 0.3854 0.5296 0.4461 0.4556 0.2948 0.3580 0.3128 0.3323 0.3223
Seq2Path 0.6029 0.5961 0.5995 0.4448 0.4375 0.4411 0.5263 0.4994 0.5125
OTG 0.6191 0.6085 0.6164 0.4395 0.4383 0.4394 0.5302 0.5659 0.5474
One-ASQP 0.6591 0.5624 0.6069 0.4380 0.3954 0.4156 0.5742 0.5096 0.5400
GAS 0.6069 0.5852 0.5959 0.4160 0.4275 0.4217 0.5072 0.4815 0.4940
Paraphrase 0.5898 0.5911 0.5904 0.4177 0.4504 0.4334 0.4672 0.4984 0.4832
DLO 0.5904 0.6029 0.5966 0.4359 0.4367 0.4363 0.5451 0.5173 0.5308
MvP - - 0.6154 - - 0.4392 - - -
ChatGPT 0.5014 0.3625 0.4207 0.4492 0.3123 0.3541 0.4514 0.4627 0.4569
LLaMA 0.6213 0.6024 0.6117 0.4334 0.4201 0.4266 0.5314 0.5478 0.5394
Ours 0.6544 0.6443 0.6493 0.4543 0.4524 0.4534 0.5312 0.5809 0.5549

Table 1: Results of textual ABSA datasets, we report the result with Pair Emphasis and Element Relevance Score.

Method Res Lap Phone
Text Only 0.6030 0.4106 0.5170

With
Generated
Sentimental
Image

Original
Review

0.6244 0.4428 0.5323

Silver
Quadruple

0.6323 0.4464 0.5414

Aspect
Emphasis

0.6283 0.4489 0.5433

Pair
Emphasis

0.6368 0.4497 0.5468

Quadruple
Emphasis

0.6256 0.4482 0.5399

All (Ours) 0.6493 0.4534 0.5549

Table 2: F1-score results of different emphasises.

ance. To the best of our knowledge, this is the first390

attempt to generate semantic representation in the391

form of images and leverage them to enhance the392

text-based model in ABSA task.393

We also have Rest15/16 datasets(Zhang et al.,394

2021a) in Appendix A and the analysis of time cost395

in Appedix B for a holistic comparison.396

4.3 Contribution of Sentimental Image397

Generation398

After the overall performance, we first check the399

contribution of our Sentimental Image Generation400

to the overall performance. Specifically, we grad-401

ually incorporate the images generated from the402

proposed rewrites into the VLM. The non-rewriting403

images generated from the original review and the404

predicted silver quadruple are also included.405

As depicted in Table 2, when using only textual406

features, the performance of VLM is notably low,407

underscoring the necessity of enriched features to408

achieve SOTA results in complex tasks like quadru-409

ple extraction. Significantly improvement are ob-410

served when the generated sentimental images is 411

included in the input, highlighting the superiority 412

of the visual modality in capturing semantics. 413

Furthermore, all the proposed emphasises con- 414

tribute positively to quadruple extraction and sur- 415

pass the two non-rewriting images, demonstrat- 416

ing the effectiveness of our proposed Sentimen- 417

tal Paraphrasing. This technique is designed for 418

ensuring image’s comprehensive coverage of the 419

review’s semantics and making it easy to be under- 420

stood by our VLM. Among these emphases, Pair 421

Emphasis outperforms Quadruple Emphasis, we 422

believe the reason is due to the intricate and vo- 423

luminous information encapsulated in Quadruple 424

Emphasis, which may potentially overwhelm the 425

text-to-image model because of its relative low per- 426

formance in semantic understanding since it is not 427

trained or finetuned on this task. 428

Additionally, our proposed model, which com- 429

bines all the image enhancement methods to in- 430

corporate visual guiding, achieves the best perfor- 431

mance and showcases the value of visual sentiment 432

semantics in sentiment analysis. We also show our 433

sentimental image generation is generalize towards 434

various ABSA subtasks in Appendix C. 435

4.4 Effectiveness of Sentimental Image 436

Assessment 437

We subsequently check whether the relevant scores 438

produced by our proposed Sentimental Image As- 439

sessment can effectively pinpoint the image that is 440

capable of enhancing the VLM performance, which 441

indicates they have a superior text-image relevance. 442

Specifically, we investigate this by making a com- 443

parison between our proposed assessments and the 444

best single image generation method Pair Emphasis 445
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Augmentation Type Method Twitter2015 Twitter2017
Text Baseline 0.598 0.613

Textual
MvP+ATOSS 0.653 0.654

SCRAP 0.648 0.659
Linguistic OTG 0.631 0.633

Original Visual

OSCGA+TomBERT 0.632 0.635
JML 0.641 0.660

VLP-MABSA 0.666 0.680
Ours (Original) 0.662 0.676

Generated Visual
Ours (Generated) 0.674 0.687

Ours (Generated+Original) 0.678 0.690

Table 3: Results of different augmentations in Twitter2015/17 datasets.

Method Res Lap Phone
Single Generation 0.6368 0.4497 0.5468
Image Relevance Score 0.6395 0.4476 0.5487
Text Relevance Score 0.6426 0.4512 0.5525
Element Relevance Score(Ours) 0.6493 0.4534 0.5549

Table 4: Results of different assessment scores.

found in previous section.446

We show that our image assessment can effec-447

tively pick out the high-quality image and improve448

the overall performance in Table 4, where all of our449

assessments can surpass the best single generation450

baseline, giving us a conclusion that combining dif-451

ferent generation paths can provide us more com-452

prehensive semantics. Among them, the Element453

Relevance Score outperforms the other two, we454

believe this due to its congeniality with the finetun-455

ing: the target of both two tasks are extracting the456

elements instead of the reviews or images.457

5 Analysis and Discussion458

5.1 Comparison of Augmentations459

We subsequently make a comparison of different460

augmentation methods. We switch our bench-461

mark to the multi-modal ABSA (MABSA) dataset462

Twitter2015/17 (Yu and Jiang, 2019) to facilitate463

the comparison with user-posted images. The464

comparison include: Textual Augmentations: 1)465

MvP+ATOSS (Seo et al., 2024). 2) SCRAP (Kim466

et al., 2024). Linguistic Augmentations: OTG467

Bao et al. (2022). Original Visual Augmenta-468

tions that the augmenting images are user-posted:469

1) OSCGA+TomBERT (Yu and Jiang, 2019); 2)470

JML (Ju et al., 2021); 3) VLP-MABSA (Ling et al.,471

2022); 3) Ours (Original). Generated Visual472

Augmentations where the augmenting images are473

generated sentimental images: 1) Ours (Gener-474

ated) represents generated images; 2) Ours (Gener-475

ated+Original) represents the original image will 476

be fed together with the generated image. We also 477

have the baseline that solely rely on the original 478

sentences, named “Text Baseline”. 479

Referring to Table 3, it is evident that the meth- 480

ods based on visual augmentations surpass the tex- 481

tual and linguistic augmentations by a consider- 482

able margin when incorporating either generated 483

or posted images, showing the superiority of visual 484

augmentations in supplementing textual tasks. On 485

the other side, as most of the knowledge introduced 486

in the text and linguistic-based augmentations have 487

heavy overlap with original sample, their lower 488

performance is expected. 489

Furthermore, inside the visual augmentations, 490

the generated image outperforms the original im- 491

age. We attribute this superiority to the generated 492

image’s ability to offer a more explicit text-image 493

association, while the original image’s representa- 494

tion appears comparatively vague, could miss the 495

significant expression of sentiment polarity or as- 496

pect terms, making their images less informative. It 497

also hints at a novel avenue for exploration: substi- 498

tuting user-posted content with model-generated. 499

In addition, the combination of the two types 500

of the images achieves the SOTA performance in 501

MABSA task. This can be attributed to the en- 502

riched semantic information provided by the com- 503

bination, and also reinforces the significance of 504

visual sentiment semantics in sentiment analysis. 505

5.2 Analysis of Data Efficiency 506

When compared to textual content, one of the ad- 507

vantages of generated sentimental images is the 508

presence of a large number of shared portrayals, 509

such as smiling faces, which can express polarities 510

more explicitly. This explicit representation makes 511

it easier to establish semantic connections across 512

samples. We thus investigate how the generated 513
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Review

Bus Selfie on the way
to Harry Potter Studios
@ WFCTrust @ NCSEast
ShareYourSummer.

RT @ KTVU : UPDATE
Protesters have blocked
traffic on both sides of I - 80
at University in # Berkeley

BCMS students
stoked to meet Clara
! ! clarasbigride.

We have you covered. See
why the Data Protection Suite
ampData Domain are even
better together.

without
Sentimental
Image

(Bus Selfie,
Positive) ✗

(both sides of I - 80,
Neutral ) ✗

(BCMS, Negative) ✗

(Clara, Positive)✓
(Data Protection Suite,Neutral)✓

(Data Domain, Neutral)✗

Generated
Sentimental
Image

with
Sentimental
Image

(Harry Potter Studios,
Positive) ✓

(University in # Berkeley,
Neutral) ✓

(BCMS, Positive) ✓
(Clara, Positive)✓

(Data Protection Suite,Neutral)✓
(Data Domain, Positive)✓

Table 5: Cases studies for our generated sentimental image.

sentimental image improves the data efficiency by514

comparing with using textual modality solely under515

limited training data in Figure 5.516

From the figure, we find that the more training517

data, the higher performance our proposed model518

can reach. Moreover, the improvement brought by519

the generated image information increases under520

limited data size, showing the superiority of vi-521

sual sentiment semantics in low resource situation,522

where a pool of shared features can be easily built523

compared with relying on textual modality solely.524

6 Cases Studies525

We launch case studies to make a more intuitive526

comparison between the extraction result with and527

without our generated image in Table 5.528

We show that generated sentimental images can529

effectively capture the intended target in the first530

two examples. The extraction without generated531

images in the first two example misses “Harry Pot-532

ter Studios” and “University in # Berkeley” respec-533

tively, while our generated sentimental images suc-534

cessfully cover them, aiding the VLM in identify-535

ing the correct elements.536

Furthermore, we illustrate that generated senti-537

mental images can better convey sentiment polarity538

in the last two examples. The extraction without539

generated images in the third example successfully540

captures the aspect target but lacks discernible po-541

larity. It performs similarly in the last example,542

wrongly classifies into Neutral polarity, whereas543

our generated image explicitly conveys a correct544

Positive polarity and helps the final classification.545

From the cases shown in Table 5, we can find546
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Figure 5: Improvement of data efficiency.

that, with the enhancement of the generated senti- 547

mental image, our method shows significant supe- 548

riority in improving aspect-level extraction. 549

7 Conclusion 550

In this study, we address the long-overlooked lim- 551

itations of existing data augmentation methods of 552

textual ABSA and shift our focus toward generat- 553

ing sentimental images from scratch as a promis- 554

ing alternative. With proposed Sentimental Image 555

Generation and Assessment, we generate effective 556

images to assist textual ABSA, achieving SOTA 557

performance in multiple benchmarks. 558

Our results also validate that, in addition to 559

the conventional approaches of incorporating ex- 560

tra user-posted features, leaning on machines- 561

generated features generated from scratch could 562

also be considered as an efficiently way to provide 563

us with supplementary semantic insights. 564
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Limitations565

The limitations of our work can be stated from two566

perspectives. Firstly, besides the image, there is567

another feature whose effect on downstream tasks568

is not yet known such speech. In future research,569

further exploration of the impact of text-to-speech570

could provide valuable insights.571

Secondly, our focus has been primarily on uti-572

lizing image generation in ABSA. While we have573

achieved promising results in them, it is impor-574

tant to acknowledge that the performance of our575

approach in other field such as event extraction re-576

mains unknown. Extending our investigation to577

other tasks would allow us to gain a more compre-578

hensive understanding of the generalizability and579

effectiveness of our methodology.580
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A Results in ASQP Datasets835

In Table 6, we show our proposed model can836

also achieve the state-of-the-art performance on837

ASQP (Zhang et al., 2021b). These baselines in-838

clude both classification-based methods and gen-839

erative models, include classification-based meth-840

ods, such as TASO-BERT-CRF (Cai et al., 2021)841

and generative models, such as GAS (Zhang et al.,842

2021b), Paraphrase (Zhang et al., 2021a), DLO (Hu 843

et al., 2022) and MvP (Gou et al., 2023). 844

Our proposed model achieves statistically sig- 845

nificant improvements over all previous studies 846

(p < 0.05) on the ASQP (Zhang et al., 2021b) 847

dataset, demonstrating the effectiveness and gen- 848

eralization of our Sentimental Image Generation 849

method when applied to quadruple extraction. 850

B Analysis of Inference Cost 851

In this section, we compare our method with other 852

augmentation methods including MvP and SCRAP 853

we mentioned before as in the following Table 7, 854

We implement all of them with LLaMA-3-8B for 855

the right. The speed is measured with seconds of 856

generating 100 samples. The first two strategies are 857

the textual argumentation baselines MvP+ATOSS 858

and SCRAP. The other one is the linguistic argu- 859

mentation baseline OTG. 860

As evident from the results, SCRAP is the slow- 861

est as it needs to pre-generate even 20 times to 862

get the augmentations, on the other hand, OTG 863

achieves the fastest speed. However, this comes at 864

the cost of reduced performance as it only generates 865

once, having very narrow searching space. If we 866

take both aspects into consideration, our method 867

emerges as the clear winner. It outperforms all 868

other strategies while maintaining an acceptable 869

inference speed. 870

C Analysis of Generalization 871

As a complex task, ABSA contains multiple sub- 872

tasks that focus on analysing different combination 873

of targets. To fully explore the generalization of our 874

sentimental image, we analyze it with the LLaMA- 875

3-8B in different ABSA subtask, which also serves 876

as our powerful silver label annotator in Section 877

3.1. In particular, there are seven popular subtask: 878

• AE is the most basic subtask, it means the 879

single extraction of the aspect term. 880

• AO/Pair means that we only extract aspect 881

term and opinion term from review text (Qiu 882

et al., 2011; Xu et al., 2020; Li et al., 2022). 883

• OS means that we extract opinion term and 884

polarity from review text. 885

• AC means that we extract aspect term and 886

category from review text. 887
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Method Rest15 Rest16
P R F1 P R F1

HGCN-BERT+BERT-TFM* 0.2555 0.2201 0.2365 0.2740 0.2641 0.2690
TASO-BERT-CRF* 0.4424 0.2866 0.3478 0.4865 0.3968 0.4371
GAS 0.4531 0.4670 0.4598 0.5454 0.5762 0.5604
Paraphrase 0.4616 0.4772 0.4693 0.5663 0.5930 0.5793
DLO 0.4708 0.4933 0.4818 0.5792 0.6180 0.5979
MvP - - 0.5221 - - 0.6039
Ours 0.5359 0.5433 0.5396 0.6447 0.6245 0.6344

Table 6: Results of textual datasets Rest15/16. The results are obtained from Hu et al. (2022) and Gou et al. (2023)

Method Time(s) Res Lap Phone
MvP+ATOSS 423.13 0.6154 0.4392 -
SCRAP 1767.49 0.6095 0.4313 0.5237
OTG 283.12 0.6164 0.4394 0.5474
Ours 876.97 0.6493 0.4534 0.5549

Table 7: Results of inference time. The speed is mea-
sured with seconds of generating 100 samples.

Subtask Domain LLaMA Ours

AE
Restaurant 0.7739 0.7984

Laptop 0.7684 0.7910
Phone 0.7957 0.8132

AO
Restaurant 0.6906 0.7381

Laptop 0.7201 0.7602
Phone 0.7123 0.7294

OS
Restaurant 0.7306 0.7629

Laptop 0.7412 0.7511
Phone 0.7233 0.7484

AC
Restaurant 0.6703 0.6922

Laptop 0.6828 0.7199
Phone 0.7356 0.7462

AOS
Restaurant 0.6582 0.6881

Laptop 0.6461 0.6843
Phone 0.7038 0.7323

ACS
Restaurant 0.6323 0.6624

Laptop 0.4412 0.4690
Phone 0.5643 0.5702

ACOS
Restaurant 0.6117 0.6493

Laptop 0.4266 0.4534
Phone 0.5394 0.5549

Table 8: Results our method’s generalization towards
different ABSA subtask, LLaMA also serves as our
sliver label annotator, the results are measured by F1-
score.

• AOS/Triple means that we extract aspect 888

term, opinion term, and polarity from review 889

text (Zhang et al., 2021b; Chen et al., 2021). 890

• ACS means that we extract aspect term, cate- 891

gory, and polarity from review text. 892

• ACOS/Quad is the quadruple schema that 893

extracts all four sentiment elements to form 894

the opinion quadruple (Cai et al., 2020; Zhang 895

et al., 2021a; Bao et al., 2022). 896

Note that, we make minor modifications to our 897

workflow, and let it suitable for the corresponding 898

subtask (i.e., delete the prediction of silver opinion 899

words in ACS subtask). From Table 8, we can 900

find that our model outperforms LLaMA in all the 901

schemas. It indicates that our sentimential image 902

is generalized and can be used to handle different 903

subtasks in aspect-based sentiment analysis. 904
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