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ABSTRACT

The self-attention mechanism, at the heart of the Transformer model, is able to
effectively model pairwise interactions between tokens. However, numerous recent
works have shown that it is unable to perform basic tasks involving detecting
triples of correlated tokens, or compositional tasks where multiple input tokens
need to be referenced to generate a result. Some higher-dimensional alternatives to
self-attention have been proposed to address this, including higher-order attention
(Sanford et al., 2023) and Strassen attention (Kozachinskiy et al., 2025), which
can perform some of these polyadic tasks in exchange for slower, superquadratic
running times.

In this work, we define a vast class of generalizations of self-attention, which we
call poly-attention mechanisms. Our mechanisms can incorporate arbitrary higher-
order (tensor) computations as well as arbitrary relationship structures between
the input tokens, and they include the aforementioned alternatives as special cases.
We then systematically study their computational complexity and representational
strength, including giving new algorithms and matching complexity-theoretic
lower bounds on the time complexity of computing the attention matrix exactly
as well as approximately, and tightly determining which polyadic tasks they can
each perform. Our results give interesting trade-offs between different desiderata
for these mechanisms, including a tight relationship between how expressive a
mechanism is, and how large the coefficients in the model may be so that the
mechanism can be approximated in almost-linear time.

Notably, we give a new attention mechanism which can be computed exactly in
quadratic time, and which can perform function composition for any fixed number
of functions. Prior mechanisms, even for just composing two functions, could only
be computed in superquadratic time, and our new lower bounds show that faster
algorithms for them are not possible.

1 INTRODUCTION

The transformer architecture, introduced by |Vaswani et al.|(2017)), has the self-attention mechanism at
its heart, which is used to capture pair-wise correlations in large language models. Since its inception,
it has been used in a variety of large language model (LLM) architectures, including BERT (Devlin
et al., [2019), GPT series (Radford et al., 2018} Brown et al.,[2020; |OpenAlL |2023), Claude (Anthropic,
2024), Llama (Grattafiori et al.,|2024), and ol (OpenAll|[2024)). Its success has led to its prominent
use in nearly every area of modern deep learning.

Transformers consist of three main components within each block: an input Multilayer Perceptron
(MLP) layer, followed by a self-attention mechanism, then finally an output MLP layer Vaswani
et al.|(2017)). The self-attention mechanism is a function from R™*% — R™*4 which computes and
combines weighted pairwise correlations between tokens in its input, and is key to the success of the
Transformer model.

Self-attention (Vaswani et al.,|2017). For a matrix M and index ¢, we write M; to denote the ith
row of M. Given a query matrix Q € R"*?, key matrix K € R™*? and value matrix V € R™"*¢ for
a specific input, the output of the self-attention function is given by the matrix Att € R"*% whose
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ith row is:

Zje[n] eXP(é@ivKﬁ) Vi
Zje[n] exp(<Qi7 KJ>)

Despite the widespread use of self-attention in Transformers, there are limits to its expressive
power, which is intuitively limited to capturing pairwise correlations between tokens. In particular,
researchers have defined a number of basic tasks such as iterated function composition, Match3,
Parity, Majority, and Dyck-1 which require higher order relationships than pairwise correlations
and provably cannot be solved by simple self-attention networks (Sanford et al., [2024b}; Peng et al.,
2024; Hahn| [2020). Empirical studies have also confirmed this intuition, showing poor performance
by simple Transformers on benchmark datasets like multiplication, logical puzzles and dynamic
programming Dziri et al.| (2023)), memorized mappings (Zhang et al., 2025)) and other datasets like
SCAN (Lake & Baroni, [2018)), PCFG (Hupkes et al.,|2020), CLUTRR (Sinha et al.,|2019), CoGS
(Kim & Linzen, 2020), GFQ (Keysers et al.,|2020), and CREPE (Ma et al.| 2023).

Att; =

In this paper, we focus especially on a type of task called function composition. As a simple example,
the language model may be given the query "If Sam lives in Toronto, Peter lives in Paris, Toronto is
in Canada, and Paris is in France, which country does Sam live in?", and the model is expected to
reply "Canada". This is a composition of two functions: the first maps people to cities, and the second
maps cities to countries. Several works including (Peng et al.| [2024; |Dzir1 et al., |2023; |Lu et al.,
2023)) have shown, both theoretically and experimentally, that simple language models are unable to
perform these tasks. In order to overcome these representational limitations, several stronger attention
mechanisms have been proposed, notably higher-order tensor attention and Strassen attention which
we define next.

Tensor-attention. |[Clift et al.| (2020) came up with a tensor generalization of self-attention, called 2-
simplical attention, which|Sanford et al.|(2024b)) also studied as the higher-order tensor attention (that
we will call 3-tensor attention) for a query matrix Q1) € R"*¢, key matrices Q(*), Q©®) € R**¢
and value matrices V), V() € R"*4_ The output is given by the matrix Att(T) € R"*¢, whose i*
row is given by:

1 2 3 2 3
) Cmem (3@, Q1 Q) VY o v
- 1 2 3 )
ZZ;{,ZQE[TL] eXp(é <Q§ )7 Q§2)7 Qé3)>)
Here ® denotes the element-wise product (also called Hadamard product), and for three vectors
a,b,c € RY, we define (a,b,¢) = S0, a[f]b[¢]c[].

Sanford et al.| (2024b) showed that one 3-tensor attention head can solve more complicated tasks
like Match3, which requires finding a triple of correlated tokens. They also defined a natural
generalization to ¢-tensor attention, which can solve Match-t for ¢ > 3.

A"

Strassen-attention. Later,|Kozachinskiy et al.|(2025) gave a more efficient attention mechanism
that can also perform Match3 and several other tasks difficult for self-attention. (As we will discuss
shortly, 3-tensor attention can have prohibitive computational complexity, and Strassen-attention was
defined as a step toward addressing this.) This attention mechanism is again defined over a query
matrix Q) € R"*?, key matrices Q, Q(®) € R"*? and value matrices V(?), V3) € R"*4, The
output matrix is Att(%) € R™*¢, where the i*" row, for i € [n], is given by:

1 2 2 3 3 1 2 3
et (3. Q) + Q2. Q) + (@Y. QM) VP o v
- 1 2 2 3 3 1 ’
St toetn P(H(QL Q1) +(@1), Q1) + (@ Q1))
Quite recently, 3-tensor attention has been implemented and performances studied by Roy et al.

(2025). We refer the reader to Section [B]in which we survey other attention mechanisms and the
landscape of results known about them in more detail.

Attt"

1.1 RUNNING TIME CONSIDERATIONS

A natural trade-off arises in these proposed attention mechanisms: as the attention mechanism
becomes more general to give more representational power, the required running time increases too.
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This can often be prohibitive: the quadratic running time of self-attention is already a computational
bottleneck which is mitigated in practice only by extensive hardware; a superquadratic running time
may not be practical even with such hardware speedups.

We compare here the running times of various attention mechanisms as a function of n, the number of
input tokens, where the embedding dimension is d = O(logn); see running times in Table below.

Exact Algorithms. The best algorithms for self-attention take time 72+°(1)| matching the straightfor-
ward algorithm. For tensor attention, the best algorithm is also the straightforward algorithm, which
for ¢-tensor attention (¢ > 3) runs in superquadratic time n‘*°(1).

The straightforward algorithm for Strassen attention, just following its definition, takes time n3+°(1),
However, Kozachinskiy et al.| (2025)) give a faster algorithm for Strassen attention with running
time O(n*), where w < 2.3714 is the exponent of matrix multiplication (Alman et al.,2025), i.e.,
the constant such that n x n matrices can be multiplied in time O(n*). This faster algorithm is
still truly superquadratic, and moreover, we note that the aforementioned bound on w comes from
a highly theoretical algorithm, and typically either w ~ 2.81 from Strassen’s algorithm (Strassen,
1969), or even w = 3 from the straightforward matrix multiplication algorithm, are used in practice.
(Kozachinskiy et al.[(2025]) named it after Strassen’s matrix multiplication algorithm to emphasize
this faster algorithm.)

It is natural to wonder whether even faster algorithms are possible, and particularly whether tensor
attention or Strassen attention could be computed in quadratic time. In fact, these known running
times are known to be optimal under standard complexity-theoretic assumptions, so these algorithms
cannot be improved. For self-attention and tensor attention, this was shown in prior work (Alman &
Songl 2023}2024); for Strassen attention, we prove this here in Theorem@]below.

Approximation Algorithms. In most cases, a sufficiently accurate approximation of self-attention
suffices, and this can sometimes be computed much faster. |Alman & Song| (2023)) shows that as
long as the entries of the query and key matrices are bounded (and all have magnitude at most
B = o(y/log n)) we can compute an entry-wise approximation of the self-attention matrix in almost
linear time, n'*°(M)_ [!| /Alman & Song| (2024) similarly showed how to compute an entry-wise
approximation of tensor attention Att(T) in n!*+°(1) time, with a smaller bound on B. These prior
works have also shown matching lower bounds, showing that these bounds B are tight: if the weights
are even slightly larger, than the straightforward exact running times discussed above are unavoidable.
(These lower bounds use standard assumptions from fine-grained complexity theory; see Section 4]
for more details.) Many different lines of experimental work studied Transformers with reasonable
precision guarantees (Zafrir et al.,|2019; [Sun et al., 2019; Katharopoulos et al., 2020; Dettmers et al.}
2022} Xiao et al.,[2023}; |Dettmers et al., 2022; Perez et al., 2023} Roy et al.,[2021}; |[Han et al.| [2024)).

In this paper, we build on this line of
work and give the first fast approxi-
mation algorithm for Strassen atten-
tion. We show that, if all the weights ~ Self-attention =~ n2t°o(1)  pl+o() o(y/Togn)

Mechanism Exactcc  Apxcc Bound

are bounded by B = o(v/logn), then ¢ _Tensor p3te)  p(+e)  o((logn)'/?)
one can approximate Strassen atten- Strassen peto(1)  p(1+o(1)) o(vIogn)
tion in almost linear time n' 7" and .. (new) p2to)  p+e())  o(,/Togn)
if the weights are larger, then the ex- Poly (new) ni+o() p(1+o(1) o((log n)l/k’)
act running time of n*~°() cannot

Table 1: This summarizes the running times of both exact
and approximate algorithms for these attention variants. For
entry-wise approximation (Apx cc), the bound B is the max-
imum absolute value of the matrix entries such that we can
entry-wise approximate the output matrix in near-linear time;
the attention polynomial is in ¢ variables and has degree k.
Alman & Song|(2023;2024) proved bounds for self-attention
and tensor-attention, while we prove the rest.

be avoided (again using fine-grained
complexity assumptions). This lower
bound fits within a new, much more
general lower bound on different gen-
eralizations of attention which we will
state in Theorem [3.6|later. In partic-
ular, although the statement appears
similar to prior work, proving this
requires substantial new techniques,
since prior techniques focused on proving cubic lower bounds, but Strassen attention actually has a

' An entry-wise approximation outputs a matrix where each entry is at most m far from the exact value.
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subcubic (but superquadratic) time algorithm based on matrix multiplication; see Section [ for more
details.

1.2 POLY-ATTENTION IS ALL YOU NEED

In this work we introduce a more general class of attention mechanisms called poly-attention that
generalizes and improves upon these previous attention mechanisms. An instantiation of poly-
attention is given by a base polynomial, h, over ¢ variables, degree k and sparsity s. We will precisely
define poly-attention shortly, and show that it includes self-attention, tensor attention, and Strassen
attention as special cases.

Our main results include complete and exhaustive analyses of the running times one can achieve
to compute or approximate different poly-attentions, as well as the expressive power of each one.
Using these, we identify new, specific instantiations of poly-attention which are simultaneously
more expressive and easier to compute than prior replacements to self-attention. One may also use
our results to identify attention mechanisms of interest which achieve a desired trade-off between
expressiveness and computational complexity.

Tree-attention. We particularly highlight a subclass of our poly-attention mechanisms that we call
tree-attention, which loosely speaking is characterized by a subclass of degree-2 base polynomials
h that possesses a tree-like property. We find that all tree-attention mechanisms can be computed
in quadratic time, matching the running time of standard self-attention. Furthermore, we show that
tree-attention can solve r-fold function composition for any constant ¢.

This is a substantial improvement on prior attention mechanisms. Self-attention cannot even solve
2-fold function composition. Meanwhile, 3-tensor attention and Strassen attention, which can solve
2-fold function composition, require superquadratic time, and furthermore, they cannot solve 3-fold
function composition. Our new tree-attention can solve r-fold function composition for all » and can
be computed in quadratic time (Theorem [3.4).

We give a more detailed analysis of tree-attention, including tight exact and approximation algo-
rithms, in Section@ (Theorem @) We posit tree-attention as the best of all worlds in terms of
representational strength and time complexity. In addition to strictly improving on prior attention
mechanism, we will see that the runtime of tree-attention matches the best possible runtimes in both
the exact and approximate versions. We envision two types of users/applications:

* if quadratic running time can be tolerated then use the exact algorithm for tree-attention

* if a faster, almost linear running time is needed, then the user should find the largest bound
B on the weights which can be tolerated by their hardware and architecture, and then apply
the most expressive tree-attention which can be approximated quickly for that B (we will
explore the trade-off in Section [3.2)).

We emphasize that our exact and approximate algorithms for tree-attention only use straightforward
matrix multiplication algorithms, and do not rely on bounds on w or other impractical fast matrix
multiplication algorithms. See Section [5]for an experimental validation.

Full characterization of poly-attention. Beyond tree-attention, we give a full characterization of
the running time needed to compute poly-attention as a function of the underlying properties of the
base polynomial, h. We find that these mechanisms often require cubic or more time to compute
exactly, but nonetheless have fast approximation algorithms when B (the bound on the weights) is
small enough, and meanwhile can perform very complex tasks.

2 THE POLY-ATTENTION MECHANISM

In this section, we define the general class of poly-attention mechanisms. They will be described by a
special class of multi-linear polynomials, which we will call attention polynomials.

Definition 2.1 (Attention polynomial). We call a polynomial h(x1, ..., x:) an attention polynomial
of degree k if it is multi-linear, it has coefficients only in {0, 1}, and all its monomials have degree at
least 2 and at most k.
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Attention polynomials will be a central concept in this article. We will use them to concisely denote
combinations of inner products of vectors. Given vectors Y7, ...,Y; € R%, consider a multi-linear
monomial of an attention polynomial, m, of degree k£ containing variables x;, ,...,x;,, where
1<y <...<jr <t.Wedenote m(Yy,...,Y;) :=(Y;,,Y},,..., Y], ), which is an inner product
of order k. Then, given an attention polynomial h(x1, ..., x;) containing s monomials my, ..., ms,
we define A(Y1, ..., Y4) := 300 gmi(Yr,... YY)

Now, we describe our new class of poly-attention mechanisms, of order ¢, using an attention polyno-
mial h(x1,...,2) of degree k having s monomials (typically think of ¢, k, s as small constants).

Definition 2.2 (Poly-attention). For an attention polynomial h(z1,...,x:) having s monomials
of degree at most k, we define the poly-attention function from R"*? to R"*4, which depends
on h and has, as its parameters, query-key weights Wga), ..., Wge € R and value weights

Wv(2), ey Wv(t) S RdXd.

For an input X € R™ 9, the query-key matrices are denoted as Q) = XWoa, -, QW =
XWQ(t) and the value matrices as V() := XWy@,..., V® .= XWyr .

The output of the poly-attention function will be given by the matrix
At (W, ...,QW v . v) e R,

where the £1-th row is defined as:

1 BN 1(2) 3 ¢
Efz,‘.wéte[n} exp (éh(Qél),...,Qék )) Vi, @VE(B)(D...(DVE()&) o
1 k :

ZEg,...,ZtG[n] exp (éh(Q21)7 T Q&Q))

At =

We will often drop the Q(¥)’s and V' /)°s from the notation A¢t(") when it doesn’t lead to ambiguity.

Here, Q") will be the query matrix as used in the usual self-attention mechanisms, and Q2 ..., Q)
will be the key matrices, as the index of the row of Q(!) corresponds to the row of the output of
poly-attention, and correlations are considered with respect to that. However, since we use all the
variables (and hence, the matrices) in a symmetric sense, we denote both the query and the key
matrices using Q7) for ease of notation.

Lemma 2.3. Poly-attention captures all the previous higher-order self-attention techniques. In
particular, (i) self-attention is poly-attention with the base polynomial h(x1,x2) = x129; (ii) t-
tensor attention is poly-attention with h(z1,...,x;) = x1...x; and (iii) Strassen-attention is
poly-attention with h(x1, T2, x3) = T12Z2 + TaXs + T327.

3 BEYOND SELF-ATTENTION: THE POWER OF POLY-ATTENTION

In this section, we study the strength and limitations of the poly-attention scheme. We begin in
Section [3.1] by studying an illustrative example. Thereafter, we will consider tree-attention and
poly-attention in full generality.

Mechanism 2-fold 3-fold
3.1 AN EXAMPLE: FUNCTION COMPOSITION Self-attention No No
3-Tensor Yes No
To demonstrate the power of poly-attention, we analyze Strassen Yes No
a special case when h(x1,x2,x3) = 122 + xow3. We Tree (new) Yes Yes
show that this specific poly-attention can efficiently solve Poly (new) Yes Yes
important tasks faster than any other previous attention Table 2: Compositionality results show-
mechanisms. ing support for function composition.

Peng et al.| (2024) prove impossibil-
ity bounds for self-attention, [Kozachin{
skiy et al.| (2025) simulate 2-fold with
Strassen-attention, while we prove the
rest.

To demonstrate the strength of this polynomial A, we de-
fine the function composition problem demonstrated ear-
lier. Mathematically, the 2-fold function composition prob-
lem is: given two functions f1, f : [n] — [n] and = € [n],
output fo(f1(x)). To express this problem for an attention
mechanism, the input is X € RC?T1xd where X; for
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i € [n] contains an encoding of fi (i), X; for j € [n + 1, 2n] contains an encoding f»(j — n) and
Xan+1 contains an encoding of x; and our goal is to output the value of fo(f1(x)) in the (2n + 1)-th
entry of the output.

Peng et al.| (2024) proved that self-attention cannot simulate 2-fold function composition, and even
that almost n self-attention heads are needed in order to solve it. Since self-attention needs quadratic
time to compute, it would take cubic time to compute n heads. All prior mechanisms that solve
this, including 3-tensor attention and Strassen-attention, require superquadratic time. This leads
to our punchline: poly-attention for this very simple polynomial ho can simulate 2-fold function
composition in just quadratic time!

Theorem 3.1. Let ho(x1,x2,x3) = z122 + xox3. Poly-attention for ho can simulate function
composition using only one head. Furthermore, Att\"2) can be computed in O(n?) time.

We will tightly characterize what weights are needed for efficient approximation of all poly-attentions;
in the case of Att("2) we find:

Theorem 3.2. Given the polynomial ho (1,22, T3) = X129 + Taxs, where the entries of the query-
key matrices are in [ B, B|:

1. If B = o(v/Togn), we can compute an entry-wise (1/poly(n))-approximation of Att"2) in
time n* o),

2. If B = Q(logn), then every algorithm for computing an entry-wise (1/poly(n))-
approximation of Att"?) requires time Q(n?), unless SETH is false.

We consider next 3-fold function composition, in which the input is three functions, fi, fo, f3 :
[n] = [n] and = € [n], and we want to compute f5(f2(f1(x))). To our knowledge, no prior attention
mechanisms could perform 3-fold function composition. In particular, although Strassen-attention
and 3-tensor attention were designed to solve problems like 2-fold function composition, we prove
that they cannot compute 3-fold function composition when the precision is bounded:

Theorem 3.3. Strassen-attention and 3-tensor attention, require at least H > nt=oMW heads to
simulate 3-fold function composition when the precision is bounded.

However, we prove that poly-attention can indeed simulate 3-fold composition, and even more
generally r-fold composition for any constant r, and still be evaluated in quadratic time!

Theorem 3.4. For any integer v > 2, define the polynomial h,.(x1,...,2,) = T122 + X223 + ... +
T, Zy41. Then, poly-attention for h, can simulate r-fold function composition, and Atth) can be
computed exactly in time O(r>n?) (input dimension here is O(rn), not n).

In fact, we give a general characterization of which polynomials & can be used in Att(") to perform
r-fold function composition. For example, we will also prove that poly-attention for h,._; can not
simulate r-fold function composition.

3.2 TREE-ATTENTION: POLYNOMIALS LEADING TO EFFICIENT POLY-ATTENTION

We saw in the previous section that instances of poly-

attention which can be computed in quadratic time x1

can have great representational strength. A natural

question arises: what is the class of attention polyno-

mials that can be exactly computed in only n2*°(1) L2 3 T4
time? Could there be even stronger ones? We answer

this by giving a complete characterization. We first .. Te T

define 2 few notations to describe them. Figure 1: Graphical representation for the tree

For an attention polynomial i(x1, ..., z;) of degree polynomial h(x1,...,27) = 2102 + T123 +
2, we say that a simple graph G is the graphical rep- 124 + T2T5 + Toxg + X427
resentation of h, if G contains t vertices vy, ..., V¢,

where vertex v; corresponds to the variable x;, and
there exists an edge between v; and v; if and only if x;x; is a monomial present in h. If the graphical
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representation of h is a tree or a forest, we say that h is a tree polynomial, and poly-attention for a
tree polynomial will be called tree-attention.

Our main result about tree-attention shows that it can be computed just as efficiently as self-attention,
both for exact algorithms (where it can be computed in quadratic time) and approximate algorithms
(which has the same bound B = o(+1/logn) as in self-attention, which is also the largest bound for
any poly-attention):

Theorem 3.5. Given a tree polynomial h, where the entries of the query-key matrices are in [—B, B|:

1. The output of tree-attention, Att""), can be exactly computed in n*t°") time.
2. If B = o(y/log n), entry-wise approximation of Att™) can be computed in n*t°W) time.

3. If B = Q(\/logn), under standard complexity assumptions, entry-wise approximation of
AttM) requires Q(n?) time.

Tree polynomials include the polynomials %, from Theorem [3.4]which can compute function composi-
tion. More generally, the poly-attention for a tree polynomial, where the tree has depth ¢, can simulate
(¢ — 1)-fold function composition, as well as a variety of tree generalizations. (Function composition
can be naturally seen as corresponding to the path graph, which is the graphical representation of h,..)

We show next that, for any attention polynomial which is not a tree polynomial (either because it has
degree more than 2, or because its graphical representation contains a cycle), its poly-attention requires
superquadratic time to compute. Thus, as promised, tree-attentions form a complete characterization
of quadratic-time poly-attentions.

3.3 COMPUTATIONAL COMPLEXITY OF NON-TREE POLY-ATTENTION

Next, we give a complete characterization of the computational complexity (both exact and approxi-
mate) for poly-attention for all attention polynomials h.

Theorem 3.6. Given poly-attention for an attention polynomial h(x1,...,x:) of degree k and

sparsity s which is not a tree polynomial, where the query-key matrices have entries in [—B, B]:

1. If B = o((logn)'/*), entry-wise
almost-linear time.

-approximation of Att"™") can be computed in

1
poly(n)

2. If B = Q((logn)'/*), entry-wise m-appmximation of Att"M requires super-quadratic

time, assuming standard complexity assumptions.

Prior work gave this characterization for specific polynomials h (Alman & Song|(2023) for the usual
self-attention (i.e., h(x1, 22) = x1x2), followed by|Alman & Song|(2024) for ¢-tensor attention i.e.,
h(zxy,...,x¢) = x1 - 2¢). We discuss in SectionE]below a number of technical hurdles which we
overcome to generalize their results to all attention polynomials and prove Theorem [3.6]

Notably, for many polynomials such as h(z1, 22, 23) = 2122 + 223 + 123 (corresponding to
Strassen attention), there is a subcubic algorithm which uses fast matrix multiplication, so prior
approaches, which can only prove cubic (or above) lower bounds, cannot apply. In fact, we generalize
the Strassen attention algorithm (Kozachinskiy et al.l 2025)), and prove that for any degree-2 attention
polynomial i whose graphical representation contains exactly one cycle, there is an exact algorithm
for Att") running in subcubic time O(n®), and that this cannot be improved.

3.4 REPRESENTATIONAL STRENGTH OF POLY-ATTENTION

We have discussed function composition at length, but poly-attention is also able to perform a variety
of other basic expressive problems. As an example, Match3 has been highlighted by prior work
(Sanford et al.| |2024a}; [Kozachinskiy et al.,[2025)) as a problem which requires detecting correlated
triples of tokens. We define here a generalization called polynomial root-finding which can be solved
by poly-attention.
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The problem is defined in terms of a fixed polynomial p(z1,...,,) (which, unlike an attention
polynomial, may have degree 1 monomials, and may not be multi-linear). In the problem, given as
input a set S containing n integers, and the goal is to find y1, . . ., y; € S such that p(y1,...,y:) = 0.

Match3 is a special case of root-finding, corresponding to the simple polynomial p(x1,z2, x3) =
1 + 2 + x3. Circuit evaluation for constant sized circuits, and other related problems can also be
captured by polynomial root-finding by using arithmetization. We prove that for any polynomial p,
one can solve polynomial root-finding using poly-attention:

Theorem 3.7. For every polynomial p(x1, ..., x), there is an attention polynomial h(x1, ..., z¢)
such that a Transformer using two heads of poly-attention for h can solve polynomial root-finding.

Finding the attention polynomial h for a given polynomial p using our approach is straightforward
but requires some details; it could be performed by a user who would like to answer query patterns
corresponding to polynomial root-finding for a particular p.

3.5 IMPLICATIONS OF POLY-ATTENTION

As we have seen, tree-attention can solve many problems which self-attention cannot, and still it
can be computed in quadratic time. Since self-attention requires quadratic time anyway, we suggest
replacing it with tree-attention instead, as this will only lead to a constant factor increase in the
time-complexity. One can select an appropriate tree-polynomial to use depending on the relationships
between the data that the model intends to process.

When we move to more general poly-attention, for any attention polynomial & which is not a tree
polynomial, we have shown in Theorem [3.6] that (without a small bound on the model weights) poly-
attention provably requires super-quadratic time. Thus, there is a trade-off between expressiveness
(most straightforwardly represented by the degree and order of the polynomial h, although it could
also take into account which tasks like polynomial root-finding can be performed), and running
time (depending on how bounded the entries must be). Model designers therefore have a choice,
potentially depending on the hardware available to them, the desired running time, and the logical
structures they expect to see in their data and queries.

It would be exciting, in future work, to further study the expressive power of tree-attentions, and find
more examples of complicated tasks with tree-like logical structures that it can solve. As an example,
Peng et al.[(2024)) proposed some more problems like relationship composition, spatial composition
and temporal composition which current language models cannot solve; it would be interesting to see
how well tree-attention performs on these problems.

4 TECHNIQUE OVERVIEW

Representational strength. Our representational strength results include both constructions (e.g.,
showing that tree-attention can perform r-fold function composition) and lower bounds (e.g., showing
that Strassen-attention and 3-tensor attention cannot perform 3-fold function composition).

Our constructions use a generalization of the “sum of squares” approach of Kozachinskiy et al.|(2025)):
If one can design a simple polynomial ¢ which checks possible outputs of function composition, so
that it outputs 0 on correct outputs and large values on incorrect values, then the softmax underlying
attention can detect Os and thus solve the problem. An interesting algebraic challenge arises of
expressing c in terms of the monomials available in an attention polynomial h.

Our lower bounds make use of communication complexity theory, similar to many other representa-
tional lower bounds in the literature. We show that if function-composition can be simulated by these
mechanisms, then there is a resulting, very efficient communication protocol for a problem called
myopic pointer jumping. Results from |Chakrabarti| (2007); [Kozachinskiy et al.| (2025)) showing that
myopic pointer jumping cannot be solved with small communication can then be applied.

Fast approximation algorithms. For obtaining entry-wise approximation algorithms for poly-
attention, we use low-rank decomposition methods based on the polynomial method, which were
first applied in the context of Gaussian kernel density estimation (see|Aggarwal & Alman|(2022);
Alman & Guan|(2024)). In this approach, one critically approximates the exponential function (part
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of softmax) with a low-degree single-variable polynomial. The bound B on the weights then naturally
comes into play: the smaller the interval one must approximate the exponential on, the lower degree
polynomial one may use.

A similar approach has been used to design approximation algorithms for other variants on attention
Alman & Song| (2023}, [2024; 2025)), although a number of intricacies arise in this general setting. For
instance (recalling that ¢ is the number of variables in the attention polynomial /, and k is the degree),
directly applying the approach of /Alman & Song|(2024)) would yield an approximation algorithm
whenever B = o((logn)"/*), but our algorithm works even for the much larger bound o((logn)"/*).
This is a significant improvement for ¢ > k— in tree-attention, one could choose ¢t = 20 but k = 2.

Lower bounds. Our running time lower bounds, where we show that different poly-attention
mechanisms cannot be computed in quadratic time (for big enough bounds B on the weights), make
use of tools from fine-grained complexity theory. In particular, as in the previous works of |Alman &
Song| (2023 2024 2025)) on the fine-grained complexity of attention mechanisms, we use a popular
conjecture called the Strong Exponential Time Hypothesis (SETH) to obtain conditional hardness
results. First introduced in Impagliazzo & Paturi| (2001)), SETH is a strengthening of the P # NP
conjecture (so, proving SETH would imply P # NP), and is perhaps the most widely used conjecture
in fine-grained complexity.

Notably, the way SETH has been used in prior work results in cubic (or higher) lower bounds, and
makes it difficult to prove lower bounds for running time §2(n*) from the matrix multiplication
exponent w < 3. Indeed, for such a lower bound, our starting assumption must itself use matrix
multiplication in some way!

In order to prove our lower bound against Strassen attention and other poly-attention mechanisms
with O(n*) running times, we therefore use a different conjecture, the Max-2SAT conjecture (see
Alman & Vassilevska Williams|(2020) and its uses in [El Halaby|(2016)); Jansen & Wtodarczyk] (2024));
Bringmann & Slusallek! (2021); [Lincoln et al.| (2018))), which roughly asserts that our current best
algorithm for the Max-2SAT problem cannot be substantially improved. We ultimately show that
a faster algorithm for Strassen attention could be used to design a faster algorithm for Max-2SAT,
refuting the conjecture. Our proof of this makes use of the distributed PCP framework (Abboud et al.|
2017) for reducing variants of SAT to other problems through multi-party interactive communication
protocols (Aaronson & Wigderson, 2009 |[Rubinstein, 2018)).

5 EXPERIMENTAL VALIDATION

We have proved that tree-attention can be computed in

the same O(nQ) time as self-attention, and can simulate Accuracy vs Epochs
function composition (whereas self-attention cannot). We
complement this with a simple experiment to demonstrate
empirical learnability and efficiency. We compare the
following models: (i) a model with one head and one layer
of tree-attention; (ii) a model with one head and two layers
of self-attention; and (iii) a model with one head and one
layer of self-attention. We train all three in the same way to
solve function composition. As expected (proved by Peng
et al.|(2024)), one head and one layer of self-attention is
not able to learn function composition, but we find that the
other two are. Furthermore, we find that our tree-attention Figure 2: Accuracy per epoch for learn-
model learns function composition in many fewer training ing f; (f2(0)) for sequence length 25,
epochs. Lastly, our empirical evaluation of inference time on a single layer of tree-attention, one
validates that tree-attention takes roughly similar time as layer self-attention and two layer self-
self-attention. See Figure [2]for a summary, and Section[H] attention.

for further details.
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6 ETHICS STATEMENT

We affirm that all aspects of this research comply with the ICLR Code of Ethics. This paper does not
involve human subjects, personally identifiable data, or sensitive applications, and we do not foresee
direct ethical risks.

7 REPRODUCIBILITY STATEMENT

The paper contains theoretical results to categorize higher-order self-attention mechanism, and provide
a fundamental framework for future work. All these results, including theorems and algorithms, have
complete proofs, presented in the appendix. A roadmap to the proofs has been provided in Section
[ATlfor the reader.

The code which produces the experimental results described in Sections [5|and [H|can be found in the
supplementary materials.
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A PRELIMINARIES

A.1 ROADMAP
In the rest of this paper, we prove all the results that we have stated in the main version. After

describing some relevant notations and conjectures that we will use, we prove the results in two
parts. First we prove the computational complexities of the poly-attention mechanism, followed by
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proofs of representational strengths. The proofs of computational complexities use two subdivisions—
an upper bound where we show that if the entries of the query-key matrices are bounded, then we
can compute an entry-wise approximation in near-linear time, and a lower bound where we show
that if the entries of the query-key matrices are large, then assuming certain fine-grained complexity
conjectures, computing entry-wise approximations are difficult. As a warm-up, we start with upper
and lower bounds for Strassen-attention (Section[C)), based on which, we proceed to prove the same
for general poly-attention in Section [E] In order to completely characterize time complexities for
poly-attention, we also give quadratic time algorithms for tree-attentions in Section [D]

The proofs of the results stated in the main paper are given as follows:

* For Theorem [3.1] poly-attention can simulate function-composition has been proved in
Theorem for ty = 2, and the time complexity of O(n?) has been proved in Theorem

* Theorem [3.2] Part 1 has been proved in Theorem and Theorem [3.2] Part 2 has been
proved in Theorem [E.3| Part 1.

* Theorem [3.3]has been proved in Theorem[F.3]and Corollary
¢ Theorem [3.4]has been proved in Theorem [F.6]

* Theorem 3.5]Part 1 has been proved in Theorem[D.2] Theorem [3.5] Part 2 has been proved in
Theorem [E.2] and Theorem [3.5|Part 3 has been proved in Theorem [E.3]

* Theorem[3.6|Part 1 has been proved in Theorem|E.2Jand Theorem [3.6|Part 2 has been proved
in Theorem

* Theorem[3.7]has been proved in Theorem|G.I

A.2 NOTATION AND BACKGROUND

Throughout this article, for a natural number n we denote [n] as the set {1,2,...,n}, [i : j] as the
set of integers {i,7 + 1,...,7} fori < j, and [4, j] as the set of real numbers between ¢ and j. Given
amatrix M € R"*™, fori € [n],j € [m], we denote [M]; ;, and more loosely M; ;, as the (i, j)-th
entry of the matrix, M; as the i-th row as a m-dimensional vector, and M. ; as the j-th column as the
transpose of a n-dimensional vector. M(;, .;, i,:j,) Will also denote the submatrix of M having rows
[i1 : j1] and columns [ig : jol.

Ale
By
vector X € R™ !, by diag(X), we denote the n x n diagonal matrix such that [diag(X)];; = X|i]
for all i € [n]. Some other operators on matrices are defined as follows.

Definition A.1 (Hadamard product ©®). Given to matrices A, B € R"*™, we denote the Hadamard
product, denoted by A ® B € R™"*™, as the entrywise product

[A© Blij = Aij - Bij,

Given a

For two matrices A, B € R™*™, we define % as the entry-wise division, i.e., [%]@ =

fori€[n],jem.
Definition A.2 (Row-wise Kronecker product ©®). For matrices A € R"*? B € R™*% we denote
the row-wise Kronecker product as A © B € R*™mXd \here

[A© B(i—1ym+; = Ai © Bj,
fori€[nl],j € [m].

Definition A.3 (Entry-wise approximation). Given a matrix M € R™*%, we say that M is an
entry-wise ~y-approximation of M if for all i € [n],j € [d], we have

|M; 5 — M ;| <.

Throughout this paper, we will choose ¥ = 1/poly(n).

Definition A.4 (Entry-wise function). Given a function f : R — R and a matrix M € R™*"™, we
define the matrix [M|7 as the n x n matrix such that the the (i, j)-th element is

[M]] = F(M; ;).
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We will use [M]° as the entrywise exponentiation function, i.e., [M]$ ; = e*#. For a real number c,
M /¢ will also refer to the matrix obtained by dividing each entry of M by c.

The coefficient of matrix multiplication, w, roughly refers to the exponent of n such that twon x n
matrices can be multiplied in time O(n®) for large enough n. There is a series of works trying
to improve this coefficient|Alman & Williams| (2024); Duan et al.| (2023); Williams et al.| (2024);
Fawzi et al.| (2022); |Alman et al.| (20235)), with the fastest being |/Alman et al.| (2025) that achieves
w = 2.371339. However, these matrix multiplications require n to be quite large and the hidden
constants are enormous, which does not make implementations feasible. There is an algorithm by
Strassen Strassen|(1969) which is more practicable and achieves w ~ 2.8, but in most cases, only the
naive matrix multiplication algorithm is used as GPUs work better on them.

We will use some more concepts to define the ideas in this article. Given an integer ¢, we define the
symmetric group of order 7, ([f_]), as the set of tuples:

t .. . . . .
<[T‘}> :{(jla]27a]’r)‘1§]1<]2<<]T§t}

Note that |([f;])| = (7). Based on this, an elementary symmetric polynomial of degree r having ¢

t
T
E .Z'jl.%‘jz ...xj,,.

variables is defined as
1<j1<j2<...<jr<t

Definition A.5 (Variable separability). We say that a polynomial h(x1, ..., x) is variable separable
if there exists a maximum integer r and non-zero attention polynomials g, (x1,x'), ..., g (x1,z"),
where 1, ..., z" are disjoint subsets of the variables, such that h(z1, s, ..., x,) = g1(z1, z1) +
et g, 7).

We denote each of the polynomials g;(x1,2") as branches.

Note that this definition of variable separability differs slightly from the folklore usage as here we
allow f and g to share at most one variable, z1.

In this paper, for a given polynomial /, we are interested in computing the entry-wise approximation
of Att™"). For this, we define the following version of computing poly-attention approximately.

Definition A.6 (Entry-wise Approximate Poly-Attention Computation APAC") (n,d,T,7)). Let h
be an attention polynomial in t variables of degree k having srarsity s. Given query-key matrices
QW,....Q" ¢ [T, T)"*? and value matrices V@V e R4 we want to output a matrix

Att(h) € R4 such that for all i € [n], j € [d),

——

[Att®], ; — [At™(@QW ..., QW V@ . V1)), | < 4.

A.3 CONJECTURED HARD PROBLEMS

We define some commonly known problems in fine-grained complexity and state conjectures which
will be used to show conditional hardness of generalized attention computations. First, we start by
defining a few central problems in fine-grained complexity.

Definition A.7 (kIP problem). Given sets of vectors A',. .., A¥ C {0,1}¢, each of size n, and a

target inner product m € [d], the problem of kIP asks if there exists a* € Al a® € A%,... aF € AF

such that (a',a?,. .. a") = m.

For k = 2 and m = 0, it is the famous orthogonal vectors problem, which we will abbreviate 20V or
just the OV problem, and for k£ = 2 and arbitrary m, we will abbreviate the problem as IP.

Definition A.8 (kSAT). In the kSAT problem for k > 2, given as input a k-CNF formula ¢,
determine whether or not ¢ has a satisfying assignment.

Definition A.9 (Max-kSAT). In the Max-KSAT,, ., problem for k > 2, given as input a k-CNF
formula ¢ in n variables and m clauses, determine the maximum number of clauses in ¢ that can be
simultaneously satisfied by a Boolean assignment to the underlying variables.
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Based on these definitions, we are now ready to describe some popular conjectures in fine-grained
complexity that we will use to prove our (conditional) hardness results.

Hypothesis 1 (SETH Impagliazzo & Paturi| (2001)). For every d > 0, there exists k > 3 such that
KSAT can not be solved in time O(2(1=°)"),

The current fastest known algorithm for £SAT uses the reduction to OV with dimension d = clogn.
The best known time complexity of OV is n?~"/°0°s) given by |Abboud et al. (2014a); |(Chan &
Williams| (2016).

Since kSAT is a special case of Max-kSAT, SETH implies that Max-kSAT also cannot be solved
in time Q(2(1=9)") for every § > 0. The next hypothesis |Alman & Vassilevska Williams| (2020)
strengthens this further to sparse instances of Max-kSAT.

Hypothesis 2 (Sparse Max-kSAT Hypothesis). For every k > 3 and every § > 0, there exists ¢ > 0
such that Max-kSAT,, ., cannot be solved in time 0(2(1*5)").

The fastest known algorithm for sparse instances of Max-kSAT,, ., for k& > 3 takes time

on(1-1/ O(c'/%) Alman et al.| (2016); therefore the above hypothesis is consistent with the state-
of-the-art algorithms. In contrast to the special case of Max-kSAT for k = 2, the hypothesis is false.
The best algorithm for Max-2SAT [Williams| (2005; 2007) runs in time 24n/ *poly(n), where w is the
matrix multiplication exponent. The following Max-2SAT hypothesis states that William’s algorithm
Williams| (2005)) is essentially optimal when k£ = 2.

Hypothesis 3 (Max2SAT hypothesis). For every § > 0, there exists a ¢ > 0 such that Max-2SAT,, .,
cannot be solved in time O(2™(“/3=9)) where w is the matrix multiplication exponent.

The following theorem gives a reduction from kS AT to kIP, thus proving the hardness of k£IP under
SETH.

Theorem A.10 (Williams| (2005); /Abboud et al.| (2014b)); [Backurs & Indyk| (2015)); |Abboud et al.
(2015)). Assuming SETH, for every k and 6 > 0, there exists ¢ > 0 such that kP, c1o¢ n, cannot be

solved in time O(n(1=9)k),

B RELATED WORKS

The most similar prior works on attention mechanisms which are more expressive than self-attention
are Sanford et al.|(2024b)) and [Kozachinskiy et al.|(2025)), which we have already discussed in detail.
There is another attention mechanism, triangular attention, introduced by [Bergen et al.|(2021)), whose
design was inspired by logic programming, and which was shown to perform better than self-attention
on certain compositional tasks. However, Kozachinskiy et al.|(2025) proved that it cannot perform
function composition.

As we have discussed, the self-attention mechanism (Vaswani et al., [2017) is at the center of all
large language models because of its expressivity in real-life applications, but the quadratic time
complexity for computing its output is sometimes already prohibitively expensive. One extensive line
of work has introduced faster heuristic algorithms, which work well on many inputs. These have
used different approximation techniques, including sparsity assumptions, norm bounds, and kernel
density estimation (Zandieh et al., 2023 [Han et al.} [2024; Kitaev et al., [2020; |(Choromanski et al.,
2021} |Pagliardini et al., [2023; (Child et al., 2019; |Wang et al., 2020; |[Daras et al., 2020; |Katharopoulos
et al.,)2020; |Chen et al., 2021520225 |Qin et al.| 2022} [Liu et al.| [2023b; He et al.| 2021; |Kacham et al.,
2024; Dao et al.| 2022} |Daol 2024} Roy et al., 20215 Sun et al., 2021} [Ding et al., 2023; Han et al.,
2023 Zaheer et al.| |[2020; |Dass et al., [2023)).

Other alternatives have been considered which completely replace attention with different mechanisms.
A simple example is Hardmax attention, in which the softmax is replaced by a (hard) max, but training
Hardmax attention Transformer models appears difficult as we do not know an efficient way to perform
gradient descent. The power of hardmax has been explored in |Alcalde et al.| (2024)); |[Pérez et al.
(2021); |Kajitsuka & Sato| (2024). Instead of computing the output of self-attention faster, some
other alternatives to Transformers have been proposed that completely replace attention with other
mechanisms; examples include Synthesizer (Tay et al.l 2021), routing Transformers (Roy et al.|
2021)), and Mamba (Gu & Dao, 2024). These alternatives can typically be computed much faster than
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attention (often in almost linear time by definition), but in exchange appear to have weaker expressive
power (Alman & Yu,|2025)). This paper continues a long line of work on understanding the power
and limitations of Transformers, and finding more expressive alternative models.

Some papers have studied the circuit complexity of Transformers (Chiang|2024; |Merrill & Sabharwal|
2023a; Merrill et al., 2022b}; (Chen et al., 2024} Merrill & Sabharwal, |2023bj; Merrill et al., [2022a;
Chiang et al.,[2023)). Other works on the representational strength of Transformers focus on their
relationship with other models of computation. For example, a line of work has studied the ability
of Transformers to approximate other models of computation (Pérez et al.,|2021; Wei et al., [2022a;
Malach| 2023} |Liu et al., [2023a; Hao et al., 2022)). On the other hand, there are many more tasks,
beyond those discussed here, which are difficult to solve by a Transformer, including compositional
reasoning (Dekker et al.l [2022; Zerroug et al., [2022; Marcus, 2018} |Kozachinskiyl 2024} Sanford
et al.,[2024a; Peng et al., 2024)).

Another approach to overcoming the limitations of Transformers is to augment them in other ways.
An important example is chain-of-thought (Wei et al.| [2022b)). Merrill & Sabharwal (2024) studied
the space and time complexity of chain-of-thought, and [Peng et al.|(2024) studied how this relates to
function composition.

C WARM-UP: STRASSEN-ATTENTION UPPER AND LOWER BOUNDS

As a warm-up, we describe the polynomial method and show Max-2SAT-based hardness results on
Strassen-attention. Since Strassen-attention is only a special case of poly-attention, we will later
move on to show similar algorithms and lower bounds on poly-attention in Section [E]

C.1 ALGORITHM FOR STRASSEN-ATTENTION

In this section, we give a near-linear algorithm for computing an entry-wise approximation of the
output matrix of Strassen-attention, when the entries of the query-key matrices are bounded. We will
use the polynomial method, which has been used in entry-wise approximations of other attention
mechanisms as well, like in self-attention|Alman & Song| (2023)), tensor-attention |Alman & Song
(2024), RoPE based attention /Alman & Song|(2025)).

Our goal is to compute the 7 x d matrix Att(%), the output of Strassen-attention, for query-key matrices

QW,Q® QB ¢ [-T,T)"** and value matrices V(1) V(2) € R"*4, Using the expression of

Strassen-attention [Kozachinskiy et al.|(2025), it can also be written as

[FQMWQP)TE, 1 DY [ERP(Q) TP D> [1Q®(QW)T)e,,, )
2QUQ™)T]e, | QP @QENT LB Q)T 1,

Attl) = ©)

forall i € [n],£ € [d], where D¢ = diag(V((ll:L,é)) and D%* = diag(V((ﬁ:L,[)).

We will compute the entry-wise approximations of the numerator and the denominator terms of
Equation 2] separately. The main idea is to use a low rank entry-wise approximations for each of
[2QW(Q®)Te, [2QP(Q®)T]e, [2Q®) (Q™)T]°, and multiply the low rank matrices together—
something that can be done more efficiently. In order to obtain the low rank approximations, we will
use the following lemma from |Aggarwal & Alman)|(2022).

Lemma C.1 (Aggarwal & Alman| (2022)). Let T' > 1, € € (0,0.1). There exists a polynomial
P(z) € Rx] of degree t := © (max {%, F}) such that for all a € [-T',T], we have
|P(a) —e*| < ee®. Furthermore, P can be computed in poly(t) time and its coefficients are rational
numbers.

Using the previous lemma, we obtain the low rank matrix approximations as a corollary.

Lemma C.2 (Low rank approximation |Alman & Song| (2023} 2024)). Let € = 1/poly(n), d =
O(logn), r = n°WY, and B = o(logn). Given matrices P,Q € [-T,T]"*%, we can compute
matrices U;W € R™ " in time O(n1+0(1)) such that UWT entry-wise e-approximates PQ™ ; that
is: [[UWT]i; — [PQTS ;| < e[PQTI ;.
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This is an instance of the Gaussian KDE which has widely been used in LLMs and machine learning
algorithms |Zandieh et al.| (2023)); Backurs et al.| (2018]); [Katharopoulos et al.[(2020); |/Alman et al.
(2020); |Aggarwal & Alman|(2022); |/ Alman & Song| (2023} {2024).

We will show that we can compute Vi € [n], y-approximations of denominator in Equation [2|in
time O(n'*t°(1)), and fixing any ¢ € [d], we can compute y-approximations of the numerator in time
O(n'+°M), Vi € [n], where v = 1/poly(n). Once we find the values of the denominator and the

numerator, we perform a division, to compute the y-approximation Att(%); ,, which takes a total
time of O(n' o) 4 d.nt+e() 4 nd) = O(n'+°(1)). Using this as the central idea, we prove the
following result. Since Strassen-attention is a special case of poly-attention with the polynomial
hs(x1, x2,x3) = 122 + Tox3 + w321, we state the following result:

Theorem C.3. There is an algorithm that solves APAC"s) (n,d=0(ogn),T = o(y/logn),y =
Upoly(n)) with query-key matrices QY , Q) , Q®) € [-T",T"*%, and value matrices V®) V1) ¢
R™*4 in time O(n*toM),

The algorithm is summed up as follows.

Algorithm 1 Algorithm to compute entry-wise approximation of Att()

Input: A number I' = o(y/Tog 1), query-key matrices Q1), Q?), Q©®) ¢ [T, T']"*4, value matri-
ces VD, V(2 € R"*4_ an approximation parameter v = 1/poly(n).

Output: Entry-wise y-approximation A/tt(\s) of Att(),

I Initialize AL(S) := 0,,,4.

2: Compute the low-rank ~-approximations U'(W!H)T of [2QW(Q®)T]e, U2(W?)T
of [2QP(Q®)T)e and U3(W3T of [LQ®(QW)T]® using Lemma where

UYWL U2, W2, U3, W3 e R"™ for r = n°(1), > O(n'°Mr) time.

3. DW= diflg(v((ﬁzl,e))’ D27~€ = diag(V((f:Zl’z)). > O(n) time.

4: Compute U2 := DMU? W2 := D> W? € R, o > O(nr) time.

5. Compute A := (WHTU? (W)U and B := (WHTU2 (W2)TU3, > O(nr?) times.
TXT TXTr TXT TXTr

6: for i € [n], ¢ € [d] do
Compute the O(+y)-approximation of the denominator (Equation 2) as

~

Ri = U 1.0 AWE 19)" €R.

> O(r?) time.
8: Compute the O(+y)-approximation of the numerator (Equation [2)) as

Pze = U(li,l:r)B(W(gi,lzr))T eR.

> O(r?) time.
9: Compute the /-th row of the entry-wise O(7),-approximation of Att() as

_B

i

At G, 1] -

> O(1) time.
10: end for
11: Return Att(5),

Before proving the correctness of this algorithm, we first show that the entries of the exponentiated
matrices are bounded, which is necessary for applying Lemma[C.2]

Lemma C.4 (Bounded entries). The entries of [5QM(Q@)T¢, 3@ (Q®)T]e, 3G (QW) T
are bounded as

e 1
< —
e _[d

1
d

1

2
dQ(B)@(l))T]f,j <€,

Q(l)(Q(Q))T]f,j7 [ Q(2)(Q(3))T]§)j’ [
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foralli,j € [n].

Proof. Without loss of generality, we prove the upper bound only for X and the rest follows similarly.
Since each entry of Q) Q) Q) are in [fF F], the value of [Q(l) (Q(z))T]i,j is

[QMW(Q™)T]:; = (Q) = > Qe
Le(d]
= -T2 <(Q",QP)/d<T? (Since -T' < Q}},Q\) <.
Therefore, e 7~ < [LQW@Q)T]:, < ™ for all i,j € [n], and we can similarly bound
[GQP(QW)T]%, Q@ (QM)T]e. J

Now, we prove Theorem [C.3] which is also the correctness of Algorithm T}

Proof of Theorem @ First, we compute the low-rank approximations of
[LQWQ®@)Te, [P (Q®)T)e, [Q®(QW)T]° using Lemma (Step 2 of Algorithm

. However, in order for Lemma@to succeed in Step 2 of Algorithm [] we need the entries of the
exponentiated matrices to be bounded, which is true due to Lemma |C.4]

We compute the Strassen-attention matrix in two steps, first computing the denominator, and then the
numerator in Equation [2]to compute the entire self-attention matrix.

Computing the denominator. This has been described in Step 7 of Algorithm [T} and we now
prove its correctness. Since the entries of [LQ™M (Q®)T]e, [2Q@(Q®)T]e, [1Q®)(QW)T]e
are bounded, we can apply Lemma [C.2] to find their low rank approximations. Let the low-rank
approximations of [;Q™(Q®)7]*, [3Q®(Q®)T), [ (QM)T]e be U'(W)T, U*(W?)T
and U3 (W3)T respectively, with entry-wise error & for € = 1/poly(n), where each of U?, W* € R"*",
Namely, for all ¢, j, k € [n],

|[§Q<l><c2<2>mzj ~ WOV g < lg@VQP)TE <

[5QQOY 5~ POV | < 5QD@O) T < @

\[;Q<S><Q<1>>le,i—[U3<W3>T]k,i <SP QW)Y <.

where v = ee!’”. When we choose ¢ as the inverse of a large enough polynomial such that ce!” =

W(n)’ we have v = 1/poly(n) (note that I' = O(1/log n)). Now, we claim that

U (WYHYTU (WU (W),
is an approximation of [[2Q) (Q(2))T]e[éQ@)(Q@))T]e[% QBI(QW ) ]e]l Z For ease of notation,
letus denote X = [2QU(Q@)T]e, ¥ = [1QO(QW)TIE, 7 = [1Q@(QW)T]E. Now,

XY Z)is = (U (WHTU2 (W)U W) )
= ([XYZ]“- - [Ul(Wl)TYZ}i,Z) + ([Ul(Wl)TYZ]“- - [Ul(Wl)TUQ(WQ)TZ]i,i)

+ ([Ul(vvl)Tv?(vv?)TZ]i,i - UrwhHrvrwH o 3<W3>T]i’i)‘ “

<|[XYZ)ii — [U*WHTY Z);4

i '[Ul(Wl)TYZh,i WO 20,

)

+ ’[Ul(Wl)TUQ(WZ)TZ]Z"i _ [Ul(Wl)TU2(W2)TU3(W3)T]Z‘,i

where the last inequality follows from triangle inequality.
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Now, using Equation in each of the three terms, we can show that this is bounded above by O(7).

The computation of [UY(WHTU2(W?2)TU3(W3)T];; for i € [n] from Algorithm |1} takes
O(n'*t°M) time for r = n°() (which is true for the choice of d = O(logn), B = o(y/Togn),y =
1/poly(n) using the parameters of Lemma |C.2)).

Computing the numerator. An entry-wise y-approximation of the numerator of the Strassen-
attention matrix Att(5) € R™*? (Equation [2) has been computed in Step 8 of Algorithm I} Here,
essentially, we compute each entry [X DY D*¢Z], ;, for all i € [n] by fixing £ € [d] at a time.

We again make use of the low rank decompositions of X, Y, Z as above (Equation [3). Note that the
value of each element of Att(S) is given as

At = XDy D> Z); ;.
We claim that [UY(WYHTDLU2(W2)T DU (W3)T);; is an O(vy)-approximation of
[XDYYY D**Z]; ;. Indeed, we have
|[XD17£YD2’ZZ]Z'77; _ [Ul(Wl)TDI,ZUQ(WQ)TD2,£U3(W3)T]i,i|
:‘ ([XDMYD“Z]M — [Ul(Wl)TDl’ZYDz’EZ]m)
+ <[U1(W1)TD1,ZYD2,ZZ]i7i o [Ul(WI)TDI,ZUQ(WZ)TDZEZ]Li)
T ([Ul(Wl)TDl,ZUQ (WQ)TDQ’EZ]i,i _ [Ul(WI)TDl,fUZ(WQ)TD2,2U3<W3)T]’£71.) ‘ (5)

g‘[XDlvaD”Z]M - Ut whHTD Y D> Z]; 4

+ ’ [UI(WI)TDLZYDZKZ]Z"Z' _ [Ul(Wl)TDl,€U2(W2)TD2,22]7;’Z_

)

+ ‘ [Ul(Wl)TDLZUZ(WQ)TDZEZ]L@ . [Ul(Wl)TDl’ZUz(Wz)TDz’ZUS(Ws)T]iJ'

which again follows from the triangle inequality, and each term can be shown to be upper bounded by
O(7) using Equation 3]

Wrapping up. An approximation of the (4, £)-th element, Attﬁ), is obtained by approximating the
value of [X DY D?*Z]; ; and then dividing by the approximate value of [XY Z]; ;. Using
P)f — Ul (Wl )TDI,ZUQ (W2)TD27£U3(W3)T7
Ri —_ Uil ((Wl)TU2(W2)TU3) (WiS)T7
we have
[XD"Y D> Z];,; — Pf| < O(),

and,
I[XYZ]ii — Riloo <O(v),

fori € [n], ¢ € [d].

Therefore, the error is given by
XY Z]; ' [XDY'YD*Z];; — R ' Pf| < [ XY Z); /[ XD“'Y D> Z; ; — [ XY Z]; } P|
+|[XY Z];} P{ — R " P{| (Triangle inequality)
<0(),
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which follows from Equations 4} [5] repeated applications of triangle inequalities, and the fact that ¢ is
an inverse polynomial in n, and,

QT2
IXDYY D> Z)isl = | > XiiViYiuVideZei| < € [V ool [V oos
J,k€(n]
’ 1 _' 1 e
[XYZ]M z‘me[n] XijYjkZr,i 7

for all i € [n],¢ € [d] since the entries of Q™"), Q) Q® are in [-T,T] (Lemma |C.4). For
d = O(logn), T = o(y/Togn) and ||V ||, ||[V?)||s = poly(n), we can choose y9 = 1/poly(n)
for a large enough polynomial such that

pt
T At <o,

T

where 79 = O(y) = 1/poly(n), which is our required approximation parameter.

As described in Algorithmwe compute this y-approximation for all i € [n] in time O(n'*+°M),
and repeating this over all ¢ € [d] requires O(n't°(V)d) = O(n'*+°W) time since d = O(logn).
This proves Theorem|[C.3] O

C.2 HARDNESS OF STRASSEN-ATTENTION

Now, we introduce the techniques that will be used to prove lower bounds in this paper. We establish
the hardness of Strassen-attention in the high weight case, assuming the Max-2SAT conjecture
(Hypothesis [3). Our reduction will proceed in three steps. First, we use a reduction from [Alman
& Vassilevska Williams| (2020) that establishes the hardness of IPA (Definition|C.3)) assuming Hy-
pothesis [3] (hardness of Max-2SAT). Second, we prove the hardness of e-Gap-IPA (an approximate

version of IPA defined in Definition [C.6) from the hardness of IPA, in Section[C.2.1] Lastly, we
prove the hardness of Strassen-attention from the hardness of e-Gap-IPA in Section

We begin by defining the problems IPA and e-Gap-IPA.

Definition C.5 (IPA). Given three sets of vectors A', A% A3 C  {0,1}4, |A'] =
|A%2| = |A%| = n, and target inner products, miz, ma3,m3; € {0,...,d}, the problem
IPA, (A, A%, A3, m1a, mas, m31) asks whether there exist vectors ay € A',as € A% az € A3
such that, simultaneously, (a1, as) = maa, (a2, as) = mas, (as,a;) = masi.

Definition C.6 (c-Gap-IPA). Let ¢ > 0. Given three sets of vectors A', A%, A3 C {0,1}4, with
|AY| = |A?| = |A3| = n, a target inner product m € {0, ...,d}, and the promise that for every
a; € Al ay € A% a3 € A3,

o either {ay,a2) < (1 —e)m or {ay,as) =m,

* and, either (a3, a3) < (1 — &)m or {as, as m,

> =
* and, either (a3, a1) < (1 —e)mor (a3, a1) = m,

the problem &:-C—3ap-lF’An,d(Al7 A2, A%, m) is to decide if there exist vectors ay € A, as € A%, a3 €
A3 such that: (a1, az) = {(as,a3) = {az,ar) = m.

For IPA and -Gap-IPA, we will drop the parameters m, d when they are clear from context. Note
that even though IPA might have different inner products for all three pairs, for e-Gap-IPA, the
three inner products being equal suffices as the reduction for proving its hardness accommodates this
property, and for proving hardness of approximating the output of Strassen-attention, we need them
to be equal.

As mentioned above, the first step uses a result due to|Alman & Vassilevska Williams| (2020) which
proved that IPA is at least as hard as Max-2SAT:

Lemma C.7 (Alman & Vassilevska Williams| (2020)). Assuming the Max-2SAT conjecture (Hy-
pothesis , for every § > 0 there exists ¢ > 0 such that \PA,, c10gn cannot be solved in time
O(n¥=%).
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C.2.1 CONDITIONAL HARDNESS OF e-GAP-IPA

In this subsection we prove the following theorem, establishing hardness of e-Gap-IPA assuming
hardness of IPA.

Theorem C.8. For every §,e > 0, there exists ¢, ¢’ > 0 such that if e-Gap-IPA
in time O(n(“”‘;)), then IPA,, ¢ 10g n can be solved in time O(n(‘”f‘s/z)).

n,clog n Can be solved

Building on Aaronson & Wigderson| (2009), Rubinstein Rubinstein| (2018) gave a reduction from the
IP problem to the gap version, e-Gap-IP. That is, they proved a similar reduction to what we want,
but where IP and e-Gap-IP take as input two sets A', A2 instead of three sets. Chen & Williams
(2019); |Abboud & Ron-Zewi| (2025) further improved their reduction; for our reductions, we will use
and build upon the proof given by |Abboud & Ron-Zewi|(2025)).

The following lemma was proven in|[Abboud & Ron-Zewi| (2025)) (see the proofs of Lemma 4.1 and
Claim 4.3 in their paper).

Lemma C.9 (Abboud & Ron-Zewi (2025)). For all n,d = O(logn), there exists d = O(d),
qg=n°D m = O(logn), such that for every instance of |\P,, q given by sets of vectors A, B and
a target inner product m € {0,...,d}, there is a set of q instances {(Ai, Bi,m') | i € [q]} of
e-Gap-IP,, ;; computable in O(n'*°M) time, where € € (0, 1) is a constant such that:

1. (Yes case) If there exists (a,b) € A x B such that {a,b) = m, then there exists i € [q] such
that (Ai, B, m') is a yes instance ofe-Gap-IPmd,,

2. (No case) If for every pair (a,b) € A x B, {a,b) # m, then for all i € [q], (A*, B',m') is
a no instance of e-Gap-IP,, ;.

Proof of Theorem We start with an instance of IPA,, j—o10g n), given by a target inner product
m, and matrices A, B, C' each of dimension n x d, where the rows of A correspond to a set of n
vectors, and similarly for B and C'.

For the pair (A4, B), we apply Lemmato create a set of ¢ instances of e-Gap-IP,, ., each with
target inner product m/’:

(Aap, Bap) = {(A4p, Bap,) i € [d]}.
Similarly we apply the Lemma to the pair (B, C') to get e-Gap-IP instances
(Brc,Cpe) = {(Bpe, Cpe) | € (¢}
and to the pair (4, C) to get instances
(Aac, Cac) = {(A4c, Ciac) | i € [a]}-
By Lemma the following properties are satisfied by (fl ABsBa B):

(1) Forall i € [g], the instance (A%, 5, BY, 5, m') satisfies the gap property. That is, for every
alyg € AYp, by € BYyp, (aly g, bY ) is either equal to m/ or is at most (1 — &)m/.

(2) Correctness of the reduction:

(2b) If there exists (a,b) € A x B such that (a,b) = m, then there exists i € [¢], and
vectors a’y p € A%, by 5 € By such that (a5, bY 5) = m/.

(2c) If for every (a,b) € A x B, (a,b) # m, then for all ¢ € [g], and for all vectors
ayyg € Alyp, by € Bl g, we have (a’y 5, by 5) < (1 —&)m/.

By the same argument, the above two properties are also satisfied by (B 50, C Bc) and (fl a0, C AC)-

Equipped with the above pairs of 3-dimensional tensors, we are now ready to describe our reduction
from the instance (A, B, C,m) of IPA,, 4 to a set of ¢> instances of e-Gap-IPA,, 5 (10g n)» denoted
by:
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(A, B,C) = {(AMWF BLak claky | j k€ [q]}

For each i, j, k € [q], we define A*7¥ to consist of the following set of length 3d’ vectors:

ik _ i nd K i i k ik
A ={ayp 0 ajc | aap € Aup, aic € Alc}

Similarly we define B%7"* and C*7'k:
BYF = (bl by 07 | by € Blyp, by € Bho}

ik — fod J k J ~J k Ak
C7" ={0% cpe che | epe € Cpe Cac € Cact
Gap Property First, we prove that every instance (A%7F, Bi:3:F CiJ:k) satisfies the gap property.
Consider a generic triple (a®7% b7k chik) € ALk x Bidk 5 ChIF | where
igk _ i od k
ab"t = aABO [“¥Yed)
igk _pi 17 od
b = by gbp07,
igk — d ok
c = 0% cgeCac-

Since (a®F, b1I*) = (a5, bY ), we can apply property (1) to (Aap, Bag) to infer that this inner
product is either m’ or at most (1 — £)m’. By a similar argument we can show that (b*7**, ¢*J*) and
(a®IF chIFY are either m’ or at most (1 — ¢)m/. This completes the proof of the gap property.

Proof of Correctness. We first consider the yes case, when there exists (a,b,¢) € A x B x C such
that (a,b) = (b,¢) = (a,c) = m. Applying property (2a) above, we have:

1. There exists i € [q], aly 5 € Al 5, by € BYy such that (a’y 5, b 5) = m'.

2. There exists j € [q], by € Bl cloe € Ch such that (b, ch) = m'.

3. There exists k € [q], a¥ € AX . i € Chi such that (af o, i) = m'.

Now consider the corresponding vectors a*/"* € A»3F, bidk ¢ Bk and ¢% in C9F defined as:

R - ’
a9 =l
W5,k _ pi J d
b"" = by pbp 0
gk _gd gk
"t = 0% cpcac

By inspection together with the above three properties (1, 2, 3), we have
<ai,j,k7bi,j7k> — <bi,j7k,ci,j,k> — <ai,j7k,ci,j,k> — m',
thus completing the "yes" case of correctness.

In the no case, suppose for all (a,b,c) € A x B x C, either {a,b) # mor (b,c) # mor {(a,c) # m.

We want to show that for all ¢, j, k € [¢] and for all (a™3F b3F (h3k) € ABIF x Blik 5 Chik at
least one of the following holds: (i) (a’"*, b"I"*) < (1 —&)m’ or (ii) (b™IF, ¢™I*) < (1 —&)m’ or
(iii) (a®IF kY < (1 —e)m'.
Fix i, j, k € [q] and consider a generic triple (a®/*, bi:Jk cidkY in A0k x Bk i C1IF | where
igk _ i ad k
a"?" = a1 0% ajp,
gk pi 17 d’
bk = by bl 0%

gk _oddk
"t = 0%cpacpe
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Consider first the case where (a, b) # m. Then by applying property (2b) to (Asp, Bap) we have
(aly5,b45) < (1 —e)m/, and therefore (™% b)) < (1 — g)m’, so case (i) above holds.

Similarly in the second case where (b, ¢) # m, applying property (2b) (Bpc, Cpe) it follows that
(b3 bRy < (1 — e)m’, so case (ii) holds. For the last case where (a, c) # m we can similarly
use (2b) to show that (iii) holds.

This completes the proof of correctness of the reduction.

Time complexity. Assume we are able to solve e-Gap-IPA in time n“~% for a constant § > 0.
Then we can solve all ¢* instances (A/F, BH3k C:k) of e-Gap-IPA in time ¢*n“~°. Since
q = n°M, ¢® < n®? for n sufficiently large, and thus the runtime of the (Turing) reduction from
IPA to Gap-IPA is at most n~%/2, This completes the proof of Theorem O

C.2.2 HARDNESS OF APPROXIMATING STRASSEN-ATTENTION

In this subsection, we prove the following theorem which is the last step of our reduction for proving
the lower bound. The following theorem gives an efficient reduction from e-Gap-IPA to Strassen-
attention when the weights are large. We again use the fact that Strassen-attention is poly-attention
for the polynomial hg(x1, 2, x3) = T122 + ToT3 + T3271.

Theorem C.10 (Hardness of Strassen-attention). For every constant € > 0, every & €
(0,0.01), every ¢,M > 0, there exist constants C, > 0 and C, > 0 such that if
APAC(}LS)(2n, 2clogn,I' = Cy\/logn,y = n~%) (Definition @ with query-key matrices
QW,...,QW ¢ [-I,T)?*2¢loen yalue matrices VP, ...,V € R?*2¢logn can e solved
in time O(n~°), then e-Gap-IPA,, .1, » (Deﬁnition with target inner product m = M logn
can also be solved in O(n*~?) time.

Proof. We start with an instance of e-Gap-IPA,, ;_ ., ,,- defined by sets A, B,C C {0,1}¢, and
target inner product m = M logn for a constant M, satisfying the promise given by the definition of
e-Gap-IPA (e.g., for every pair of vectors from different sets, their inner product is either equal to m
or at most (1 — )m). From this instance we now want to create an instance of Strassen attention,
given by matrices Q(1), Q(2.Q®) v(1) v (),

Now, for a positive real number B = w(1) that we will f:1x later, similar to|Alman & Song| (2023}
2024), we construct the matrices QV), Q@ , Q®) € R"*4 for iy = 2n,d = 2d as:

fa1 1q] b1 047 fer 04

1) _ an  lg (2 _ b, 04 3) _ cn  Og

@7 =B 0 14 » @7 =B 0a 14 , @V =B 04 14
04 Lad 5,04 0a Ll 9,504 0 Lad g, 04

We also define V1), V() ¢ R#*d whose first columns are
W _ [ W _ [
‘/(1:2n,1) - |:O77;:| ’ ‘/‘(1:2%1) - |:OT ’
and the remaining entries are zeros.

Correctness of the construction. We have defined the matrices Q"), Q®, Q® underlying

Strassen-attention so that, for any i,j,k € [n] we will have (le),Q;Z)) + (QE-Q), Ej)) +

( ,(Cg),le)) = B?({ai,b;) + (bj,cx) + {(ck,a;)), and the bottom half of the matrices,
Q&)JFLM), Qgi)ﬂﬂn)’ Qgi)_m%), will act as a normalizing terms when we compute the softmax.

As before, computing the output of the Strassen-attention works in two steps: for all ¢ € [n],
we first calculate the value of the denominator (XY Z]; ;, where X = [%Q(l)(Q@))T]e, Y =
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[2QP(QEN)T)° and Z = [LQ®(Q™M)T]e. The normalizing term will allow us to give similar
upper and lower bounds on this. Next, we will compute the numerator, [X DY D%£Z], ;, for all
¢ € [d], where D¢ = diag(Vl(;)n, ;) and D% = diag(V}, 2)n ;). Our approach is to show that if there

exists some i € [n] such that for some j, k € [n], we have (az, b;) = Mlogn, (b;,cx) = Mlogn
and {(cy, a;) = M logn, then we will be able to find such an 4 using the entry-wise approximation of
one Strassen-attention head. Thus, further improvements to the entry-wise approximation algorithm
would imply an algorithm for solving e-Gap-IPA in time n*~%(1) time.

Bounds on the denominator. We analyze the denominator term and give upper
and lower bounds on [XYZ];,. For computing this value, we find the value of

2 kelf] exp( ((Q(l Q(2> +(Q; (2) Qk ) (Qy (3) Q§1)>)). We only care about the first

n rows of the attentlon matrix as this is where the ex1stence of an IPA will be noticed. For i € [n],
this is equivalent to computing

(XY Z);s = Z e((aibs)+(bg.en)+Her,ai)) B2 /d Z p(d+0+(ck,a:)) B /d
J,k€[n] j€[n+1:2n],ken]
+ Z e(<ai,bj>+o+d)32/d”+ Z pld+d+d)B?/d

j€[n],k€[n+1:2n] J,k€[n+1:2n]

(6)

Using the gap property that the inner products of any pairs of a;, b;, ¢ are either less than (1 —

ogn or exactly equal to ogn, and denotin where d = 2clogn, from the

e)M1 ly equal to M1 dd g A = %% where d = 2cl from th
previous equation, we get

(XY Z];; > Z B(1=e)AB? | Z p(1+(1—e)0) B
Ji,k€[n] j€[n+1:2n],k€[n]

+ Z e((l—a)/\+1)32 + Z 6332/2

j€[n],k€[n+1:2n] j,k€[n+1:2n]
> n263(175))\B2 + 2n26(1+(175))\)32 + n2€3B"‘/2 > n2€332/2

We also have A < 1/2 since M < c. Now, an upper bound of [ XY Z]; ; can also be computed using
(@i, b;), (bj, cr), (cr,a;) < Mlogn and Equatlon@as

XYZ 2 S Z €3>‘B Z e(1+>\)32 + Z e(1+>\)32 T Z 6332/27

j,k€[n] JjE[n+1:2n],k€[n] Jj€[n],k€[n+1:2n] j,k€[n+1:2n]
3\B? 142 32 n2 3B%/2 2 3B%/2
< n?e +2ne(+) e /§2ne /,

for large enough B when ) is constant.

Bounds on the numerator. We analyze bounds on [X D}'Y D%!Z]; ; when a positive certificate
of IPA contains a; versus when it does not.

Case 1: IPA present at ;. In this case, we have
M 5@ @ o® 3) oWy 1 de (1)« (1
[(XDY'YD>'Z];; = Z UQI7,Q57)+HQ7,Q17) (@)@ >)/dV}(,1)sz,2)

J,keln]

- Z Q@) HQP Q)+, /d (Using values of V(1) V/(2)),
J,k€[n]

_ Z e((aitbj>+<bj,ck>+(c;c,ai))32/d > 63,\B2 + (nz i 1)63(175),\132 > 63,\327
J,k€[n]

since we have some j, k € [n] such that (a;, b;) = (b;, cx) = (ck,a;) = m.
Therefore,
[XD1’1YD2’1Z]‘ X eBABZ
> .
[XYZ]ZJ 2%26332/2

(N
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Case 2: IPA not present in <. Here, we have all (a;,b;) + (b;,cx) + (ck,a;) < (2M + (1 —
€)M)log n for all j, k since otherwise it will contain a IPA. Therefore,

XDYYD>' 2], = Y e((QE”,Q§-2)>+<Q§2),Qf))Jr(Qf),Q§1)>)/Jv}(j)vk(722)
j kel
_ Z Q7 Q)HQP Q) +HQY QN /.
J,k€ln]
_ Z e(<ai,bj>+<bj,c,c>+<ck,ai>)B2/dZS Z 6(375))\B2§n26(375))\32'
jk€m] jk€ln]
which implies
[XDMYDQJ Z]i,i 6(3—5),\32

XYZl,, &0 ®)

Wrapping up. Let u; be the value of the approximation of the i-th entry of the first row of the
Strassen-attention matrix, i.e.,

[XD1’1YD2’1Z},'71' <
(XY Z]:. =7

U; —

We will show that u; is a distinguisher between the yes and no instances of IPA; in particular for
appropriate settings of the parameters we will see that the value of u; in Case 1 (the yes case) is
always greater than the value of u; in Case 2 (the no case).

In Case 1, using Equations[7] we have

[XDMYDQJZ]M e3>\B2
Y TTXY Z, T e T
and in Case 2, using Equation (8} we have
e < [XDY1'YD*1Z7); b < e(3=9)AB? .
! (XY Z];, e3B?/2

Thus it suffices to verify the following inequality:

e(s—s)AB2 63A32
+

o3B7/2 S on2esniz

which is indeed satisfied for v < ﬁ and e*B* > n2. Therefore, B2 = Q(logn) suffices.

Therefore, we have reduced Gap-IPA to APAC"$) where ' = B = Q(y/log n), completing the
proof of the lemma. O

Therefore, if APAC"s) could be solved in O(n“_‘s) time, then that would imply that IPA could be
solved in O(n*~*%)) time (Theorem C.8)), which in turn would imply Max-2SAT could be solved in
2(</3=2(9)" time (Lemma|C.7)), which can not be true for an absolute constant § > 0 (Hypothesis [3).

D PROOFS OF SECTION[3.2 TREE-ATTENTION

In this section, we prove the first part of Theorem [3.5| by giving an algorithm to exactly compute
the output of tree-attention. The second and third parts are computational complexities of special
subcases of poly-attention, which has been proved in Section [E]

Before giving an algorithm for the exact computation complexity of tree-attention, we show a property
of branchings in the graphical representation. This happens when the underlying polynomial for the
poly-attention is a variable separable polynomial.
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Lemma D.1 (Variable separability). If h(z1,...,z:) = f(z1,...,2z:) + 9(z1, Tit1,- .., Tt) for
some i € [t — 1] and some polynomials f,qg of minimum possible degrees, i.e., h is variable
separable (Deﬁnition then we_hav have Att(") = Att() © Att9) and also the entrywise-

approxtmatlon At — Att(f At (D ® ALt If the (entrywise-approximations of) outputs of poly-
attention, Att'Y) and Att'9), can be computed in time T7 (n) and T9(n) respectively, then computing

the (entrywise-approximation of) output of poly-attention for h, Att'"), can be performed in time
O(max{T7(n), T9(n)} + nd).

Proof. Forall j € [n], k € [d], we have,
f
Att'S) - Atl9)
1) A 2 i
Y oG F@Q QL QD
- 1 2
Zg%___/i eXP(éf(Q; )7 Q%z)y ceey 2)))
1) AG+1 t il t
X ZZHL--JL eXp(%g(Q(‘ ) §1i_1 )’ o Q( ))) (zJ:J)V e ‘/Z(t;)k?

Fop

i, exD(3g(Q, QT Q) ©)
_zmwpm@U@Qngw@y+m®> AN} »MfWH%%
St 0 (FUAQV Q2 Q) + a@>gﬁ,“, )
:meem((@”QgVWQMWf)~%1:AM2
o

S, xp(3RQW, QP QW)

This implies Att(f) © Att(9) = Att(") and if we obtain entrywise approximations Att(f) and Att(9)

respectively with error v = then Att(f) © Att(9) will be an entrywise approximation of

1
poly(n)’

Att(h) with error vp = O(7) = as well.

1
poly(n)

Note that the polynomials might not even contain the variable x1, in which case we all the rows of
the output of the corresponding poly-attention matrix will be the same. O

Now, we prove that Att("), where h is a tree polynomial, can be computed in O(n?) time.

Theorem D.2. If h is a tree polynomtal (graphical representation of h is a tree or a forest), then we
can compute Att"™) exactly in O(n?) time.

Proof. Algorithm [2] gives a procedure for computing the output of tree-attention given query-key and
value matrices as inputs. Indeed, if there were multiple forests, we could have computed the output
of tree-attention for each of them separately, and composed them together using Lemma

Overview. We start with a tree rooted at vy, and compute poly-attention on each of the subtrees
(polynomials corresponding to the subtrees) where the query Variabl is the root of the subtree.
The main idea to compute this is, whenever we have a branching, we compute each of the subtrees
separately, and compose them together using Hadamard product of Lemma

In Algorithm we fix each of the columns ¢ € [d] (Step 2), and compute Att(l > oneata time.
The computation of proceeds as computing the numerator and the denominator terms separately, from
the graphical representation G" (as in Equation . In this recursive formulation, we employ compute
the values in a DFS fashion, first, we fix the root of the tree given by variable x; (vertex v; in the
graph), having the corresponding query-key matrix Q(1), and proceed to computing the output of the
poly-attention mechanism for its subtree polynomial.

2Query variable refers to the variable of the highest priority in the polynomial (priority of monomials and
variables has been defined in Definition [E-T). It is usually the variable x1, and the indices of the corresponding
query-key matrix in the softmax computation correspond to the rows of Att™ (see Equation.
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Algorithm 2 Algorithm to compute tree attention Att(")

Input: A polynomial h(x1,...,x;) whose graphical representation is a tree, query-key matrices
QW, ..., QW e R™*4 and value matrices V2, ... V() ¢ Rnxd,
Output: Att(") ¢ Rn*d
1: Construct G as the graphical representation of h, with vertices vy, . .., v;.
2: for ¢ € [d] do
Let p be the number of children of v.
for all child node v;, of vq, 4 € [p] do
if v;, is not a leaf then
Let g;(zj,, ") be the polynomial of the subtree rooted at v, .

Compute Attg’nxg)l =) recursively, where v;, is the query variable, by computing

the numerator term and the denominator term separately. Let the numerator term be
Pi(=5;,2) ¢ R™*1 and the denominator term be R(%:(%3:-#") ¢ Rnx1,
8: Define the numerator

w

AN

pleies, +gi(ej,zh) . [Q(l)(Q(J'i))T]EDV(“)P(gi(x_fi,ii))’
and the denominator,

R(wlmj,;"!‘gi(mj,;vx_i)) = [Q(l)(Q(ji))T]elltg(gi(:n“,ﬂﬂ_i))7

where DV = diag(V") ) e R,

(1:n,0)
9: Compute
Att(mlz“ +gi(z5,,)) _ Pl +gi(zj;,21)
(1:n.6) RG125,+9i(w5,,20) |
10: else ~
11: Here, g;(xj,,2") = 0 since there is no tree rooted at v;,.
12: Define the numerator

P(J;wj7 — [Q(l)(Q(]z ) ] V(J1) Py
and the denominator,

R(leji) = [Q(l)(Q(ji))T]elnxl.

13: Compute
(wrm5;)  _ Pl
Att(1 ) = R
14: end if
15: end for
16: For composing the branches together, compute the final numerator

P .— pleiztai(zi2') o o P&z +9p(5p,27))
and the final denominator,
RM .— Rz tai(ei2h) o o R(®i%ip+9p(2jp,7))

where h = z;x;, + g1(zj,,21) + ... + xjxj, + gp(xj,,2P) (by definition).
17: Define

18: end for
19: return A#t("),
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Each branch. Without loss of generality, consider the root variable v;, and for each branch from
v1, consider an edge given by (v, v;,), i.e., v1—vj,, for i € [p], where p is the number of branches.
When v, is a leaf, we compute the poly-attention Att(#1%3:) | and recursively pass it up the tree. The
denominator and numerator of Att(*1%i:) are defined in Step 12 of Algorithm — two vectors in

R™*! which can be computed in O(n?) time and then their ratio is the poly-attention output for this
branch (Step 13).

Next, when v;; is not a leaf, i.e., the tree proceeds as v;—uv;j,—, let us assume the polynomial
whose subtree rooted at v;, is given by g;(x;,, a?‘) and that we have already computed Att(9:(%3; 24)
(the numerator and the denominator are separately given to us as Ploi(es; ’”;i)), R(9:(@5;,2D) g Rnx1
respectively). By «?, we simply denote the subset of variables other than z;, that the subtree consists

of. The output of tree-attention of the subtree rooted at v, is essentially At¢(¥1%; +9:(%i;-#") For this,
the numerator and the denominator can be computed as in Step 8 — both of these computations take

O(n?) time. The final value of AttEf};JZ)w i(30mh) 5 given by Step 9, and we pass the numerator

and denominator vectors up the tree recursively.

Along a branching. For conglomerating the branches, let us say that the children nodes of v
are vj,,...,v;,, where the polynomials corresponding to their subtrees are g (z;,,2%),..., g,

(xj,,xP) (!, ..., P are disjoint subsets of variables which are precisely the ones present in each
of the p subtrees, respectively). We also assume that we have recursively computed the ¢-th
(Ql(wjpm?l)) Att(gp(mjpsip))
N (1:n,0) yr (1:n,£)

tors P@r(zi=')  plon(#ip:2))  and denominators R (#i1-#))  R»(ip:#)) regpectively.
Now, the poly-attention output for the polynomial having the subtree rooted at v;, which is

columns of the poly-attention outputs Att , in terms of the numera-

h(xl,ﬂgl, oo xP) =z, + g4 (le,le) + .. A+ mxy, +gj, (x5, 2P),

is computed in Steps 16-17, and the correctness of this computation follows from Lemma

Time complexity. We show a quadratic time-complexity for Algorithm [2| Let us assume that
recursively in a branch, the numerator and the denominator of Att9i(23:,%)) can be computed in
O(n?) time (Step 7). From this, extending the output matrix of poly-attention to the current vertex

(Steps 8-9, 12-13, followed by 16-17) each require O(n?) time. The number of these sub-tree

attention computations required is at most the size of the tree, O(s), which is a constant. Therefore,
h)
1:n,£)

constant size, and repeating for all £ € [d], we will be able to find the entire matrix Att("). O

this gives a DFS-style procedure to compute the AttE in time O(nQ) since the graph is of

E PROOFS OF SECTION 3.3 COMPUTATIONAL COMPLEXITIES OF
POLY-ATTENTION

Throughout this paper, we will compute the numerator and the denominator in Equation [I] separately,
where the numerator term is 2427“_,&6[”] exp (%h(Qg), cee Qg?}) Vé(f) O] Vg(j) ©®...0 Vé(f), and

the denominator termis 3, ty€[n] XD (%h(QZ), cey ng)>)

We also define a monomial ordering, which will help us proceed with the proofs of these theorems.
Definition E.1 (Monomial ordering). A monomial m; is said to be higher preference than another

monomial m, if either of the following holds:

* deg(mq) > deg(ms), or

o deg(mq) = deg(mz) and my comes lexicographically before ms, i.e., if i is the smallest
index such that x; is present in exactly one of the monomials, then the monomial in which x;
is present has higher preference.

We will order the monomials of h according to this order, and m; will denote the i-th monomial.
Note that this definition can also be used with variables, where a variable x; has a higher preference
than z; if and only if ¢ < j.
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The polynomial method |/Alman & Song|(2023;2024;|2025)) can again be applied to poly-attention, by
reducing APAC™ (o the computation the output of a larger ¢-tensor attention, where the query-key
vectors in tensor attention are of dimension n x (sd). However, the bound on the variables in this
case of computing poly-attention will be o((logn)'/*) in contrast to that of tensor attention being
o((logn)'/*)|Alman & Song| (2024).

For proving Theorem [3.6] we show the two parts, upper and lower bounds, separately. For upper
bounds, we give a polynomial method algorithm if the entries of the query-key matrices are bounded
(Theorem [E.2)), and if the entries are large, we give hardness results for entry-wise approximation
conditioned on fine-grained complexity conjectures (Theorem [E.3)).

Theorem E.2 (Polynomial method on poly-attention). Given an attention polynomial h(x1, . .., )
of degree k having s monomials, where t,k,s are constants, there is an algorithm that
solves APAC™ (n,d = O(logn),I'" = o((logn)’*),y = 1poly(n)) with query-key matrices
QW,...,QW ¢ [-T,T1"*4, and value matrices V2 . .. V(t) € R™*4 in time O(n'+o(W)),
Theorem E.3 (Lower bound for poly-attention). Given an attention polynomial h(z1, . ..,x:) of
degree k having s monomials, where t, k, s are constants, we are interested in computing an entry-
wise y-approximation Att"") having query-key matrices Q... QW € [T, T'"*%, and value
matrices V) ... V) ¢ R"*? for d = O(logn),y = /poly(n). Then, depending on the structure
of h,

1. If k > 2, then assuming SETH ( Hy{wtheszsl) an entry-wise approximation of Att"") can
not be computed in time O(n*~W)) when T = Q((logn)*/*).

2. If h contains an elementary symmetric polynomial ([ 0]) for some tg < t, then assuming the
Max-k SAT con]ecture (Hypotheszsl) an entry-wise approximation of Att"™) can not be
computed in time O(n*o=M)) when T = Q((logn)'/*).

3. Ifk = 2 and h is not a tree polynomial, then assuming the Max-2 SATcon]ecture (H (yémtheszs
, an entry-wise approximation of Att™) can not be computed in time O(n when
I' = Q((logn)'/?).

E.1 POLYNOMIAL METHOD FOR POLY-ATTENTION

In this section, we prove Theorem [E.2 We start with the polynomial i as defined in Theorem
. and reduce the problem of computing an entry-wise approximation of Att(") € R"*4 to that
of Att(T) € R"*(59) by constructing query-key matrices KV, ..., K(©) ¢ R**(sd) and value
matrices W .. W(t) e R"*(5d) gych that the row-softmax matrix of

%K(l) (F®oK®o.. .0 K(“)T ,
is same as the softmax matrix of Att("), and Att(") is exactly equal to Attg)n 1) using these inputs,

and the remaining entries of Att(") are zeros.

Defining K ). We define K9) € R"*(9 for all j € [t], by dividing the columns into s blocks,
each having d columns. These blocks are defined as, for j € [t]:

o the i-th block, for i € [s], contains the matrix Q(j ) if the i-th monomial of / contains the
variable x;,

* otherwise, the i-th block, for ¢ € [s], contains the all ones matrix 1, x 4.

Roughly, the query-key matrices can be seen as:

d
d —_— d

— . —

1 ... 1 QY .. Q(” 1.1
KW =|: S : :

1 ... 1 ngj,)l ng)d 1 ... 1

; notin mq M————~——" .. notin ms

L xj isin ma J dnx(sd)
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Using these definitions, it can be verified that for this choice of K ()’s, we have

(1) 7-(2) ty (1) (2) (t)
<K£1 Ky I, ) = Z <K£1,(i71)d+1:id’ KZ2,(i71)d+1:id7 SRk Két,(ifl)d+1:id> (10)
1€[s]
= >, (11)
i€ls] ‘

where the monomials of h are defined as before (Definition 2.2).

Defining W), The value matrices for the ¢-tensor attention operation will be the same as that of
poly-attention. In order to match the embedding dimensions of the query-key matrices and the value
matrices of the ¢-tensor attention operation (as was used in|/Alman & Song|(2024)), we can simply
consider the new n x (sd) dimensional value matrices, W )’s to contain the corresponding n x d
dimensional value matrices V' ®) in the first d-columns, and all the remaining entries of W) contain
zero. More specifically,

WD = [V 0,4 (12)

Onxd} nx(sd) "

Now, in Equation I} note that the poly-attention output can be written as
D'AWP o ow®,
where A € R"*"" " is defined as
1
A=[2KWDEK®D o . . .o KT,
SEV(ED 0.0 KO)T)

and D is the n x n diagonal matrix

1
D = diag [EK(”(K@) ©...0 KNTe1,,10...0 1

(t — 1) times
This is precisely the form of a ¢-tensor attention mechanism. Next, in order to use the polynomial
method on this matrix, we need the entries to be bounded.
Lemma E.4 (Bounded entries). Given Q) € [T, T1"*? and h defined as above, we have

Tk 1 1 oIk
eI <exp <gh(Q§1), e Z))) <el,
for all ty,....6, € [nl. For T' = o(i(logn)/*) = o((logn)'/*), the entries
exp (éh(@gi), ce g))) are sub-polynomial in n.
Proof. Since h is a degree k polynomial with constant coefficients, for each monomial m; of h,
%mi(Qx), e 2)) in in the range of [~I'*, T'*]. There are s monomials and the total value is
bounded inside the interval [—sI'*, sI'¥], which gives the required result after exponentiation.  []

For completing the algorithm, we use results which follow from the proofs in (Alman & Song} 2024,
Apx. E).
Theorem E.5 (Alman & Song| (2024)). Given matrices KO . K® ¢ [T, F]"Xd and value

matrices W) ... W € R"*? e can compute an entry-wise y-approximation, for ~y = 1/poly(n),
of the following:

1. A matrix Att € R™*? which is the entry-wise y-approximation of the numerator matrix of
tensor attention output

1
Att = [EKU)(K(Z) 0.0 KOTlew®@ o . ow®,
that is, for all i € [n], j € [d],
|Atti7j — Atti,j| <.
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2. A diagonal matrix D e R™ ™ which is an entry-wise approximation of the diagonal matrix
D € R™™™ given by

1
D = diag ([EK(”(K@) ©...0KNT*1,,,0...0 1nx1) ,

that is, for all i € [n],
|D; s — Dy | <.
Here, when the condition max {%, A} = o(logn) is met (where A = ||5K(1)(K(2) %)

. O K(t))T| loo), the time complexity for finding the matrices ZE D, and hence an entry-wise
2v-approximation of D~V Att, is n'*+o(),

Using Lemma the value of A in Theoremis O(T'*%), and for the choice of I' = o((log n)* ),
log(1/)

the quantity max {m, A} is indeed o(log n), which gives our required almost-linear
complexity for computing Att(").

Summing up, the algorithm for computing entry-wise approximation of Att(" is given as the
following algorithm.

Algorithm 3 Algorithm to compute an entry-wise approximation of Att(")

Input: An attention polynomial h(zq,...,x) of degree k, matrices
1 ®) y® () nxd o — 1
QW,...,Q" vV VP eR Y = o)

Output: Entry-wise y-approximation Att(h) € R"*4 of Att(h) ¢ R4,
1: Using QM ..., Q" and h, compute KM ... K ¢ Rnx(sd) (Equation. > O(nd) time.
2: Compute W3 ... . W® ¢ R™*6D from V) . V() (Equation. > O(nd) time.
3: Compute entry-wise y-approximation Att € Rnx(sd) of

Att = %K(l)(K@) 2...0 KOTew®@ o . .ow®,

using Theorem Step 1. > O(n't°(M) ) time.
4: Compute entry-wise y-approximation D € R™*" of

D = diag (%Kﬂ)(K(?) 0.0 KN, 0...0 1m) :

which is a diagonal matrix, using Theorem Step 2. > O(n”"(l)d) time.
5: Return lA)*lAtt(l;ml:d). > O(nd) time.
This proves Theorem [E.2]

E.2 TIME LOWER BOUNDS FOR POLY-ATTENTION

We complete the main complexity result of this paper, either we can compute an entry-wise ap-
proximation of poly-attention in near-linear time, when the entries of the query-key matrices are
bounded; or we require at least super-quadratic time, unless the polynomial for poly-attention is a
tree polynomial.

Our proofs for showing the hardness of entry-wise approximation of Att(") consists of two reductions:
(1) first we reduce from each of kIP, HypergraphlP, and IPA (which have popularly known hardness
conjectures of SETH, Max-2SAT, Max-kSAT respectively) to n°(1) instances of their respective gap
versions, and (2) secondly, we reduce each of those gap versions to an entry-wise approximation of
poly-attention. These subcases and the starting complexity assumptions will be based on the structure
of h provided, as categorized in Theorem [E.3

36



Under review as a conference paper at ICLR 2026

For proving Step 1, when we prove the first case, we get hard instances of e-Gap-kIP assuming
SETH (Theorem|E.7). For the second case, we assume Max-kSAT is true, reduce Max-k£SAT using
a known reduction (Lemma [E.10) to n°(!) instances of HypergraphlIP, and further reduce each of

those instances to n°(!) instances of e-Gap-HypergraphlP (Corollary [E.12)). For the third case,
we start with Max-2SAT and reduce that to n°(1) instances of IPA (LemmalC.7)), and then to n°(*)

instances of e-Gap-IPA (Theorem [C.3).

We complete the reductions for Step 2 in each of the following subsections.

E.2.1 TIME LOWER BOUNDS BASED ON DEGREE OF POLYNOMIAL USING SETH

In this section, we prove the first part of Theorem We first start with an instance of kIP, which is
SETH-hard, reduce it to e-Gap-kIP (Definition [E.6) using some previous works |[Rubinstein| (2018));
Alman & Song| (2024)), and then using the instances of e-Gap-kIP, create query-key matrices for
Att(") such that an entry-wise y-approximation of Att(") would solve the instance of e-Gap-kIP.

Definition E.6 (c-Gap-kIP). For every e € (0, 1) and positive integers k > 2, given sets of vectors

A AR C {0, 1} with |AY| = ... = |A¥| = n, a target inner product m € {0, ..., d}, and the
promise that for any a; € A', ... a; € AF,

o either {ay,...,ar) =m,

e or {ay,...,ar) < (1 —¢e)m,
the problem of e-Gap-kIP,, , is to decide if there exist vectors a; € Al .. ap € AF such that
(ay,...,ar) = m.

Using Rubinstein| (2018)-like techniques, conditional hardness of e-Gap-kIP can be obtained.
Theorem E.7 (Alman & Song| (2024); Rubinstein| (2018). For every § > 0 and every constant
€ € (0,1), there exists a constant ¢ > 0, such that e-Gap-kIP,, .., ,, for any target inner product
m € {0,...,clogn}, cannot be solved in time O(n'=*), unless SETH is false.

Due to this result, we start with an instance of e-Gap-kIP and reduce that to an entry-wise approxi-
mation of Att(™. If the entry-wise approximation of Att™ can be computed in n(!=9* time for a
constant § > 0, then e-Gap-kIP can be solved in O(n(1~%*) time, which would refute SETH.

Lemma E.8 (s-Gap-kIP to APAC™). For every constant € > 0, every 6 € (0,0.01), every
¢, M > 0, given an attention polynomial h(x1, ..., x) of degree k > 2 having s monomials, where
t,k,s are constants, there exist constants C, > 0 and Cy, > 0 such that ifAPAC(h)(2n, (s +
Declogn,T = Cy(logn)/*, v = n=Ca) (Deﬁnition with query-key matrices QY ... Q") e
[T, T2x(steloen and value matrices V). .., V) ¢ R2x(sthelogn can pe solved in time
O(n*=%), then e-Gap-kIP,, (Definition with target inner product m = M logn can also
be solved in O(n*~%) time for any constant M.

,clogn

Proof. Let us start with an instance of e-Gap-kIP,, ;_..,,, that we want to solve, with k sets of

vectors Al ..., A% C {0,1}4, consisting of n vectors each. The vectors are {a}, ..., a%} := A’ and
the target inner product is m = M logn, for a constant M, with the promise of the gap condition for
an approximation factor £. We also assume that there does not exist an all one’s vector in A? for each
i € [k], as that would violate the gap-property (as m needs to be smaller than d for hardness).

Using this instance of deciding e-Gap-kIP, we reduce it to computing an entry-wise approximation of
Att(}i), with query-key matrices QY ..., Q® & [T, I']"*<, and value matrices V? ... V() ¢
R™"*4 for i = 2n,d = (s + 1)d = (s + 1)clogn, and a T that we will choose later.

Let us assume that the highest preference monomial of A, a monomial of degree k, is given by
Ty, ... T, , where 71 has the index of the highest preference that may or may not be 1.

We will construct the query-key matrices such that each matrix Q("3) will contain vectors from A7
for j < k, zeros otherwise. Having the monomials ordered according to descending order of the
monomial ordering (Definition [E. 1), each of these Q("3)’s will consist of blocks of columns which
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correspond to monomials— the i-th column block, containing d columns from (¢ — 1)d + 1 to i.d, for
i € [s], will correspond to the monomial m;, and the last column block will be a normalizing block.
The idea of the reduction is that only the degree k term x,, ... x,, of h will contribute to computing
the final inner product, the terms which are subsets of this degree k term will cancel each other out,

and all the other terms will be zero, thereby not contributing anything to h(QE), QZ), ceey Qg)).
More specifically, we want,

1
hQyY, . Q) =Ma} ... af ),
for ¢, ,..., 4., € [n], and some scaling factor A which we will see later.

Construction of matrices. Let us now define each block of Q\9), j € [t], which will have 2n rows
and (s + 1)d columns. We will define them by defining each of the column-blocks using a scaling
factor B = w(1). Considering the set T' = {r, ..., 7}, we define:

1. For QU)’s, if j ¢ T', we just make the entire matrix zero 0, (s41)d-

2. We now fix j € [k] and define Q(") (i.e., some value of r; € T). We define first column
block of Q"3) as:

(r3) al
Q " n ) = B n
(1:2n,1:d) 0,

4 2nxd

For column blocks ¢ € [s], if the monomial m; does not divide z, ...x,,, we just make
that block all zeros

(r3) _
Q(lj:2n,(i71)d+1:i.d) = O2nxa-

3. If monomial i € [s] does indeed divide ., . ..x.,, consider j; as the index of the highest

preference variable present in m; = Ty oo Ty, for j1,...,Jk, € [k], ki < k. Let s; be

the negation of the integer which is the number of occurrences of this monomial m; along
with coefficients, in each of the monomials ordered higher than % and that divides .., ...z,
(these are the only non-zero monomials).

More specifically, s; is the sum defined by adding:

e —1 from the monomial m.

e —sy whenever 1 < ¢ < i, the monomial m, divides mq, the monomial m; divides my,
and the highest preference variable of my is also present in m;.

e —1 whenever 1 < ¢ < i, the monomial m, divides my and m; divides m,, but the
highest preference variable of m, is not present in m;.

¢ (O in all other cases.

If .., is not present in monomial ¢, we simply set
(r5) .
Q(lf2n,(i—1)d+1:i.d) = O2nxd,
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otherwise:

(r51) s.alt
Q 'ln 1— 4 =B o ?
(1:2n,(i—1)d+1:i.d) Od

- Od 4 2nxd
where x,, is the highest preference variable in m;, and

(rj) al
Q112 (i— qd) = B )
(1:2n,(i—1)d+1:i.d) 0,

- 2nxd

for all other j’s such that ., is present in monomial 3.
4. The last column block for Q(“) is the all ones matrix 1,, x4 with a scaling factor, i.e.,
(r1) _
Q(1}2n,s.d+1:(s+l)d) =B- 12"><d’
and for j € [2 : k], it is the matrix

Onxd

Q(Tj) =
(1:2n,s.d+1:(s+1)d) — 1,xa 2 ><d.

Roughly, the query-key matrices can be seen as:

- d d d d_

|_1| — |_1| —

aq Od 83 - aj 1d

| ‘ " ‘

(r1) — On : 83 ln, et

Q =B Od Od )
0, 0g4 0, 1,
~— M ——

mo does not divide m 1

Lz, notin my mg divides m1

“ nx((s+1)d)
and for all other j € [2 : k],
- d d d ]
| d | — —/
J — J 0
ay Od §3 -y d
j - Cad 0
(rs) = i : 5 dn T
Q B 04 04 14
0q4 \Oi, 04 1
X mo does not divide m \’_/
| ©r, nOtinm; mg divides m1 4 nx((s+1)d)
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For the value matrices V() € RG™)x(s+1)d 5 c T\ {1}, we define the first column as,
©) 17
Viion = {0%} ,
and for j € [2 : t]\T, we define the first column as,

) 1,
Vv(IJQn 1) — |: 3;:| '

All the other columns are completely zero 0% .

Correctness of construction. We now show that for ¢4, ...,¢; € [n], h (Q(l) Qe ,...,QZ)) =
B’“(a; .ap ). By definition, my =, ...2, and it is easy to note that

ml(Q(l), cee Q(t)) <a%r1 yee ,algrk ). For all the other degree k terms, the inner products

from their corresponding blocks are all zeros as we had defined Q) as all zeros matrix for all j & 7.

We want to show that for all other i’s, mZ(Q(1)7...,QZ)) = 0. When we compute
mZ(QE), ceey ét)), the i-th column blocks for i < 4 have some contributions to the inner

product m; if and only if m; divides m; (otherwise ml(Q(l) Goydi1id "Q;t)(%—1)d+1»% d)

is zero), and no i has a contribution for i > 4 due to the correctness of the mono-

mial ordering. Now, from the choice of s; as above, it follows that m,( (1), .. .,Q(f)) =

i (D ®) —
Zi:l m’<Qel,(%—1)d+1zi.d’ B Qét,(i—l)d-&-l:%.d) =0.

For bounding the values of s;’s, we use induction to prove |s;| < s'. The base case is obviously
true. For the induction step, assuming |s;| < s*, for the (¢ + 1)-th monomial, s,4; needs to cancel
the contribution to the inner product corresponding to ;41 from each monomial m; which is

divisible by m; 1. The contribution is at most |s;| < s* (from the induction hypothesis), and hence
[sir1] < 305 mapms 1811 < 225 iy 8 < 08" < 871, Therefore, we have |s;| < s°, which
implies I = O(s° B), and from the definitions, we obviously have I" > B as well. Since, s = O(1),
we have I' = ©(B).

Further, these query-key and value matrices can be computed in O(n'T°(1)) time.

Approximation yields gap property. We assume an entry-wise approximation of the self-attention
matrix, and the goal is to compute two values, the numerator and the denominator, for computing the
softmax. The numerator, for ¢; € [2n], is given by

Pél = Z exp( (Q/l Q 77Q(t))> 2) ©. Q‘/[(ft)a
@2,...,@1,6[271]
and the denominator by

Ro= Y exp( Wi Q- qlh).

e27...,£f€[2n]

The ¢ -th row of the Att(") will be , and we want to find an entry-wise approximation. Since

in our choice of the value matrices, the first coordinate of Pgl is the only non-zero one, and its
summation is only upto the top half of the value matrices, ¢; € [n], for j € [2 : k]. The only non-zero
part of the numerator, that we care about, is therefore given by

S et a)

L;€[n] : i€T
ZJE[QTL] : jET

If we have an entry-wise y-approximation of At¢("), let x¢, -th be the approximation for the (¢1, 1)
entry of Att("). By definition, we have

P@l
Ry

| <. (13)

|I€1 -
1
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. . . 1 2 ¢
Bounds on denominator. ~Consider the summation 0, , c(2, €XP (%h(le), Q§2)7 RV QE})).
Define ) as the factor such that when only the r1, . .., r; coordinates are B.1, and the remaining are
ZEeros, 1.€.,
h(04,B.1g,...,B.14,04,...,04) = A\dB*.
—_———
k

It is easy to see that A = 1 + o(1), since the evaluation of h at these values will give a B¥ from the
first monomial, and the other s — 1 monomials will give at most (s — 1) B*~! = o(B*).

For the choice of Q(j )’s, we have

1
L;€[n+1:2n] : €T
L;€[2n] : jET

> Z exp(AdB*/d) = ntfle(Bk?Al),

La,...,01€[n:2n]

since all the Qgrj ) s, for j € [k], have the zeros in the last column-block and 14 along with the scaling
i

factor B, which makes all the monomials of 4 give inner product dB*.

For the upper bound on Ry, , we have to use the maximum possible value of h( 2), QZ), R QZ)),

irrespective of whether ¢;’s are in [n] or [n + 1 : 2n]. Let us consider a choice of £o, ..., ¢; € [2n].
If all the £,.,’s, for j € T\{1}, are in [n + 1 : 2n], then the value of h(Qg)7 QZ), .. ,Qg)) obtained
will be be AdB¥. Otherwise, there are some (but not all) ¢;’s in [n] for j € [2 : k], where the

monomial of degree < k containing only those variables will be at most s°dB*~!, and the maximum

value will be obtained from the first term, which can be at most B* (ag, - aZk> = (d—1)B*.

Thus, in this case, the maximum value of h(QZ), Qg), . QZ)) would be (d — 1+ o(1)) B¥ which
is still less than \dBF.

Therefore,
1 1 2 t
Rom 3 ew(Gral).0f 0
e27---7éte[2"}
AdBk 2
< ex = = ot=1pt=1e(B )
S
la,... . L1 €[2n]
Therefore,
nt_le(Bk?kl) < Ry, < 2t_1nt_1e(3k$). (14)

Bounds on numerator. Now, we will show that if a vector tuple exists with the proper target inner
product (a positive certificate for v-Gap-kIP), then P, is so large that z,, (Equation is larger
than a fixed threshold. Here, we first show a lower bound on P, . Otherwise, we will show that x¢, is
small since every inner product will be scaled down by a gap due to the approximation promise.

Consider ¢; € [n] when there exists £2 , ..., % € [n] such that the inner product (aj, ,...,a}; ) =
% %

M logn (it is quite possible that 7; = 1, in which case we will only consider ¢; = 7). Then, we
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have

1
Po= Y ew(Gn@ef. )

L;€[n] : i€T
L;€2n] : jET
1 2
> Y ew(Gr@.Q o)
0;=£9 : ieT
£;€(2n] : j¢T
1
= (Qn)t—k—l exp (EBHG%?I , a?% s ,az(r)t >>
M
— (op)t—k-1 <Bk )
(2n) P\ B i)

where the second equality follows from the construction of the Q)’s. Using the upper bound of Ry,
in Equation[T4] we get,
Py, (2n)t’kﬂe(3kﬁ) (B () )

Ry~ (gpyte(® ) (2n)F]

Using x4, > 1%1 — ~ (Equation , we get
1

Ty, > (15)

Now, for finding an upper bound on x,, when an exact inner product tuple does not exist, we use

1
Po= > oo (5h<Qéi), Q...Q))
L;€[n] - i€T
£;€[2n] : §E(T]

L 1
— (2n)t—+1 Z exp <gBk<aérl,a§T2,...,a’Zrk>) ;
L;€[n] : €T

using the construction of Q("7)’s. Now, using the gap property of inner products in our instance of
e-Gap-kIP, we have

1
Py, = (2n)t7F 1 Z exp <Q~Bk<a%1 N7 a’gk>>

L;€[n] : i€T
Bk
< (2n)t=F 1 Z exp <~(1 — E)Mlogn>
L;€[n] : i€T d
— Py, < 2t~k 1pt=1e((1-9B i),
Finally, using the lower bound of Ry, (Equation[T4), we get
P, ot—k—1pt—1,((1=e) B* -3457) ik (P (B2 ) )
= e ,
Ry, nt—le(Bkﬁ)
and the bound on z, from Equation [[3]implies,
P k((l—e)M .
Ty < =L 4y < gkt (P () (16)

Ry

-1

Wrapping up. In order to differentiate between the cases, we must have the lower bound of xy,
when a positive instance for e-Gap-kIP tuple exists, Equation must be greater than the upper
bound when such an instance does not exist, Equation [T6}

1 2t7k71 1

+y<
B ) (PO )ei) (2n)k-1e(P (- )en)

7
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which is true for the choice of v < n=% and B > Cy(log n)l/ k. for large enough constants

C,,Cy > 0. This would make e(=5 ") large enough and v small enough, such that the inequality
will be valid.

Now, since s is constant, the maximum absolute value of the entries of the query-key matrices are
Q(B) = Q((logn)'/*), which proves our result. Therefore, if we can find an algorithm for finding an

entry-wise ~y-approximation of Att(") for APAC™ with these parameters, that runs in time n*~(1),
then SETH will be refuted (Theorem [E.7). O

E.2.2 TIME LOWER BOUNDS BASED ON SUBSTRUCTURE OF POLYNOMIAL USING MAX-kSAT
CONJECTURE

In the second part of Theorem [E.3] we prove a stronger lower bound when the monomials of
h contains an elementary symmetric polynomial of degree k in ty variables where £ < tg < t.
The underlying conjecture for this lower bound is the Max-kSAT. We first start with a problem
called HypergraphIP (Definition [E.9), which is at least as hard as Max-kSAT, show that its gap
version, e-Gap-HypergraphlP (Definition [E.11)), is also at least as hard as HypergraphlP using
Rubinstein| (2018); |Abboud & Ron-Zewi (2025), and finally show that computing an entry-wise
~-approximation of Att(") efficiently would solve e-Gap-HypergraphlP faster, thereby refuting
Max-kSAT conjecture.

Definition E.9 (HypergraphlPZ’kd). For positive integers t, k, given t sets of vectors A, ... At €

{0,1}¢ with |AY| = ... = |A*| = n, and target inner products my, ... Sm(e), the problem
HypergraphIPZ’kd is to decide if there exist vectors a1 € A',... a; € Al such that for all sub-
sets S € ([,tc]), we have (ag),...,ag]) = Mms, where mg is the target inner product corresponding

to the given k-sized subset among the (,ﬁ) choices.

We will drop n, d from the superscript and not include the target inner products as the parameters to
make the problem definitions less cumbersome. This problem again has a hardness result, as follows.

Lemma E.10 ((Alman & Vassilevska Williams}, 2020, Theorem 23)). Assuming the Max-kSAT

conjecture (Hypothesis [2), for every § > 0 and every positive integer t, k, there exists a constant
n,clogn

¢ > 0 and target inner products mq, . . ., mr € {0,...,d} such that HypergraphlP 7 cannot

be solved in time O(n(1=9)t),

We can again reduce HypergraphlP to its gap version Gap-HypergraphlP to show that this problem
is hard as well.

Definition E.11 (z—:-Gap-HypergraphIPZ’kd). For every € € (0, 1) and positive integers t, k, given
t sets of vectors A*,... At € {0,1}? with |A'| = ... = |AY| = n, and target inner product
m € {0, ...,d}, along with the promise that for every a; € A',... a; € At and VS € ([,i]),

o eithET; <GS[1], ey as[k]> =m,
* o {aspy, - -+ asp)) < (1—¢e)m,

the problem s-Gap-HypergraphlPZf is to decide if there exist vectors a; € A',... a; € At such
that V'S € ([,?), we have (agpy, . . ., asp) = M.

Again, similar to Gap-IPA, for Gap-HypergraphlP, we consider the target inner products to be the
same for all the subsets of inner products, since the Rubinstein| (2018)-like reduction accommodates
this, and we need this condition for reducing Gap-HypergraphlP to entry-wise approximation of
At

The hardness of -Gap-HypergraphlP follows from a proof very similar to Theorem|[C.8] given by
the following corollary.

Corollary E.12. For positive integers t, k with k > 3, and every 0 > 0, assuming the Max-kSAT
conjecture, there exists a constant ¢ and target inner product m € {0,...,clogn}, the problem

€- Gap—HypergraphlPZ’,flog " cannot be solved in time O(n1=9t),
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Proof. We can again use the reductions of Lemma We start with an instance of Hypergra phlPZf
having sets of vectors A, ... A - {0, 1} containing n vectors each, and reduce that to n°M) in-
stances of s-Gap-HypergraphIP?f having sets of vectors B, ..., B¥ C {0, 1}d~ for d = ©(logn),
where each B contains n vectors.’

The proof goes as— for each k-tuple (ji,...,jx) € ([;i]), we reduce A7, ..., A%, an instance of
EIP, to n°(1) instances of e-Gap-kIP of dimension dy (using methods of Alman & Song| (2024);
Rubinstein|(2018);|Abboud & Ron-Zewi|(2025))). Then, we combine each of the e-Gap-kIP instances
for all (j1,...,7k) € ([,tc]) by creating (}i) column blocks, each of dimension dj, as done in the proof
of Theorem where the block corresponding to (j1, . . ., ji) will contain vectors obtained from
the above reduction, and the rest will be zero. The hardness result also holds true when the target
inner product for every subset of B!, ..., B* are equal. O

Now, to show hardness of computing an entry-wise y-approximation of Att(") where h satisfies the
conditions of Part 2 of Theorem we reduce e-Gap-HypergraphlP, . (which we know is at

least as hard as Max-kSAT), to an entry-wise approximation of Att("). Armed with Corollary[E.12

we are now ready to prove the following lemma which completes the second part of Theorem [E.3|

to,r

Lemma E.13 (¢-Gap-HypergraphlP to APAC(h)). For every constant ¢ > 0, every § €
(0,0.01), every ¢, M > 0, given an attention polynomial h(x1,...,x;) of degree k > 3 hav-
ing s monomials, such that the set of monomials of h contains as a subset all the monomi-
als of the elementary symmetric polynomial in ty < t variables of degree k, where t,k, s, 1

are constants, there exist constants C, > 0 and C, > 0 such that if APAC(h)(Zn, (s +
Declogn,T = Cy(logn)/*,v = n=Ca) (Deﬁnition@ with query-key matrices QV, ..., Q") e
[T, T)2nx(sthelogn and value matrices V...,V ¢ R¥x(sthelogn cap pe solved in
time O(nt=%), then s-Gap-Hypergraphngf,j(’g" (Definition with target inner product

m = M logn can also be solved in O(n'~%) time for any constant M.

Proof. First, we consider that the subset of the monomials of h, which constitute a symmetric
polynomial in ¢, variables of degree k;, is given by the set of subset of variables z,, ..., z,, . Letus

denote T := {ry,...,r } C [t].
n,d=clogn

Let us start instance of e-Gap-HypergraphlP, with ¢, sets of vectors be A, ..., Al C

{0,1}%, having n vectors each, and the target inner product being m = M log n with a promise of
gap given with a constant approximation factor of . More specifically, we want to check if there

exists £y, ..., Lr, € [n] such that for all (ji,...,Jjx) € ([tlg]), we have (aﬁ1 e a§;k> =m,ie.,

. . tO
Yttt ) = ()=

ik €(100)

where mo = M log n. We also have the promise that for every other tuple ¢, ..., ¢, € [n] where
HypergraphlP, . property is not satisfied,

Z <a£‘ ,...7a§’:jk> < ((t];)) — 1) m+ (1 —e)m =: (1 — gg)my,

J1
g1snsin€(107)

for another constant ey = /(*?).

Constructing the matrices. Now, we define the matrices Q(j )’s, such that
1 t j j
h(le)anét)):A Z <azij17"'7a%ijk>7
gsede€ (P00
for a scaling factor A, in a construction quite similar to the proof of Lemma The query-key

matrices will be Q(V, ..., Q®) € [-T', T]"*4, for i = 2n,d = (s + 1)d, defined as follows using a
scaling value B = w(1) which we will choose later:
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1. For QUWs,if j & T, we just make the entire matrix zero 02y, (s41)d-

2. For some i € [s], if m; is equal to some z,, ...z, forji,...,jk € ([t,g]), we define that
block as:

.
ay

(T5,) ,
Q(l:én,(ifl)d+1:i.d) =B 0’; )

4 2nxd
for all ¢ € [k], and

(9) _
Q(1:2n,(i—1)d+1;i_d) - 02n><d7
for all other j € [t]\{rj,,...,7j.}.

3. However, if for ¢ € [s], monomial ¢ has degree < k — 1, let this be equal to Tij oo Try s
where j1, ...,k € [to], ki < k is the degree (note that if the variables are anything outside
T, we have defined the corresponding query-key matrices to be zeros anyway). Let s; be the
integer which is the negation of the number of occurrences of this monomials in each of the
monomials ordered higher preference than .

As before, s; is the sum defined by adding:

» —1 whenever ¢ < ¢ and my is of degree k.

* —s; whenever ¢ < i, the monomial my is of degree < k, m; divides my, and the
highest preference variable of m, is also present in m;.

e —1 whenever ¢ < ¢, the monomial my is of degree < k and m; divides m,, but the
highest preference variable of my is also present in m;.

* ( in all other cases.

If T, is not present in monomial ¢, we just set

Q(Tj) —0
(1:2n,(i—1)d+1:4.d) ~— 2nxd»
otherwise: o

J
siaqt

sia

(r51) _ s;alr
Q(lj:én,(i—l)d-i-l:i.d) =B Od” )

0g

L 04 H42nxd
where x,., is the highest preference variable of m;, and

(r5) al
Q J (i id) = B n ,
(1:2n,(i—1)d+1:i.d) 0,

< 2nxd
for all other j’s such that ., is present in monomial 3.
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4. The last column block for Q 1) is the all ones matrix 1,,« 4 with a scaling factor, i.e.,

(r1)
Q(112n sdt1:(s+1)d) = B Lanxd,

and for j € {2,..., 1o}, it is the all zeros matrix
Q') {Onxd} .
(1:2n,s.d+1:(s+1)d) — n><d onxd
For the value matrices V' /) € R x(s+1)d_j ¢ T\ {1}, we define the first column as,
() 1,
‘/(1J2n 1) OT:| ’

and for j € [2 : t]\T', we define the first column as,
e [15}
(1:2n,1) — Z )
with every other columns 0% .

Correctness of construction. Again, similar to the proof of Lemma [E.8] we can prove that this
construction does indeed give

(Qe ,...,Qg)) = BF Z (a%i_ ,...,aiv’ka%

and the entries of the query-key matrices are in [-I',T'| for B < T' < O(s*B).

Also, these query-key and value matrices can be computed in O(n't°(1)) time.

Approximation yields gap property. As before, let us assume there exists an entry-wise approxi-
mation 24, of the (¢1, 1)-th element of Att(") such that

Py,
Ry,

|J,‘[1 - ‘ <,

where

Po= Y ew(Sn@.of ).

Li€[n] : i€T
€(2n] : jET

Ro= Y ew(Gn@.Qf ),
la,. lr€120]
and the (¢1,1)-th element of Att(") is %

Bounds on P, , [?,. Similar to before, we can prove

k
nt_le( *+1>) < Ry, < 2t_1nt_1e((251))7
where A = 1 + o(1). For the numerator, we can show that when a positive certificate of
e-Gap-HypergraphlP does exist (if r; # 1, then this holds for all ¢;’s, otherwise, there will
be a fixed /1 such that a}gl is included in the positive certificate),
P‘el > (27’)})tik“71€(3]C (SY?)C)’
which implies
Py o)
-7 > - 7.
R, | (2n)F 1 K

Otherwise, if no positive certificate of e-Gap-HypergraphlP exists when r; # 1, or when r; = 1,
the positive certificate, if exists, does not contain the vector a,}l, then

To, > (17)

t—k—1, t—1_((1—eo) B 2o
P, <2 n e( (&+1>C),

and therefore,
(om0 ) )

+7. (18)
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Wrapping up. In order to maintain a gap between the cases of an HypergraphlP existing, we
require the lower bound (Equation [T8) must be less than the upper bound (Equation [T7))

1 2t—k‘—1 1
+v< -
TP ) O] T G e )

Now, there exist large enough constants C,,, Cj, > 0 such that this inequality is satisfied for y < n =%
and B > Cy(logn)*/*.

This proves that any algorithm for an entry-wise y-approximation of A¢t(") having maximum value

of the entries T' = Q((logn)'/*) requires time Q(n'0), assuming the Max-kSAT conjecture, since

if APAC'™ could be solved in O nto=%) time, then that would imply Max-kSAT could be solved
i

in 2(1=2(9)" time (Corollary [E.12), something that can not be true for an absolute constant § > 0
(Hypothesis [2). O

Remark 1. In Lemma for computing APAC™ vohen h is in t variables, of degree k and
contains as a subpolynomial an elementary symmetric polynomial in tq = t variables and degree k,
the time-complexity is lower bounded by Q(n'). This is the strongest time complexity lower bound we
can achieve, as the trivial algorithm for summing over the indices of all the query-key matrix also
requires O(n?) time and we say that this is the best we can hope for!

E.2.3 TIME LOWER BOUNDS FOR DEGREE 2 POLYNOMIALS USING MAX-2SAT CONJECTURE

In this section, we prove the final part of Theorem [E.3] where we show a lower bound for a certain
subcase of h when the degree is 2. For the remaining degree 2 cases, we have already shown in
Sections and@]that they can be computed in O(n?) time, which is essentially tight from Part 1 of
Theorem [E.3|

Unlike using SETH which proves lower bounds which are integer powers of n, in order to prove
lower bounds of the form n*, we use the Max-2SAT conjecture (Hypothesis|3) by giving a reduction
from e-Gap-IPA (Theorem|C.8) to entry-wise approximation of Att().

The reductions work as, we first use the reduction of Max-2SAT to IPA, then reduction of IPA
to a new problem IP-DIR-rCYC using |/Alman & Vassilevska Williams| (2020), which then is re-
duced to its gap version containing n°(") instances of e-Gap-IP-DIR-rCYC. Finally, we reduce
e-Gap-IP-DIR-rCYC to computing an entry-wise approximation of Att(").

For these sets of reductions, we first define the new problem of IP-DIR-rCYC, which was introduced
in|Alman & Vassilevska Williams| (2020)).

Definition E.14 (IP-DIR-rCYC). For a positive integer r, given r sets of vectors A', ... A" C

{0,1} with |A'| = ... = |A"| = n, and target inner products m,...,m, € {0,...,d}, the
problem IP-DIR-rCYC,, 4 is to decide if there exist vectors a; € Al,... a,. € A" such that
simultaneously (a1, a2) = ma, {a2,as) = ma,...,{Qr_1,ar) = Mp_1, (ar,a1) = M.

Naturally, to prove hardness of entry-wise approximation of poly-attention, we will again require the
hardness of the gap version of this problem, e-Gap-IP-DIR-rCYC.

Definition E.15 (¢-Gap-IP-DIR-rCYC). For every € > 0 and positive integer r, given r sets of

vectors A', ... A" € {0,1}* with |A'| = ... = |A"| = n, and a target inner product m €
{0,...,d} along with the promise that for all i € [r], for all vectors a; € A’, and a;11 mod » €
Ai+1 mod r

e ceither <ai, Q(i+1) mod T> =m,
*or <a’i7 Q(i+1) mod 'r'> < (1 - €)m,

the problem of e-Gap-IP-DIR-rCYC,, , is to decide if there exist vectors a; € Al . a, € AT
such that simultaneously (a1, as) = {as,a3) = ... = {ar_1,a,) = {ay,a1) = m.

Now, we know that IP-DIR-rCYC is at least as hard as IPA, which in turn is at least as hard as
Max-2SAT (Lemma|C.7)), given by the following lemma. An OV version of this lemma was proved
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in (Alman & Vassilevska Williams| 2020, Lemma 21), i.e., when the target inner products are
zero, by reducing OVA to OV-DIR-rCYC, but all the proofs work similarly for reducing IPA to
IP-DIR-rCYC as well.

Lemma E.16 (IPA to IP-DIR-rCYC |Alman & Vassilevska Williams| (2020)). For every § > 0 and
positive integer v > 3, if IP-DIR-rCYC,, 4, can be computed in O(n“~°) time, then |PA,, 4 can
also be computed in time O(n*~%).

Again, the e-Gap-IP-DIR-rCYC is at least as hard as IP-DIR-rCYC using proofs very similar to
Theorem [C.8]

Corollary E.17. For every § > 0, positive integer v > 3 and every constant € > 0, assuming the
Max2SAT conjecture, there exists a constant ¢ > 0 and target inner product m € {0, ..., d}, such
that e-Gap-IP-DIR-rCYC, cannot be solved in time O(n“~?) .

n,clogn

Proof. We prove the hardness of e-Gap-IP-DIR-kCYC by starting with a hard instance of
IP-DIR-rCYC containing sets vectors A, ... A" C {0,1}%, where n = |A?| and d = clogn.

Following the technique of the proof of Theorem we consider A%, A1 med " foreach i € [r]
as a 2IP instance, and reduce it to n°(*) many instances of e-GaplP having two sets n vectors of
dimension dy. For the final instance of e-Gap-IP-DIR-rCYC, we create vectors having r blocks,
each block having the dimension dy. The ((¢ — 1) mod r)-th block and the i-th block in the final
instances of the reduction will contain vectors from each of the instances of e-GaplP obtained from
the instances of 2IP from A(+1) modr Ai and A7, A(+1) mod ™ regpectively, while the other blocks
will be zero, exactly similar to the proof of Theorem [C.8] This hardness result is also true when all
the target inner products are the same. O

Therefore, for proving the hardness of the entry-wise approximation of poly-attention based on
Max-2SAT conjecture, it is sufficient to start with a hard instance of e-Gap-IP-DIR-rCYC. Further,
we prove the lower bound for poly-attention for all polynomials that are not tree polynomials (since
we already know that tree polynomials have exact computational complexity O(n?)). If a polynomial
is not a tree polynomial, the graphical representation must contain at least one cycle.

Lemma E.18 (¢-Gap-IP-DIR-rCYC to APAC(h)). For every constant ¢ > 0, every § €
(0,0.01), every ¢, M > 0, given an attention polynomial h(x1,...,x:) of degree 2 having
s monomials, such that its graphical representation contains a cycle of size r, where t,s,r
are constants, there exist constants C, > 0and Cy, > 0 such that if APAC(h)(Zn, (r +

Declogn,T' = Cy/logn,y = n~ %) (Deﬁnition@ with query-key matrices QW ..., Q" ¢

[T, T)2ex(sthelogn and value matrices V), ... V) ¢ R2x(sthelogn cqp pe snlved in
time O(n“~%), then e-Gap-IP- D/H-rCYCn clogn (Deﬁmnon H) with target inner product
m = M logn can also be solved in O(n”~°) time for any constant M.

Proof. In our final part of Theorem we reduce Max-2SAT to entry-wise approximate com-
putation of poly-attention. We start with an instance of e-Gap-IP-DIR-rCYC,, d clogns Since
we know that this is at least as hard as Max-2SAT (Theorem [E.17] Lemma , consisting
of sets of vectors A',..., A" C {0,1}%, where A’ for all i € [t] has n Vectors {a17 cooal}
each. The target inner product is M logn, and the constant approximation factor is ¢ for the

gap condition. This is equivalent to checking if there exists a} € At a? € A%....a; € A"

’ J2 >

such that (a} ,a2) + (a2,,a3) + -+ + (a} " ,a} ) + (a} ' ,al ) = Mylogn, or, due to the
promise, if {(a h,ai) + <a§2,a§?3> + -+ <a§r_}1,a§r> + (a] 11,(1]11) < (1 — g9)Mp log n, where

My =0O(M),g0 = O(e).

For the graph G of the polynomial, we consider a vertex v, where the cycle of length  starts. If
there are multiple cycles, we consider any one.

Let the cycle be of length r be given by (vt,, vt,+1), (Uto+1a Vtg42)s - -y (Vtg+r—1, V2, ), Without
loss of generality. When we construct the matrices Q/)’s, the idea is to construct the instance of
e-Gap-IP-DIR-rCYC from vy, (i.e., from Q(*0)), and make every other query-key matrix corre-
sponding to variables outside the cycle to be zero.
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Similar to as before, we construct query-key matrices such that for all 41, ..., ¢; € [n],

1 t r T
(Q( )’M’Q()) A(lag, ,a3, )+ + {ag,, Loag ) lag, L ag ), (19)

for a scaling factor A.

Constructing the matrices. We form the matrices Q(V, ..., Q®) € [-T,T7"*4, 7 = 2n,d =
r + 1)d as follows, using a scaling factor B = w(1):

1. For QU)s,if j < tgorj >r—+tg— 1, we just make the entire matrix zero Oy, x (r41)d-

2. For defining Q(*0), we define the first column block (starting of the cycle) as,

ay
a;
(to) al
Q(102n 1:d) — =B 0, )
04
L0 5,
the r-th column block (end of the cycle) as,
_a%_
aj
(to0) ak
Q(lo2n,(r 1)d+1:r.d) — =B 0y ’
0g
104

- 2nxd
the final block that balances the inner product as

(t
Q2n,rat 1)) = Blanxd,

and all the other remaining blocks as 02, x 4.

3. Now, for the matrices inside the cycle, i.e., j € [to + 1,t9 + r — 1], we define Q(j) as
follows. For i = j — 1, j (which is the traversal inside the cycle from v;_; to v;, and v; to
v;_1 respectively), we define that block as,

_aj_(to_l)_

j (to—1)
J—(to—
ay

() _ j—(to—1)
Q(j1:2n,(i—1)d+1:i.d) =B |an

- Od ~ 2nxd

the final block as,

Q(J) {Onxd}
(1:2n,r.d+1:(r+1)d) — |1,,%4q onxd

and all other blocks as 02, % 4.
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For the value matrices V1) € RCx(r+1)d 5  [t) 5 + r — 1], we define the first column as,

o _ [
‘/(1J:2n,1) - 0£:|’

and for all other j’s, we define the first column as,
o _ (1
Vv(1]:2n,1) - |:1£:| ’
with every other columns 0% .

Correctness of construction. We prove that indeed Equation[19)is satisfied when ¢1, ..., ¢; € [n].
When we consider £, all the monomials containing variables x; for j < ¢y or j > to + r — 1 vanish
since Q(j)’s are zero. Whenever we have a monomial of the form x;z 41, j € [to,to +r — 1], it

i i j—to+1 j—to-+2 d
survives and gives (aj ot ,aéj ~to-+2) mod 7 ).
(G—to+1) ((j—tg+2) mod )

These query-key and value matrices can be computed in O(n!*+°(1)) time.

Approximation yields gap property. We again consider the entry-wise approximation of Attl(f_)1
as xy,, and we have

Py,
Ry

-1

|x51 - ‘ <7,

for )
Po= Y ew(Bh@ Q2 .0).
lo,...,0¢€[n]

1
R = X ew(Gn@.QP ).

La,....Lt€[2n]

when the (¢, 1)-th element of Att(") is %.
1

Bounds on Py, Ry,. For the lower bound on Ry, , using a calculation exactly similar to that of the
proof of Lemma [E.§| gives us

nto_le(%) < Ry, < 2t°_1nt°_1e(%)

When a positive certificate for the given e—Gap-IP-DIR-rCY? exists, we will have some

0 40 0 : 12 r— 1y
Co s 3 i1y -5 03 1 € [n] for which <a€?0’a690+1> +...F <af?0+r71’az?0+r> + <a290+r’ az‘,?0> =
My logn. This would give

Mo B2

Pfl > (Qn)tofrfle((r+1)c )’

which implies

(Bz(]%o _T)/(r+l))
ORI

>
67 Ry, (2n)"

- (20)

Otherwise, if no positive certificate for IP-Dir-rCYCLE exists, then
Py, < 2t”_r_1nt°_1e((1_80)32%),

and therefore,

P, +< 2to—r—1e(52(Lﬁagﬂq*r)/wl))

Ty, < R
1

+7. 21

Note that if a positive instance of e-Gap-IP-DIR-rCYC exists, then z, is the greater than the
lower bound (it is greater for all ¢, if ty # 1, otherwise we choose only that ¢; for which the
e-Gap-IP-DIR-rCYC instance contains a}l), otherwise always lesser than the lower bound.
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Wrapping up. In order to maintain a gap between the cases of a positive instance of
e-Gap-IP-DIR-rCYC existing, we require the lower bound (Equation must be less than the
upper bound (Equation 20)

1 2t07r71 1

+v< -
(0B ey 6(32(7‘* o )/(r+1)) (271)7“6(82(,‘7 o )/<r+1>>

Now, there exist large enough constants C,, C, > 0 such that this inequality is satisfied for v < n=C=
and B > Cy+/logn.

This proves that any algorithm for an entry-wise y-approximation of A¢t(") having maximum value
of the entries I' = B = Q(+/log n) requires time 2(n*), assuming the Max-2SAT conjecture, since
if APAC™ could be solved in O(n*~?) time, then that would imply that would imply Max-2SAT

could be solved in 2(“/3=%)" time (Corollary [E.12)), which can not be true for an absolute constant
0 > 0 (Hypothesis [3). O

F PROOFS OF SECTION 3.1 FUNCTION COMPOSITION

In this section, we describe a poly-attention mechanism whose one attention head can simulate ¢-fold
function composition. In order to study the representational powers, it is important to also consider
the number of bits stored for each entry for the matrices, denoted as precision, p. Since the entries
are usually considered to be polynomial in n, it is safe to assume p = n°1) . Furthermore, as usual,
we consider the embedding dimension d = O(logn).

Before showing the representational strength of poly-attention, we first show that Strassen-attention
and 3-tensor attention cannot simulate 3-fold function composition. For this limitation result, we
require a communication lower bound proved in a previous work of |(Chakrabarti| (2007) on myopic
pointer jumping.

Definition F.1 (Myopic pointer jumping). For everyt > 2, myopic pointer jumping can be seen as
similar to function composition, where we are interested in computing t-fold function composition, for
inputs as functions f1,..., ft : [n] = [n] and a value x € [n]. There are t players and a coordinator

C, such that:

* Player 1 has as inputs x and fo,
* Playerifori € [2:t — 1] have inputs x and f1, ..., fi—1, fi+1,
* Playert has inputs x and f1, ..., fi_1.

The Players i € [t] can only send messages to C, and the goal of the protocol is for C to compute the

value of ft(fi—1... fr(x)).

Now, the lower bound due to|Chakrabarti| (2007) for myopic pointer jumping is given as below.

Lemma F.2 ((Chakrabarti, [2007, Theorem 1)). To solve the myopic pointer jumping problem, the
players need to send at least )(n /t) bits to C in order for C to compute fy(fi—1... f1(x))).

We want to study the representational strengths and limitations in terms of function composition.
We say that an attention mechanism simulates t-fold function composition, if, given the input
X € Rtn+Uxd containing descriptions of f1,. .., f; and an z € [n] , the attention mechanism is
able to output the value of fi(f:—1 ... f1(z)). As before, the input function f; will be given as the
i-th block of X, in X ((;_1)p+1:i.n) for all i € [t], and = will be given in Xy, 1, and we want the
attention mechanism to output the value of f;(fi—1 ... f1(z) in the (¢n 4 1)-th entry of the output.

The first limitation result, Strassen-attention can not simulate 3-fold function composition is given by:

Theorem F.3. One layer of Strassen-attention requires at least H > n'~°"1) heads to simulate 3-fold
function composition.

Proof. Let us consider an instance of 3-fold function composition where, given fi, f2, f3 : [n] — [n],
and x € [n], we want to compute f3(f2(f1(x))). As usual, the input X contains N = 3n + 1 rows
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of embedding dimension d = O(logn), where X 1.,y corresponds to the values of fi(1),..., fi(n),
X (n+1:2n) corresponds to the values of f>(1),..., fa(n), X(2,41:3n) corresponds to the values of
f3(1),..., f3(n) and finally X3, corresponds to x.

The main idea for proving this lower bound is by assuming that Strassen-attention can simulate
3-fold function composition using [ heads. We are given the query-key and value matrices for
H Strassen-attention heads such that the output of mechanism contains the value of f5(f2(f1(z))).
Using these, we define a communication problem which will use computations required for outputting
the matrix Att(), that gives the value of f3(f2(f1(x))). Next, we will use existing lower bounds
(Lemma to contradict this statement, which would give a lower bound on the minimum number
of heads of Strassen-attention required to compute f3(fa(f1(x))).

We now define the communication problem to capture this setting. Consider 3 players with inputs,

* Player 1 has z, fo,
* Player 2 has z, f1, f3,
e Player 3 has z, f1, fo,

and a coordinator C'. The communication channel is such that only the 3 players can send messages
to the coordinator. The communication complexity is the total number of bits sent by the players to
the coordinator such that the coordinator can compute the value of f3(f2(f1(x))).

As defined before, this communication setting is an instance of myopic pointer jumping for ¢ = 3,
and the lower bound from Lemma|F.2implies that at least {(n) bits are need to be communicated.

Now, let us assume that there exists a Strassen-attention mechanism that computes 3-fold function
composition using H heads, where we will denote the index of the head as a superscript u € [H].
The weight matrices for query-key are W), W), W@ € R%*4 and the value weights are
Wy @b, Wy et € R¥4 for the attention head u € [H|. Let the precision of the values be p. These
matrices and the functions computed by the first and last MLP layers are known to all the 3 players
and the coordinator. Assuming that Strassen-attention can simulate 3-fold function composition, we
devise a communication protocol for the above problem using the value of At¢(S) to obtain lower
bounds on H using a proof inspired by works of |Peng et al.| (2024); Sanford et al.| (2024b)).

The output matrix of the u-th head of Strassen-attention, AttSh foru € [H], is given as
X iren T (X Wy ) © (X Wy o)

Z, rNu
J,k€IN] " 5,k

At = : (22)

where we have N = 3n + 1, which is the row of Att(S) where we want the value of f3(f2(f1(x))),
and

1

d(X3n+1 WQ(UU(WQ@)U)TXf + Xj WQ(2)M(WQ(3)M)TX13

rj\’[k“ = exp (
+ Xk WQ(3)u(WQ(1)u)TX§7L+1)>a

for all heads u € [H]. The players have parts of X, i.e., for f; they have X(;.,,, for f; they have
X(n+1:2n), for f3 they have X(2,,41.3,) and for = they have X3, 1.

The communication protocol proceeds as follows, where the player sends the values for each Strassen-
attention head u € [H]:

1. Player 1 sends z\f‘ and L “, where a“ is an O(p log log n)-bit approximation of the binary
expression of L", and L{* is an O(p log log n)-bit approximation of the binary expression

of L*, where
(72— Nu
Ll . — Z Tj,k‘ 9

JES1,kESS
S1,52€6{{3n+1},[n+1:2n]}
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and

1
= > PG Wy ) © (X)),
! jEST kES)
S1,52€{{3n+1},[n+1:2n]}

forall u € [H], to C.

2. Player 2 sends LAQ“ and 272“, where LAQ“ is an O(ploglog n)-bit approximation of the binary
expression of La", and L4 is an O(p log log n)-bit approximation of the binary expression

of L, where
L2U = Z Té\’/ku7
j€S1,kES>
S1,S2€{{3n+1},[n],[2n+1:3n]}
(81,52)#({3n+1},{3n+1})

and

. 1
L/QU = ﬁ( Z Tj[-\’[ku(XjWV(z)u) ® (-Xk;WV(S)u))7
j€S1,kES2
S1,S2€{{3n+1},[n],[2n+1:3n]}
(S1,S2)#({3n+1},{3n+1})

forall u € [H], to C.

3. Player 3 sends Z/L;“ and 273“, where f/;” is an O(ploglog n)-bit approximation of the binary
expression of Lg*, and L5 is an O(plog log n)-bit approximation of the binary expression

of L5*, where

Ls" = > e

€Sy ,kESS
S1,52€{[n],[n+1:2n]}
S1#8S2
and
u 1 " . .,
e X AR o (e,
jeSl,keSQ
S1,52€{[n],[n+1:2n]}
51455

forall u € [H], to C.

4. C computes
Zie[3] fi“fz“
Zie[i&] z\lu
as the N-th row of the Att(5)* matrix.

e RY, (23)

Note that Equation is the correct value of the approximation of Attg{,g)“, for all u € [H], since the
values of L ", L’y* are simply the partial sums, all of which amount to Equation With the given
bounds on each of the summations. [Sanford et al.[(2024b) showed that using O(ploglog n) bits of
precision is sufficient in this approximation, and this gives us the correct value of f3(f2(f1(z))) upto
p bits of precision. The number of bits communicated is equal to O(dpH loglog n), and using the
lower bound from Lemma[F.2] we must have dpH > Q(n/(loglogn)). Since we usually choose
d = O(logn), p = n°Y), we must have, the number of heads, H > n'~°(1), O

Corollary F.4. One layer of 3-tensor attention requires at least n* ~°Y) heads to simulate 3-fold
function composition.

Proof. The proof is very similar to that of Theorem [F.3] where again we have 3 players and a
coordinator in a myopic pointer jumping instance. Using the construction of 3-tensor attention, we
can again infer that the communication complexity will be O(dpH loglog N), which needs to be
greater than Q(n) from Lemma|[F.2] This gives our result. O
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In fact, we can show a stronger result.

Theorem KE.5. If h can be written as a variable separable polynomial, where each branch (see
Deﬁnition@ has < tq variables, then one layer of poly-attention for h requires at least H > n*—°(1)
heads to solve to-fold function composition.

Proof. We use the same proof as of Theorem [F.3] by constructing a communication protocol for
to-fold function composition if poly-attention for i can solve it, and using the lower bound result of
Lemma The input X contains N = tgn + 1 tokens, and we want the output to be in the last row
of Att") for each head u € [H].

We define a communication problem again as that of myopic pointer jumping, with ¢, players and
a coordinator C' who wants to compute fy, (fi,—1 - .. f1(z)) (Definition[F1). Since ¢ is constant,
Lemma|F.2|states that this requires £2(n) bits of communication.

Now, we develop a communication protocol for function composition using the Att(")* matrices,
Yu € [H], which will have a communication complexity of O(Hdploglog N). In computing the
output of the poly-attention mechanism at the last row of Att(")*, we have the numerator term as

1 2 9
S eph(@ QP QT VP e o v,
L., leo €[N]

and the denominator term as

1 2
o ep(h(@GM QLR

La,....Lyo €[N]

If the polynomial / is variable separable and has r branches, where each branch is given by the
polynomial g;(z1,2%) having < o variables each, ie., h(z1,...,2¢) = > ;¢ 9i(z1,27), then
players devise a protocol to separately compute the (o + 1)-th row of Att(9¢) for all i € [r]. Similar
to the proof of Theorem the summation of ¢o, ..., ¢, € [N] will be broken down to partial

summations, which correspond to computations performed from the inputs of each player.

In computing the poly-attention output of each branch (both numerator and denominator as in
the proof of Theorem , let the corresponding variables of that branch be z,, ..., z,, . Now,
Player 1 would send the summations of 4;.,,..., 4., € [n+1:2n] U {ton + 1}, Player 2 would
send the summations over 4., ..., 4., € [n]U[2n + 1 : 3n] U {ton + 1} except the tuples that
0 . ;
have already been sent, and so on until Player 7 would send the summations over £, , ..., 4., €
[((i—1Dn+1]Ufim+1: (i+1)n]U{ton + 1} except the tuples that have already been sent. Since
there are ¢ty — 1 variables that are not fixed (¢; is fixed to IV) and all the ¢y players with their given

inputs completely cover the summation required in the softmax computation of A¢t(").

In this way, the players can communicate O (Hdp loglog N) bits as before to compute the value of
Att9)% for all i € [r] and u € [H], and given the poly-attention outputs for all these branching
polynomials, the coordinator can compute the value of At¢(") using Lemma

Therefore, with a total of O(Hdp log log N) bits (since the number of branches, 7, of the polynomial
h is constant), the coordinator will be able to solve ¢y-fold function composition. By Lemma[F.2]
Hdploglog N > Q(n), and considering d = O(logn),p = n°1), we require H > n' (1), O

Next we prove that a certain class of tree-attention, given by polynomials of the form
hi(x1,...,Te41) = X122 + T2x3 + ... + 242411 can simulate ¢-fold function composition. This
proves Theorem 3.4] which is also the generalization of Theorem 3.1

Theorem F.6. For every integer t > 2, poly-attention for the polynomial
hi(x1,...,2¢) = 2122 + X2w3 + ...+ TpXe

can simulate t-fold function composition using one poly-attention head.

Proof. For solving the problem of ¢-fold function composition, we consider the ¢ functions f1, ..., f; :
[n] — [n]. The input (before the first MLP layer) is a sequence of numbers ¢(1), ..., ¢(tn+1) € [n],
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such that for £ € [n], j € [t], we have ¢(£ + (j — 1)t) = f;({), and finally ¢(3n + 1) = 2. Our task
is to compute the value of f;(f;—1 ... fi(x)), and we give a construction of the MLPs, the query-key
weights and the value weights of poly-attention for h;, such that this Transformer layer can compute
the same using only one head. We adopt the construction of |Kozachinskiy et al.|(2025) due to its
simplicity, and use it to define the parameters of poly-attention.

We define the first MLP layer such that its output, i.e., the positional encoding of the ¢-th entry of the
input to poly-attention, is given by:

Xi=[1 i i @) (6(1) Osks],, g

for i € [tn + 1]. Here, a precision of p = ©(logn) can be used. Next, we construct the weight
matrices WQ(1) sy WQ(t) .

Our goal is to create a them such that

M@, Q) = —A1ogn((6(61) — ) + (65— n — 6(0))

Lit1

(= 20— G+ (e — (0= Dn = 6(8)),
(24)
for a constant A > 1. For #; = tn + 1, this is maximized when
b =9¢() =d(tn+1) =z,
by =n+¢(l2) =n+ o) =n+ fi(z) = fo(fi(z)),

b1 =t —Dn+o(l—1) =t —n+ fic1(fi—2... fi(x)) = fi(fi1... fr(2)),
which is precisely our required value.

For constructing Q) € R™*3t for j € [t + 1], with such properties, we can define each row as:

1. fori =1:
T

(e
QY = aviogn | "V

T
033 3151

2. forj > 2:
03(j-2)

Q) = aviogn |00

L 3(t—7) 4 3kx1

forall ¢ € [n].

Note that, for any j € [¢],
. "
(Q,QUFD) = — A log (€11 —n — 6(£))%,
which is consistent with Equation While computing the softmax entries for ;1 = tn + 1, the
value of ht(QSL)H, Qg), ceey QZE)) forall ¢, ..., 041 that do not maximize this value, will be a
factor of n~* less than the maximum value. Since while computing softmax, we take a sum over all
lo,...,l+1 € [tn + 1], as long as we choose A > (+/t), the maximum value will be obtained in
the correct setting of /;’s.
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For outputting the value, we set the first column of all the Vg, j € [2: t], as ones, and the rest as

zeros; and for V#+1) we define the first column as VK(EH) = {, for all £ € [tn + 1], and the rest as

zeros. The error in the final output will be nt=4’ and as long as this is less than the number of bits

of precision, we have the correct output. O

As we will see, even though poly-attention for h; will be able to solve ¢-fold function composition,
the previous theorem, Theorem [F.5] shows that not only poly-attention for h;_; can not simulate
t-fold function composition, but neither can the poly-attention for the polynomial h(z1, ..., xi12) =
T1To + To¥3 + ... T4_ 1T + T1T441T4+2, Which is a polynomial in ¢ 4 2 variables!

Remark 2. From Theorem@ we saw that poly-attention for ha(x1, T2, x3) = 122 + T2x3 can
simulate 3-fold function composition just as Strassen-attention. Again, Strassen-attention is poly-
attention for the polynomial h(x1,x2,x3) = x1T2 + Tox3 + X321, which is just one monomial
different from hy. However, even though they might seem similar, the cost of this one monomial is
huge— Att™"2) can be computed in O(nz) time, while computing Att'S) requires at least Q(n*) time.

G PROOFS OF SECTION [3.4: POLYNOMIAL ROOT-FINDING

In this final section of the proofs, we prove the strong characterization of representational strength
of poly-attention introduced in Section [3.4] We show this by giving a construction of the weight
matrices of a poly-attention mechanism which solves polynomial root-finding (Theorem [3.7).

In this problem of polynomial root-finding, for a fixed polynomial p(z1,...,z;) and given as
input a set S C R™, we are interested in finding if there are elements y1,...,y; € S such that
p(y1,.-.,y:) = 0. For the output, if ¢, ...,y is aroot of p and S[j] = 3, then in the row j of the
output, we want to output an encoding of that root.

Theorem G.1 (Polynomial root-finding). For a polynomial p(x1, ..., x¢) of degree ko, and given
an input S C R", for any integers k, s if a polynomial h(x1, ..., x;) of degree k and sparsity s is
such that all the monomials of the polynomial p? divide at least some degree k monomial of h, then
poly-attention for h with 2 attention heads can perform polynomial root-finding for p with the input.

Proof. We give a construction of the MLP layers, query-key weights and the value weights such that
the Transformer can find a root of the polynomial from S*, and output it. First, given S, considering

s0 as the sparsity of p2, we set the embedding dimension as d = s¢.s. For the input X € R"*(s05),
let the embedding of X; after the first MLP layer be

Xi:[l Ys yf y?ko 05045_2k0_1}1x( ,

50.8)

where we require sg.s > 2kg + 1.

Construction of first head. Now, our goal is to define the weight matrices such that after computing
the query-key matrices Q1) ..., Q*), the value of h(QE), . ,Qg)) will yield —n%p(ye,, - - -, ye,)?
where y; = S[i], and 41,..., ¢, € [n]. /

Choose a h(x1,...,x;) of degree k (where k is a number greater than the maximum number of
variables in each monomial of p?), and is of any sparsity s (satisfying sg.s > 2kg), where each
monomial of p? divides at least some degree & monomial of h. We assign each of these monomials

of p? to exactly one degree k monomial m; of h for i € [s], and we associate a set T; which stores all
the monomials of p? that are assigned to this monomial m; of h.

Now, define Q(V), ..., Q®) € R™*(50-5) where each column block is of size s, as:

1. For the i-th column block, where for each column j € [so] of the block, we consider the
exponents of the variables of p such that h( 2), ceey 2)) will give evaluations of the j-th

monomial of —p? at (y,, ..., ye, ), forall £1, ..., ¢; € [n]. For these values of 4, j, we will
simply denote these terms as the monomial corresponding to this column (i — 1)sg + j.
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(a) If the j-th monomial of p?, for j € [so], consists of k; variables, and is in T; for some

dr,.
i € [s], let C’jxf{'l o a:rk_:’ be this monomial where z,, is the highest preference
variable. Then, we define the j-th column of the i-th column block of Q") as

dry
(r1) o
T .
anlz,(ifl)soqtj =n : )
dry
—Ciyn
and for 1 < ¢ < k;,
drg
Y1
(rq) — .
Ql ’;ZL,(Z 1)so+j5 ° =n .
drg
Yn

For all r € [t] such that z,. is a variable of m; and the j-th monomial of p? does not
contain x, but is present in 7;, we define

(r) o
Q1:n,(i—1)s0+j =1y,

and otherwise, if x, is not present in m;

(r)
Ql n,(i— 1)So+j = Op.

(b) If the j-th monomial of p?, for j € [so], is not in T}, then we define

() _
Q(l:n7(i—1)so+j) - 0”’
for all r € [t].

2. Fixing an ¢ such that m; is of degree < k, we define the query-key matrices as before, to
cancel out the terms which were defined in the degree k. Each degree & term had s( terms
which could lead to non-zero values, and now for the block ¢, corresponding to the monomial
1, the r-th column in that block will cancel out the j-th columns of each block obtained from
the degree k-terms, for j € [so].

Let SZ be the integer which is the number of occurrences of j-th monomial of p? while com-

puting the monomial containing variables x1, . .., x; corresponding to mi(Q2)> e QZ)),
when we consider each of the monomials my, ordered higher preference than ¢, (i.e., ¢ < 7),
and is divisible by m;.

As before, sg is the sum defined by adding:

» —C; whenever ¢ < i, m; divides my, degree of m, is exactly k, and the highest priority
variable of my is present in m;.

J —s? whenever ¢ < i, m; divides my, degree of my is less than k, and the highest
priority variable of my is also present in m;.

e —1 otherwise when the above conditions are not met but m, divides m;.
¢ ( in all other cases.

For every j € [sg], if z,- is not present in monomial j of p? for € [t], we just set
()
Q(ln (i—1 so+_]) 0"’

otherwise, for the highest preference z.., variable of the j-th monomial of p?, we define:

i d
J T1
s?yb
J,,0r1
Q(n 5 Y2
(L, (i—1)so+5) : ’
iYn nXxsg.s
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and for all other r such that x,- divides this monomial,

vl
(r) _ |
Q(l:n,(ifl)soﬂ')*n :
dr

T
yn nxsg.s

Notice that in these constructions, we have only used linear combinations of y2’s for r € [¢] and

q € [2ko]. Therefore, weight matrices W) € R(s0-5)x(s0-5) exist for every fixed polynomial p such
that

T
1 yi yfko 0 ... 0
1oys ..oy 0 ... 0 w
. QM
1oyt ... y¥o 0 ... 00
S0.8

yield the required Q(T) ’s. For defining the value matrices, for the first £ coordinates, the r-th coordinate
of V"), r € [2 : 1] stores the corresponding value of .., and all the other entries are of the coordinates
in [2 : t]\{r} are one, and the first coordinate is zero. More specifically, we define

01 ... 1 yp 1 ... 1 0 ... 0
01 ... 1 yp 1 ... 1 0 ... 0
v =, : e

o1 ... 1y, 1 ... 1 0 ... 0
where the r-th column has the values of the y;’s.
Using the construction defined above, we have h(Qz), R QX)) = —nFp2(ys,, . .., ye,) since the
degree k monomials of h are what contribute to —p?(yy,, .. ., ye, ) from the corresponding column
blocks. Inside each of these column blocks corresponding to degree k¥ monomials of h, the j-th
column for j € [sq] gives the value of the j-th monomial of —p? at (ys,,...,¥e,). Due to our
construction, all the values of mi(Qgi), . ,QZ)) are zeros when m;’s are of degree < k, which

finally gives us the required result.

Now, for each fixed /1, the value of h(Qx), . ,QZ)) = —p*(Yey, - - - Yo, ) Which is maximized

for some indices £3, ..., (9, is at least "’ factor larger than all the other values in the summation
(1) ()

2627‘__,&6[”] Qe @) With the given construction of V(")s, the values of Yegs - -5 Yy for

)

which —p?(y, , *) is maximized, will be present in the first ¢ coordinates of the output Attgl .

Construction of second head. Finally, we need to verify that if there exists some £} such that the

values of x9, . .., x; encoded in Attég) indeed is a root of the polynomial. For this, we need the value
1

of yy, ’s for each of the ¢;-th coordinate, and we incorporate this by using a second attention-head,

T

]

whose output matrix contains the vector [y1 ... ¥y]  in the first column and all zeros elsewhere.

Therefore, when we add the two attention heads, the ¢ -th row will contain the values of (ye, , ..., ve,)
which maximizes the value of —p?(yy,, *). Finally, we can check using the output MLP layer if
indeed the value is a root of the polynomial. O

H EXPERIMENTAL DETAILS

In this section, we explain the experimental setup behind Figure[2] We train transformers that use
self-attention for one and two layers, as well as a one layer tree-attention for the attention polynomial
h(zx1,x2,x3) = 122 + xox3. (This is the polynomial from Theoremabove.) We infer from the
experimental findings that tree-attention is better— it is faster, more learnable and uses less space
compared to its representational counterpart, the two layer self-attention.
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First, we explain the details behind Figure[2] which shows that despite having less trainable parameters
than two layer self-attention tree-attention is more learnable. Note that two layer self-attention requires
two query matrices, two key matrices, and two MLP layers, while tree-attention requires only three
query-key matrices and one MLP layer.

Next, we show that the time to compute tree-attention is comparable to the runtime to compute
two-layer self-attention.

Problem set-up. We solve a special case of function composition, which we will call 0-function
composition. Here, for an integer n, given two functions f1, fo : [n] — [n], we are interested in
computing the value of f1(f2(0)).

We know that a two layer transformer using self-attention, can solve function composition but one
layer can not|Peng et al.| (2024)), and we further proved in Theorem@] that tree attention can solve it
as well. The lower bound proof of [Peng et al.| (2024) for impossibility of solving function composition
using one layer self-attention also translates to impossibility of solving f1(f2(0)). We show that
these theoretical results are in line with practice, where transformers with two layer self-attention as
well as transformers with one layer tree-attention can both solve O-function composition for n = 12
(which means the number of tokens is 2n + 1 = 25).

Input generation. As described above, we train the transformers to learn f7(f2(0)) where f1, fo :
[n] = [n], for n = 12. The inputs are given as a triples (7, f;(4),%), for j € {1,2},7 € [n], and
a final token (3,0,0), on which the output will be encoded. This requires a vocabulary size of
34+ n+mn = 2n+ 3. The functions f, f’s are generated uniformly at random from the set [n] for
each batch in each epoch.

Architecture details. We choose a sequence length of 25, having vocabulary size 27. The trans-
former has an embedding dimension d = 8, number of heads H = 1, followed by an MLP layer
which uses ReL U activation with one hidden layer of size 1024. We also use the standard sinusoidal
positional encoding from Vaswani et al.|(2017), given by

, i
PEiz2; = sin (100002-"/d> ’

1
PEiaje = cos <100002j/d) )

,fori € [n], j € {0,...,d/2}, which is added to the i-th token.

Training details. For learning, we use a batch size of 1024, a learning rate of 0.001 and train the
model using an Adam optimizer. The model is trained for 30, 000 epochs on a 2024 Apple Macbook
Air with an M3 Chip, and the evaluations have been shown in Figure [2and Figure[3]

Loss vs Epochs

0.16 —— Tree-attention
—— 1-layer self-attention
—— 2-layer self-attention

o 5000 10000 15000 20000 25000 30000
Epochs

Figure 3: Loss per epoch for learning f; (f2(0)) for sequence length 25, on a single layer of tree-
attention, one layer self-attention and two layer self-attention.
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Observed inference running time. We plot the running time of computing self-attention for
sequence length in {50, 100, 200}. We use embedding dimension d = 16, number of heads H = 8,
and hidden layer width 256 for the transformers, and evaluate it on a batch of 1024.

With this architecture, we randomly choose query, key and value weights in R%*?, and random
weights and biases for the MLP layer. Then we randomly generate 1024 inputs X € R"*? and
compute the running time of the attention mechanisms. We repeat this a total of 10 times and take an
average of the running time, has been depicted in the following table.

Sequence length  1-layer self-attention  2-layer self-attention  1-layer tree-attention

50 12.600 ms 48.532 ms 24.171 ms
100 31.403 ms 172.083 ms 81.579 ms
200 115.239 ms 680.325 ms 337.360 ms

Figure 4: Average running time of self-attention and tree-attention

Discussion. We obtain the following conclusion about tree-attention from these experiments.

* One layer tree-attention can successfully learn O-function composition, despite having only
three query-key matrices and only one MLP layer (compared to two-layer self-attention that
has two query matrices, two key matrices and two MLP layers).

* One layer tree-attention exhibits better learnability for O-function composition than two
layer self-attention as in Figure |2} since accuracy increases faster for tree-attention.

* Tree-attention has an efficient inference time. From Table[d] we infer that it has a running
time comparable to self-attention, and in our cases, even outperforms two layer self-attention.

I THE USE OF LARGE LANGUAGE MODELS (LLMS)

Large language models have been used to find related works, and to polish the codes for experiments.
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