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Abstract

Current artificial intelligence (AI) regulatory frameworks
have made significant progress in defining and developing
risk-based measures to promote the transparency and ac-
countability of Al systems at both national and global levels.
However, the critical issue of gender-based bias and discrim-
ination prevalent in Al requires special attention and mitiga-
tion strategies. This paper examines existing Al governance
frameworks from a gender-transformative perspective, em-
phasizing the need for comprehensive global strategies to ad-
dress these challenges and reshape the current Al ecosystem.

Introduction

As Al continues to evolve, it increasingly influences tradi-
tional societal decision-making processes. From hiring algo-
rithms to policing decisions (Busuioc 2021), Al-driven sys-
tems have become integral to determining access to employ-
ment, allocation of public resources, and decisions with pro-
found individual impacts. Harnessed responsibly, Al holds
immense potential to transform systems and contribute to
building a fairer, more equitable society. However, fulfilling
this promise requires careful consideration of biases that can
arise throughout the Al lifecycle and the potential to exac-
erbate systemic inequalities, especially against women and
marginalized groups.

Al systems often reflect the data that they are trained on,
mirroring societal biases and the perspectives of those who
build them. A study by the Berkeley Haas Center for Equity,
Gender and Leadership analyzed 133 biased systems across
industries and found that 44.2 percent of these applications
demonstrated gender bias, and 25.7 percent exhibited both
gender and racial bias (Smith and Rustagi 2021). According
to the World Economic Forum, it will take another 132 years
to achieve gender equality on a global scale (World Eco-
nomic Forum 2022). These harmful inequalities are reflected
in technology, such as in depictions of women as less tech-
nologically skilled (Onta 2007) and the proliferation of other
negative gender-based stereotypes (Sutko 2020). Emerging
technologies such as Al can have staggering consequences
and the potential to widen and perpetuate gender equality
gaps, necessitating appropriate and direct regulation by gov-
ernments to address gender-specific concerns.
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As a result of increasing concerns around the responsible
use of Al, a growing body of research has emerged in the
field of Al governance in recent years, discussing industry-
specific guidelines and comprehensive global regulations to
ensure the transparent and equitable use of Al. Despite this
progress, current regulatory frameworks do not adequately
address gender-specific biases. International cooperation on
technology policy often prioritized technical, economic, and
infrastructural issues, at the expense of recognizing how
technological developments affect society’s most vulnerable
and historically excluded groups. There is a global deficit
in governance for addressing the risks associated with Al
and a growing need for the robust mainstreaming of gen-
der considerations in the form of a global multi-stakeholder
framework (UN Women Headquarters Office 2024).

This paper addresses the critical literature gap in Al gov-
ernance research at the intersection of global Al policy and
gender equity. It reassesses prominent global Al governance
frameworks through the lens of gender equality and exam-
ines national policies based on the mitigation of gender-
based discrimination in Al systems. Following an analysis of
policy enforcement and effectiveness through two case stud-
ies, we propose a series of recommendations for advancing
future gender-responsive Al policies.

The Global Landscape of AI and Gender
Equality

The vast majority of existing global frameworks take a uni-
versal, broad approach to Al policy. The Bletchley Declara-
tion signed at the 2023 Al Safety Summit held in the UK
(Government of the United Kingdom 2023) recognized the
importance of international collaboration for the manage-
ment of unforeseen risks in the deployment of Al systems. It
encouraged the building of risk-based policies for context-
appropriate transparency and accountability. However, this
directive serves as an example of a significant trend in cur-
rent Al governance policies: the lack of resulting explicit
guidelines on bias mitigation for vulnerable groups, includ-
ing those based on gender or race. Similarly, the Hiroshima
Process International Guiding Principles by the G7 (Min-
istry of Foreign Affairs of Japan 2023), promote responsible
information sharing and reporting of incidents among orga-
nizations developing advanced Al systems; however, they



also fail to explicitly address gender-specific discrimination.

Additionally, Treaty No. 255 from the Council of Eu-
rope Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law (Council
of Europe 2024) mandates general measures for sustainable
development and gender equality for signed parties, but pro-
vides very limited actionable guidance for addressing these
biases. Thus, these examples underscore the urgency of de-
veloping global policies to close this gap of gender equity
within Al governance frameworks.

The UNESCO Recommendation on the Ethics of
Artificial Intelligence

One notable exception of global policy is the Recommenda-
tion on the Ethics of Artificial Intelligence (UNESCO 2022),
UNESCQO’s first-ever global standard on Al ethics applica-
ble to all 194 member states. This framework is remarkable
in its specific guidelines to prevent gender-based bias in Al
adoption by member states. Critical recommendations can
be summarized as the following:

e Member states must maximize AI’s potential to con-
tribute to achieving gender equality while ensuring that
the rights and freedoms of women and girls are not vio-
lated at any stage of the Al lifecycle

* Member states must have dedicated funds and adopt na-
tional policies that include a gender action plan and labor
education to ensure girls and women are not excluded
from the developing digital economy

* Member states should allocate resources to programs for
increasing participation in STEM and information and
communication technologies (ICT) disciplines

» Special care must be taken to ensure that already existing
gaps are not exacerbated, including but not limited to:
the gender wage gap, unequal representations in certain
professions, lack of representation in leadership and se-
nior management positions, the education gap, the digital
access and adoption gap, and the unequal distribution of
unpaid work and caring responsibilities in our societies

* Member states must make efforts to ensure that gender-
based stereotypes and discriminatory beliefs are not
propagated in Al systems, especially to avoid the mag-
nifying effect of gender-based violence, harassment, and
trafficking

Female entrepreneurship and participation in Al develop-
ment should be encouraged through economic initiatives
and inclusive programs in the public and private sectors

This landmark piece of policy framework is distinctive
in its specific guidelines for gender-based Al regulations.
It represents a significant step forward by advocating for
a holistic perspective of Al governance that prioritizes the
needs of girls, women, and other vulnerable groups, while
also providing specific protective measures to address gen-
der biases and discrimination. While appreciable as an ini-
tial effort, it remains to see if future global regulations and
treaties adopt this as a stepping stone for further exploration
of gender equity in Al. Along these lines, recommendations
from UN-Women during the sixty-seventh session of the

Commission on the Status of Women discuss the importance
of placing gender equality at the heart of the Global Digi-
tal Compact (UN Women Headquarters Office 2024). They
underline the current gap in gender-transformative Al gover-
nance frameworks and advocate for the adoption of common
global strategies to reshape the current Al ecosystem, in or-
der to address the trust deficit for gender or racial bias in the
governance model.

A comprehensive review and appraisal of current global
Al governance practices reveals a critical gap in guidelines
for preventing gender-based discrimination against women
and girls. While certain frameworks begin the crucial work
of identifying and addressing the needs of vulnerable com-
munities in the advent of Al systems, the efforts remain pre-
liminary and leave much to be desired in terms of global
trends of Al governance for gender equity.

Al Governance Trends in National Policies

Several countries have introduced regulations on the respon-
sible use of Al in industries and governments. For instance,
the EU AI Act categorizes Al applications by risk based on
adverse effects on human rights as protected by the Charter
of Fundamental Rights of the EU (Article 28). It addresses
particularly vulnerable AI applications, such as biometric
identification for law enforcement (Article 18); access to ed-
ucation or training (Article 35); employment decisions (Ar-
ticle 36); and screening of applications for public benefits
and healthcare services (Article 37). This approach exempli-
fies a dynamic risk assessment of Al systems that can poten-
tially be affected by gender-based biases and discriminatory
practices (The European Parliament and the Council of the
European Union 2021; European Parliament, the Council of
Ministers and the European Commission 2000).

In Canada, as part of Bill C-27, the Artificial Intelligence
and Data Act (AIDA) designates Al bias as having an un-
justified and adverse differential impact based on any of
the protected characteristics outlined in the Canadian Hu-
man Rights Act (Innovation, Science and Economic Devel-
opment Canada 2024). In South Korea, the proposed Act on
Promotion of the Al Industry and Framework for Establish-
ing Trustworthy AI (Al Act) similarly designates applica-
tions that are directly related to human life and safety as
high-risk and are required to meet a certain level of trust-
worthiness (Roh and Nam 2023). In the United States, the
Executive Order on the Safe, Secure, and Trustworthy De-
velopment and Use of Artificial Intelligence in October 2023
affirms the necessity of holding Al accountable to standards
that protect against unlawful discrimination and abuse, in-
cluding in the justice system and the federal government
(Biden 2023).

Among these national Al policies, a trend emerges of rec-
ognizing the need to keep high-risk Al systems accountable
with respect to their countries’ non-discrimination and hu-
man rights laws. However, there is still significant opportu-
nity in defining exactly how those biases can be mitigated.



Analysis of Policy Effectiveness

Specific guidance unique to gender-based discrimination in
global and national Al governance frameworks has been
sparse. Many of the existing recommendations are still pre-
liminary and do not necessarily go in-depth into recom-
mendations for unique anti-discriminatory measures for pro-
tected characteristics such as gender or race. Nevertheless,
efforts have been made to reduce overall discrimination and
ensure algorithmic accountability in Al policies globally.
National policies vary in levels of enforcement and effec-
tiveness - some have explicit legislation in place, whereas
others have voluntary guidelines but few significant mea-
sures for enforcement of those policies. As a case study, we
will review regulation from both the United States and the
European Union, and discuss their respective policy efficacy.

Case Study of Al Policy Effectiveness for Gender
Equity in the United States

In the United States, many proposed bills and existing
frameworks have opted for a more cautionary approach
of encouraging the development of ethical standards, and
there has been limited comprehensive enforcement passed
in terms of legislation for anti-discrimination in AI (White
& Case LLP 2024). Policies such as the Al Risk Manage-
ment Framework by the National Institute for Standards and
Technology (NIST) are explicitly noted to be “for voluntary
use” and organizations are invited to incorporate as many or
as few suggestions into their Al systems (National Institute
for Standards and Technology 2023).

However, this does not mean that these guidelines them-
selves have not had any impact on increasing algorithmic
accountability. There have been several noteworthy actions
taken to begin implementing these policies in federal agen-
cies in the US (White House Office of Science and Tech-
nology Policy 2022), such as combating gender-based vio-
lence and Al-generated image-based sexual abuse. A White
House Call to Action (Klein and Prabhakar 2024) called on
leading Al developers and data providers to make volun-
tary commitments to curb the creation of Al-generated mate-
rial containing gender-based violence and abuse. (The White
House 2024). In addition, in accordance with Executive Or-
der 14110, the Office of Federal Contract Compliance Pro-
grams developed guidelines addressing Al in the context of
Equal Employment Opportunity (EEO) to mitigate the po-
tential harmful impacts of Al in automating unlawful bias,
such as on race, gender, or ethnicity, in hiring practices for
all federal contractors (Office of Federal Contract Compli-
ance Programs 2024). The Department of Education’s Of-
fice for Civil Rights further expanded the domain of Title IX
of the Education Amendments of 1972 to prevent discrimi-
nation on the basis of gender in Al used in educational envi-
ronments. (United States Department of Education’s Office
for Civil Rights 2024).

Thus, the potential impact of Al policy for combating
gender-based discrimination is promising. Current frame-
works have demonstrated good initial progress for encourag-
ing voluntary accountability in Al systems, however, there is
still considerable potential for passing comprehensive legis-

lation and enforcement processes for all agencies and stake-
holders in the US.

Case Study of Al Policy Effectiveness for Gender
Equity in the European Union

One excellent example for studying policy enforcement is
the European Union’s work with enforcing the EU AI Act.
According to Article 113 in the EU AI Act, any Al systems
posing unacceptable risks were banned within six months of
the EU AI Act becoming enforceable, effective in February
2025 (The European Parliament and the Council of the Eu-
ropean Union 2021). Rules on general-purpose Al systems
were required within 12 months of the act becoming effec-
tive, and high-risk systems (such as those making critical
decisions in recruitment and law enforcement) were given
up to 36 months to comply with the requirements (European
Parliament 2024).

The EU also established the European Al Office as part
of the European Commission, which serves as the center for
the enforcement and implementation of the EU AI Act. The
Al Office is tasked with conducting evaluations of general-
purpose Al models, ensuring accountability from model de-
velopers with necessary documentation requests, and inves-
tigating possible infringements of the guidelines (European
Commission 2024). The EU has made significant strides in
ensuring the necessary measures for the enforcement and
implementation of its policies, from the creation of offices
for the administration of the Act to penalties levied for fail-
ure to comply.

On the whole, regional and national policies have dis-
played early signs of success, however, there is still po-
tential for improvement of enforcement and official legisla-
tion from all nations worldwide. Furthermore, while existing
policies do highlight the necessity for anti-discrimination
measures in the use of Al systems, there is a lack of precise
guidelines and regulations for specific biases and discrim-
ination against sensitive groups. In summary, we find that
while an excellent starting point, there still remains substan-
tial room for growth for ensuring national Al policies are
directly encouraging and enforcing gender equity.

Proposed Recommendations

Based on an analysis of existing governance frameworks, we
recommend the following considerations to be made when
developing policies that reflect the intersection of Al and
gender-based discrimination:

1. Addition of specific recommendations for combating
gender-based discrimination in high-risk Al systems in-
volved in decision-making processes of high impact,
such as recruitment, employment, healthcare access, ed-
ucation access, etc.

2. Publication of a national gender action plan when devel-
oping Al policy and legislation for gender equity in Al
governmental and corporate processes

3. Encouragement of representation and involvement of the
voices of women and other marginalized groups at all



stages of the Al development and policy lifecycle, in-
cluding leadership, senior management positions, devel-
opment, and policy-making

4. Allocation of resources and funds for increasing partici-
pation of women and girls in STEM and information and
communication technologies (ICT) disciplines, as out-
lined in The UNESCO Recommendation on the Ethics
of Artificial Intelligence (UNESCO 2022)

5. Creation of avenues for legal recourse and enforcement
of the rights of girls and women (Global Partnership on
Artificial Intelligence 2024)

6. Issuance of technical guidelines for continued trans-
parency and accountability in Al systems for harm pre-
vention against sensitive groups

Global and national policies should reflect the needs of spe-
cific sensitive demographics to ensure that existing systemic
biases are neither exacerbated nor perpetuated in Al sys-
tems. Girls, women, and other vulnerable groups face sig-
nificant obstacles in current societal processes, and global
Al policies must address these unique challenges. In the
context of global regulatory frameworks, we conclude that
overall Al governance trends are moving in the right direc-
tion to begin addressing gender-specific inequalities, while
still having scope for growth in developing comprehensive
gender-responsive Al regulations and global strategies for
the empowerment of all girls and women.
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