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ABSTRACT

We consider the task of predicting Hamiltonian matrices to accelerate electronic
structure calculations, which plays an important role in physics, chemistry, and
materials science. Motivated by the inherent relationship between the off-diagonal
blocks of the Hamiltonian matrix and the SO(2) local frame, we propose a novel
and efficient network, called QHNetV2, that achieves global SO(3) equivariance
without the costly SO(3) Clebsch–Gordan tensor products. This is achieved by
introducing a set of new efficient and powerful SO(2)-equivariant operations and
performing all off-diagonal feature updates and message passing within SO(2)
local frames, thereby eliminating the need of SO(3) tensor products. Moreover, a
continuous SO(2) tensor product is performed within the SO(2) local frame at each
node to fuse node features. Extensive experiments on the large QH9 and MD17
datasets demonstrate that our model achieves superior performance across a wide
range of molecular structures and trajectories, highlighting its strong generalization
capability. The proposed SO(2) operations on SO(2) local frames offer a promising
direction for scalable and symmetry-aware learning of electronic structures.

1 INTRODUCTION

Quantum Hamiltonian, as a central element in the many-body Schrödinger equation of quantum
mechanics, plays a key role in governing the quantum states and physical properties of molecules and
materials, making it essential for physics, chemistry, and materials science. First-principles methods
such as density functional theory (DFT) (1; 2; 3) have been developed to solve the Schrödinger
equation and investigate the electronic structures of molecules and solids. Despite their success, these
methods struggle with high computational cost, limiting their application to systems with only a few
hundred atoms. In DFT, the central Kohn-Sham equation is solved using the self-consistent field (SCF)
method based on the variational principle of the second Hohenberg-Kohn theorem (2). The electronic
wavefunctions, energies, charge density, and Kohn-Sham Hamiltonian are iteratively calculated and
updated until convergence is achieved. This SCF calculation has a high time complexity of O(N3

e T ),
where Ne is the number of electrons and T is the number of SCF steps required for convergence.
Consequently, DFT remains computationally expensive for large and diverse quantum systems B.1.

Recently, deep learning has demonstrated great potential in advancing scientific research (4; 5; 6; 7).
In particular, several machine learning models (8; 9; 10; 11; 12; 13; 14; 15) have been developed
to directly predict the Hamiltonian matrix from atomic structures, achieving substantial speedup of
several orders of magnitude in inference time compared to traditional DFT calculations. Despite
these advances, achieving higher accuracy and more efficient training remains a key challenge in
the development of quantum tensor networks for predicting Hamiltonian matrices and many other
multi-physical coupling matrices.

To address the above challenge, here we propose a novel and efficient network QHNetV2, motivated
by the inherent relationship between the off-diagonal blocks of the Hamiltonian matrix and the SO(2)
local frame to achieve global SO(3) equivariance without using the computationally intensive SO(3)
Clebsch–Gordan tensor products. Specifically, we first eliminate the need of SO(3) tensor products
by introducing a set of new efficient and powerful SO(2)-equivariant operations and performing all
off-diagonal feature updates and message passing within SO(2) local frames. Second, to effectively
perform nonlinear node updates, we apply a continuous SO(2) tensor product within the SO(2) local
frame at each node to fuse node features, mimicking the symmetric contraction module used in
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MACE (16) for modeling many-body interactions. We conduct extensive experiments on the large
QH9 and MD17 datasets, which shows the superior performance and strong generalization capability
of our new framework over a diverse set of molecular structures and trajectories. Additionally,
these novel SO(2) operations on SO(2) local frames presents a promising avenue for scalable and
symmetry-aware learning of electronic structures.

2 PRELIMINARIES

2.1 HAMILTONIAN MATRICES AND SO(3) EQUIVARIANCE

The Kohn-Sham equation of molecular and materials systems is given by: ĤKS|ψn⟩ = ϵn|ψn⟩,
where ĤKS is the Kohn-Sham Hamiltonian operator, ψn is single-electron eigen wavefunction (also
called molecular orbital), and ϵn is the corresponding eigen energy. Under a predefined basis set such
as the STO-3G atomic orbital basis {ϕp} combining radial functions with spherical harmonics, the
Kohn-Sham equation can be converted into a matrix form: HC = ϵSC, with Hamiltonian matrix
element Hpq =

∫
ϕ∗p(r)ĤKSϕq(r)dr and overlap matrix element Spq =

∫
ϕ∗p(r)ϕq(r)dr. ϵ is a

diagonal matrix of the eigen energies, and C contains wavefunction coefficients, with each eigen
wavefunction ψn as a linear combination of the basis functions ψn(r) =

∑
p Cpnϕp(r) (17). More

details can be found in Appendices B.1, B.2.

Equivariance is a fundamental symmetry that must be preserved in the Hamiltonian matrix prediction
task. It arises from representing Hamiltonian matrix and wavefunctions in specific basis sets such
as atomic orbitals in DFT calculations which are sensitive to the spatial orientation. As a result,
when a molecular system undergoes a global rotation characterized by Euler angles (α, β, γ), its
Hamiltonian matrix must transform accordingly. Each atom pairs and their orbital pairs can be labeled
as (ai, os, aj , ot). ai and aj are the atom indices which may refer to the same atom (i = j) or to
different atoms (i ̸= j) in the molecular system. os and ot indicate the orbitals belonging to ai and
aj , respectively, with angular momentum quantum numbers ℓs and ℓt and magnetic quantum number
ms and mt. Under a rotation specified by Euler angles (α, β, γ), the corresponding Hamiltonian
matrix block transforms as H′

ij,st =
(
Dℓs(α, β, γ)

)−1 Hij,stD
ℓt(α, β, γ), where two Wigner-D

matrices Dℓ(α, β, γ) are applied to the left and right sides of the original Hamiltonian matrix block,
respectively, according to the angular momentum of the orbital pairs in the block. This ensures the
block-wise SO(3) equivariance of the Hamiltonian matrix under rotations.

When learning the Hamiltonian matrix using machine learning models, it is essential to incorporate
high-degree equivariant features that align with the angular momentum quantum numbers ℓ of atomic
orbitals. This is particularly important for accurately capturing orbitals with high angular momentum
such as d-orbitals with ℓ = 2, requiring the highest degree of SO(3) equivariant features with
Lmax ≥ 4. Furthermore, the pairwise interactions are needed for predicting all Hamiltonian matrix
blocks while maintaining the block-wise SO(3) equivariance.

Machine learning demonstrates its power for property predictions, force field development, and
so on (18; 19; 20; 21; 22; 23; 24). And numerous models have been built upon tensor product
(TP) have proven to be an effective approach (25; 26; 23; 27; 28; 29; 27; 16; 30; 31; 32; 33) with
high-degree equivariant features. However, the computational complexity of TPs is O(L6

max) which
increases significantly with the maximum degree Lmax, posing a substantial challenge for tasks such
as Hamiltonian matrix prediction where a high Lmax is often required. A promising alternative is to
replace full TPs by SO(2) convolutions, as proposed in eSCN (34). This approach demonstrates that
the SO(2) Linear operation can be equivalent to SO(3) TP while reducing computational complexity
to O(L3

max). This raises an intriguing direction to explore more diverse SO(2)-based operations for
modeling the Hamiltonian matrix more effectively and accurately, particularly in scenarios requiring
a high Lmax.

2.2 SO(3) AND SO(2) IRREDUCIBLE REPRESENTATIONS

Under an arbitrary 3D rotation, the atomic orbital basis rotates accordingly. As a result, the Hamil-
tonian matrix element defined on the atomic orbital pairs transforms in an equivariant manner. It
is therefore necessary to introduce irreducible representations (irreps) of the 3D rotation group, i.e.
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SO(3) group. The SO(3) group consists of all 3D rotations, represented by 3× 3 orthogonal matrices
with determinant 1. For each SO(3) irrep with degree ℓ ∈ N0, the corresponding representation space
has dimension 2ℓ + 1, with spherical harmonics {Y ℓ

m(θ, ϕ)}ℓm=−ℓ serving as a natural basis. For
each group element g ∈ SO(3) (i.e. 3D rotation), the corresponding matrix representation for the ℓ-th
irrep is the Wigner D-matrix Dℓ(g) of shape (2ℓ+ 1)× (2ℓ+ 1). Then, Dℓ(g) is applied via matrix
multiplication to perform the corresponding SO(3) rotation in the representation space. To develop
more advanced operations within the SO(2) symmetry space, it is essential to introduce irreducible
representations (irreps) of the SO(2) group. The SO(2) group describes 2D planar rotations, which
can be interpreted as rotations around a fixed axis in 3D space (typically the z-axis). The irreps
of SO(2) has dimension 2 for m > 0 and 1 for m = 0 or can be represented as complex values,
with order m ∈ N0. A natural basis function for SO(2) irreps is the set of real circular harmonics,
which take the form Bm(δ) = [sin(mδ), cos(mδ)]T for m ≥ 1 and B0(δ) = [1] for m = 0. Each
group element g ∈ SO(2) corresponds to a rotation by an angle φ ∈ [0, 2π), and the matrix rep-

resentation for the m-th irrep is given by
(

cos(mφ) sin(mφ)
− sin(mφ) cos(mφ)

)
for m > 0, and 1 for m = 0.

Subsequently, the representation space under SO(2) rotation transforms via matrix multiplication. In
the complex circular harmonics basis eimδ , the representation space under SO(2) rotation transforms
via multiplication with eimφ.

3 METHODS

This section introduces the model we have built for the Hamiltonian matrix prediction task. The key
is to develop the SO(2) local frame, where any powerful SO(2) equivariant operations can be applied
while maintaining the overall framework to be SO(3) equivariant. Here, we would like to clarify
that we adopt minimal frame averaging and extend the operation in eSCN to construct local frames,
enabling the application of arbitrary SO(2) operations and supporting frame construction on nodes,
edges, and node pairs beyond edges alone. Later on, we demonstrate that the model based on SO(2)
local frame achieve great efficiency and accuracy, especially these two key things for building this
networks especially considering the high Lmax is an unavoidable things.

3.1 SO(2) LOCAL FRAMES

While the computation cost for SO(3) operations remains high, SO(2) operations can be more
efficient to conduct. Besides the SO(2) linear operation, which has been verified in previous
work (34) to maintain overall SO(3) equivariance, there is a need to provide a mechanism that
supports the usage of arbitrary SO(2) operations while ensuring the framework remains SO(3)-
equivariant. Therefore, inspired by the minimal frame averaging technique (35), we construct local
frames that require SO(2) equivariance internally and employ canonicalization to guarantee overall
SO(3) equivariance.

Global Frame. The overall framework is built on a global coordinate system together with local
SO(2) frames. In the global system, the model operates on SO(3) irreps and preserves full SO(3)
equivariance. Consequently, the input to each local network Φ is SO(3)-equivariant.

Definition of the Local Frame. A local frame is defined as a mapping from the 3D Euclidean
space to SO(3):

F : R3 → SO(3). (1)

To make this concrete, we introduce a fixed target vector v̂ ∈ R3 that is used in the minimal frame
construction. Given a unit direction vector r̂ ∈ R3, which rotates consistently with the input 3D data,
and the fixed target vector v̂, the local frame F (r̂) is the rotation that maps r̂ onto v̂. For example,
if we take the node pair direction r̂ij and set v̂ = (0, 0, 1), this reduces exactly to the setup used in
eSCN. Thus, eSCN can be viewed as a special case of our more general framework. As proved in
Appendix C, such a local frame can be applied to any SO(2) operation beyond the linear case by
incorporating local frame averaging. Moreover, the placement of SO(2) local frames can be extended
whenever a reference unit vector r̂ is available, for example by defining a local frame on each node.
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<latexit sha1_base64="0CU5xTBfqV4YO6+2IAMKj4a/hqU=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOwp6GRGTX46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcun3n7r2D++GDh48ePxkfPj13prYcZtxIYy8ZdSCFhhkKlHBZWaCKSbhgq3eb+MUVWCeM/oRNBZmipRaF4BQ9WozjVEKBRymDUuhWUbRi3YVRmm49BZ3/hakV5RKni/EknsZbi26KpBcT0tvZ4nD0Nc0NrxVo5JI6N0/iCrOWWhRcQhemtYOK8hUtYe6lpgpc1m5X66KXnuRRYax3jdGW/lvRUuVco5jP9HMu3X5sA/8Xm9dYvMlaoasaQfNdo6KWEZpoc6coFxY4ysYLyq3ws0Z8SS3l6K856MLUcIf8SlSu32K9W2OQv5kFjZFuiEtLq6Xg6yFlxqyQsr1cVUsU1lwPKbWWNh5puOZGKep/lzJZQzdPsnaSdGHon5fsv+qmOH81TY6nxx9eT07f9m88IM/JC3JEEnJCTsl7ckZmhJPv5Af5SX4FH4Mm+Bx82aUGo77mGRlY8O0P5FPnKg==</latexit>( <latexit sha1_base64="uteh9q1tMtoJxhgNw04999bHJwY=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOgl6GRJbV46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcuHnr9p2Du+G9+w8ePhofPj5zprYcZtxIYy8YdSCFhhkKlHBRWaCKSThnq3eb+PklWCeM/oRNBZmipRaF4BQ9WozjVEKB05RBKXSrKFqx7sIoTbeegs7/wtSKcokvF+NJPI23Fl0XSS8mpLfTxeHoa5obXivQyCV1bp7EFWYttSi4hC5MawcV5StawtxLTRW4rN2u1kXPPcmjwljvGqMt/beipcq5RjGf6edcuv3YBv4vNq+xeJO1Qlc1gua7RkUtIzTR5k5RLixwlI0XlFvhZ434klrK0V9z0IWp4Q75pahcv8V6t8YgfzMLGiPdEJeWVkvB10PKjFkhZXu5qpYorLkaUmotbTzScMWNUtT/LmWyhm6eZO0k6cLQPy/Zf9V1cfZqmhxPjz8cTU7e9m88IE/JM/KCJOQ1OSHvySmZEU6+kx/kJ/kVfAya4HPwZZcajPqaJ2Rgwbc/54vnKw==</latexit>)

<latexit sha1_base64="OpPTSoEvnyitlPe1HgSV4NyZE/I=">AAACoHicbZHPTttAEMY3LrSQ0hbKkYtFVIkDiuyqAo6ovXCDSAQQiYVm15Nklf1j7Y6ByMoDVL2Wh+vbdJP4UIeOtNKn33yjmdnhhZKekuRPK3qzsfn23dZ2+/3Oh4+fdvc+33hbOoF9YZV1dxw8KmmwT5IU3hUOQXOFt3z6Y5G/fUTnpTXXNCsw0zA2ciQFUEC944fdTtJNlhG/FmktOqyOq4e91s9hbkWp0ZBQ4P0gTQrKKnAkhcJ5e1h6LEBMYYyDIA1o9Fm1nHQefwkkj0fWhWcoXtJ/KyrQ3s80D04NNPHruQX8X25Q0ugsq6QpSkIjVo1GpYrJxou141w6FKRmQYBwMswaiwk4EBQ+p9GF6+YO+aMsfL3F82qNhn8xC1mrfBOPHRQTKZ6blFs7JeBrXl0qks4+NSk4B7OADD4JqzWYvBpyVeJ8kGZVJ5232+F46fqpXoubr930pHvS+9Y5/16fcYsdsEN2xFJ2ys7ZBbtifSYYsl/sN3uJDqOL6DLqraxRq67ZZ42I7v8CmJXTnA==</latexit>,

<latexit sha1_base64="0CU5xTBfqV4YO6+2IAMKj4a/hqU=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOwp6GRGTX46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcun3n7r2D++GDh48ePxkfPj13prYcZtxIYy8ZdSCFhhkKlHBZWaCKSbhgq3eb+MUVWCeM/oRNBZmipRaF4BQ9WozjVEKBRymDUuhWUbRi3YVRmm49BZ3/hakV5RKni/EknsZbi26KpBcT0tvZ4nD0Nc0NrxVo5JI6N0/iCrOWWhRcQhemtYOK8hUtYe6lpgpc1m5X66KXnuRRYax3jdGW/lvRUuVco5jP9HMu3X5sA/8Xm9dYvMlaoasaQfNdo6KWEZpoc6coFxY4ysYLyq3ws0Z8SS3l6K856MLUcIf8SlSu32K9W2OQv5kFjZFuiEtLq6Xg6yFlxqyQsr1cVUsU1lwPKbWWNh5puOZGKep/lzJZQzdPsnaSdGHon5fsv+qmOH81TY6nxx9eT07f9m88IM/JC3JEEnJCTsl7ckZmhJPv5Af5SX4FH4Mm+Bx82aUGo77mGRlY8O0P5FPnKg==</latexit>( <latexit sha1_base64="uteh9q1tMtoJxhgNw04999bHJwY=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOgl6GRJbV46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcuHnr9p2Du+G9+w8ePhofPj5zprYcZtxIYy8YdSCFhhkKlHBRWaCKSThnq3eb+PklWCeM/oRNBZmipRaF4BQ9WozjVEKB05RBKXSrKFqx7sIoTbeegs7/wtSKcokvF+NJPI23Fl0XSS8mpLfTxeHoa5obXivQyCV1bp7EFWYttSi4hC5MawcV5StawtxLTRW4rN2u1kXPPcmjwljvGqMt/beipcq5RjGf6edcuv3YBv4vNq+xeJO1Qlc1gua7RkUtIzTR5k5RLixwlI0XlFvhZ434klrK0V9z0IWp4Q75pahcv8V6t8YgfzMLGiPdEJeWVkvB10PKjFkhZXu5qpYorLkaUmotbTzScMWNUtT/LmWyhm6eZO0k6cLQPy/Zf9V1cfZqmhxPjz8cTU7e9m88IE/JM/KCJOQ1OSHvySmZEU6+kx/kJ/kVfAya4HPwZZcajPqaJ2Rgwbc/54vnKw==</latexit>)

<latexit sha1_base64="OpPTSoEvnyitlPe1HgSV4NyZE/I=">AAACoHicbZHPTttAEMY3LrSQ0hbKkYtFVIkDiuyqAo6ovXCDSAQQiYVm15Nklf1j7Y6ByMoDVL2Wh+vbdJP4UIeOtNKn33yjmdnhhZKekuRPK3qzsfn23dZ2+/3Oh4+fdvc+33hbOoF9YZV1dxw8KmmwT5IU3hUOQXOFt3z6Y5G/fUTnpTXXNCsw0zA2ciQFUEC944fdTtJNlhG/FmktOqyOq4e91s9hbkWp0ZBQ4P0gTQrKKnAkhcJ5e1h6LEBMYYyDIA1o9Fm1nHQefwkkj0fWhWcoXtJ/KyrQ3s80D04NNPHruQX8X25Q0ugsq6QpSkIjVo1GpYrJxou141w6FKRmQYBwMswaiwk4EBQ+p9GF6+YO+aMsfL3F82qNhn8xC1mrfBOPHRQTKZ6blFs7JeBrXl0qks4+NSk4B7OADD4JqzWYvBpyVeJ8kGZVJ5232+F46fqpXoubr930pHvS+9Y5/16fcYsdsEN2xFJ2ys7ZBbtifSYYsl/sN3uJDqOL6DLqraxRq67ZZ42I7v8CmJXTnA==</latexit>,

<latexit sha1_base64="0CU5xTBfqV4YO6+2IAMKj4a/hqU=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOwp6GRGTX46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcun3n7r2D++GDh48ePxkfPj13prYcZtxIYy8ZdSCFhhkKlHBZWaCKSbhgq3eb+MUVWCeM/oRNBZmipRaF4BQ9WozjVEKBRymDUuhWUbRi3YVRmm49BZ3/hakV5RKni/EknsZbi26KpBcT0tvZ4nD0Nc0NrxVo5JI6N0/iCrOWWhRcQhemtYOK8hUtYe6lpgpc1m5X66KXnuRRYax3jdGW/lvRUuVco5jP9HMu3X5sA/8Xm9dYvMlaoasaQfNdo6KWEZpoc6coFxY4ysYLyq3ws0Z8SS3l6K856MLUcIf8SlSu32K9W2OQv5kFjZFuiEtLq6Xg6yFlxqyQsr1cVUsU1lwPKbWWNh5puOZGKep/lzJZQzdPsnaSdGHon5fsv+qmOH81TY6nxx9eT07f9m88IM/JC3JEEnJCTsl7ckZmhJPv5Af5SX4FH4Mm+Bx82aUGo77mGRlY8O0P5FPnKg==</latexit>( <latexit sha1_base64="uteh9q1tMtoJxhgNw04999bHJwY=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOgl6GRJbV46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcuHnr9p2Du+G9+w8ePhofPj5zprYcZtxIYy8YdSCFhhkKlHBRWaCKSThnq3eb+PklWCeM/oRNBZmipRaF4BQ9WozjVEKB05RBKXSrKFqx7sIoTbeegs7/wtSKcokvF+NJPI23Fl0XSS8mpLfTxeHoa5obXivQyCV1bp7EFWYttSi4hC5MawcV5StawtxLTRW4rN2u1kXPPcmjwljvGqMt/beipcq5RjGf6edcuv3YBv4vNq+xeJO1Qlc1gua7RkUtIzTR5k5RLixwlI0XlFvhZ434klrK0V9z0IWp4Q75pahcv8V6t8YgfzMLGiPdEJeWVkvB10PKjFkhZXu5qpYorLkaUmotbTzScMWNUtT/LmWyhm6eZO0k6cLQPy/Zf9V1cfZqmhxPjz8cTU7e9m88IE/JM/KCJOQ1OSHvySmZEU6+kx/kJ/kVfAya4HPwZZcajPqaJ2Rgwbc/54vnKw==</latexit>)

<latexit sha1_base64="OpPTSoEvnyitlPe1HgSV4NyZE/I=">AAACoHicbZHPTttAEMY3LrSQ0hbKkYtFVIkDiuyqAo6ovXCDSAQQiYVm15Nklf1j7Y6ByMoDVL2Wh+vbdJP4UIeOtNKn33yjmdnhhZKekuRPK3qzsfn23dZ2+/3Oh4+fdvc+33hbOoF9YZV1dxw8KmmwT5IU3hUOQXOFt3z6Y5G/fUTnpTXXNCsw0zA2ciQFUEC944fdTtJNlhG/FmktOqyOq4e91s9hbkWp0ZBQ4P0gTQrKKnAkhcJ5e1h6LEBMYYyDIA1o9Fm1nHQefwkkj0fWhWcoXtJ/KyrQ3s80D04NNPHruQX8X25Q0ugsq6QpSkIjVo1GpYrJxou141w6FKRmQYBwMswaiwk4EBQ+p9GF6+YO+aMsfL3F82qNhn8xC1mrfBOPHRQTKZ6blFs7JeBrXl0qks4+NSk4B7OADD4JqzWYvBpyVeJ8kGZVJ5232+F46fqpXoubr930pHvS+9Y5/16fcYsdsEN2xFJ2ys7ZBbtifSYYsl/sN3uJDqOL6DLqraxRq67ZZ42I7v8CmJXTnA==</latexit>,

<latexit sha1_base64="0CU5xTBfqV4YO6+2IAMKj4a/hqU=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOwp6GRGTX46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcun3n7r2D++GDh48ePxkfPj13prYcZtxIYy8ZdSCFhhkKlHBZWaCKSbhgq3eb+MUVWCeM/oRNBZmipRaF4BQ9WozjVEKBRymDUuhWUbRi3YVRmm49BZ3/hakV5RKni/EknsZbi26KpBcT0tvZ4nD0Nc0NrxVo5JI6N0/iCrOWWhRcQhemtYOK8hUtYe6lpgpc1m5X66KXnuRRYax3jdGW/lvRUuVco5jP9HMu3X5sA/8Xm9dYvMlaoasaQfNdo6KWEZpoc6coFxY4ysYLyq3ws0Z8SS3l6K856MLUcIf8SlSu32K9W2OQv5kFjZFuiEtLq6Xg6yFlxqyQsr1cVUsU1lwPKbWWNh5puOZGKep/lzJZQzdPsnaSdGHon5fsv+qmOH81TY6nxx9eT07f9m88IM/JC3JEEnJCTsl7ckZmhJPv5Af5SX4FH4Mm+Bx82aUGo77mGRlY8O0P5FPnKg==</latexit>( <latexit sha1_base64="uteh9q1tMtoJxhgNw04999bHJwY=">AAAC0XicbZFLi9RAEMd74muNr1k9egkOgl6GRJbV46IXjys6uwuTMHR3Kplm+hG6K7sTQkC8iXc/jVf9Dn4be2YimFkLCv78qop6sUoKh3H8exTcuHnr9p2Du+G9+w8ePhofPj5zprYcZtxIYy8YdSCFhhkKlHBRWaCKSThnq3eb+PklWCeM/oRNBZmipRaF4BQ9WozjVEKB05RBKXSrKFqx7sIoTbeegs7/wtSKcokvF+NJPI23Fl0XSS8mpLfTxeHoa5obXivQyCV1bp7EFWYttSi4hC5MawcV5StawtxLTRW4rN2u1kXPPcmjwljvGqMt/beipcq5RjGf6edcuv3YBv4vNq+xeJO1Qlc1gua7RkUtIzTR5k5RLixwlI0XlFvhZ434klrK0V9z0IWp4Q75pahcv8V6t8YgfzMLGiPdEJeWVkvB10PKjFkhZXu5qpYorLkaUmotbTzScMWNUtT/LmWyhm6eZO0k6cLQPy/Zf9V1cfZqmhxPjz8cTU7e9m88IE/JM/KCJOQ1OSHvySmZEU6+kx/kJ/kVfAya4HPwZZcajPqaJ2Rgwbc/54vnKw==</latexit>)

<latexit sha1_base64="637oytvj90AfvUEcLqtLgOmyoDg=">AAACs3icbZHLihNBFIYr7W2Mt8y4dNMYBEEI3aKjG2HQjcsRzMxApwmnqk+SInVpqk7PpGn6AXwJt/pKvo2VpBd2xgMFP9/5i3PjpZKekuTPILpz9979B0cPh48eP3n6bHR8cuFt5QROhVXWXXHwqKTBKUlSeFU6BM0VXvL1l23+8hqdl9Z8p7rEXMPSyIUUQAHNRyczL5wsyVOtsNGf3qTtfDROJsku4tsi7cSYdXE+Px78mBVWVBoNCQXeZ2lSUt6AIykUtsNZ5bEEsYYlZkEa0OjzZtd8G78KpIgX1oVnKN7Rf380oL2vNQ9ODbTyh7kt/F8uq2jxMW+kKStCI/aFFpWKycbbTcSFdChI1UFA2EHoNRYrcCAo7KtXhev+DMW1LH03xWY/Rs+/7YWsVb6Plw7KlRSbPuXWrgn4gVdXiqSzN30KzkEdkMEbYbUGUzQzripsszRvxmk7HIbjpYenui0u3k7S08npt3fjs8/dGY/YC/aSvWYp+8DO2Fd2zqZMsA37yX6x39H7KIt4VOyt0aD785z1ItJ/AXGT22s=</latexit>

m=+1
<latexit sha1_base64="G0zkYFaNZIf4eZJkjPoEfUxGDzE=">AAACs3icbZHLbtNAFIYn5lbCLS1LNhYREhsiG0Fhg1TBhmWRSFvJsaIz45NklLlYM8dtLMsPwEuwhVfibZgkXuCUI4306zv/6Nx4qaSnJPkziO7cvXf/wdHD4aPHT54+Gx2fXHhbOYFTYZV1Vxw8KmlwSpIUXpUOQXOFl3z9ZZu/vEbnpTXfqS4x17A0ciEFUEDz0cnMCydL8lQrbPSnN2k7H42TSbKL+LZIOzFmXZzPjwc/ZoUVlUZDQoH3WZqUlDfgSAqF7XBWeSxBrGGJWZAGNPq82TXfxq8CKeKFdeEZinf03x8NaO9rzYNTA638YW4L/5fLKlp8zBtpyorQiH2hRaVisvF2E3EhHQpSdRAQdhB6jcUKHAgK++pV4bo/Q3EtS99NsdmP0fNveyFrle/jpYNyJcWmT7m1awJ+4NWVIunsTZ+Cc1AHZPBGWK3BFM2MqwrbLM2bcdoOh+F46eGpbouLt5P0dHL67d347HN3xiP2gr1kr1nKPrAz9pWdsykTbMN+sl/sd/Q+yiIeFXtrNOj+PGe9iPRfdg/bbQ==</latexit>

m=→1

<latexit sha1_base64="slmapUk4DO5Yu8OE97zdKMWYUKs=">AAACs3icbZHLattAFIbH6i1xb06yzEbUFLqpkUKaZhMI7abLBOokIAtzZjS2B8+NmaPEQugB+hLdtq/Ut+nY1qJyemDg5zv/cG7USuExSf70oidPnz1/sbfff/nq9Zu3g4PDG29Kx/iYGWncHQXPpdB8jAIlv7OOg6KS39Ll13X+9p47L4z+jpXluYK5FjPBAAOaDg4nnjlh0WMlea0uPp4008EwGSWbiB+LtBVD0sbV9KD3Y1IYViqukUnwPksTi3kNDgWTvOlPSs8tsCXMeRakBsV9Xm+ab+L3gRTxzLjwNMYb+u+PGpT3laLBqQAXfje3hv/LZSXOzvNaaFsi12xbaFbKGE283kRcCMcZyioICDsIvcZsAQ4Yhn11qlDVnaG4F9a3U6y2Y3T8617QGOm7eO7ALgRbdSk1ZolAd7yqlCiceehScA6qgDR/YEYp0EU9obLkTZbm9TBt+v1wvHT3VI/FzckoPRudXZ8OL7+0Z9wjx+Qd+UBS8plckm/kiowJIyvyk/wiv6NPURbRqNhao17754h0IlJ/AXhM224=</latexit>

m=→2
<latexit sha1_base64="u41VeJlJBYbfHCI28XMW32h2Xww=">AAACs3icbZHLattAFIbH6i1xb06yzEbUFAoFI4U0zSYQ2k2XCdRJQBbmzGhsD54bM0eJhdAD9CW6bV+pb9OxrUXl9MDAz3f+4dyolcJjkvzpRU+ePnv+Ym+///LV6zdvBweHN96UjvExM9K4OwqeS6H5GAVKfmcdB0Ulv6XLr+v87T13Xhj9HSvLcwVzLWaCAQY0HRxOPHPCosdK8lpdfDxppoNhMko2ET8WaSuGpI2r6UHvx6QwrFRcI5PgfZYmFvMaHAomedOflJ5bYEuY8yxIDYr7vN4038TvAynimXHhaYw39N8fNSjvK0WDUwEu/G5uDf+Xy0qcnee10LZErtm20KyUMZp4vYm4EI4zlFUQEHYQeo3ZAhwwDPvqVKGqO0NxL6xvp1htx+j4172gMdJ38dyBXQi26lJqzBKB7nhVKVE489Cl4BxUAWn+wIxSoIt6QmXJmyzN62Ha9PvheOnuqR6Lm5NRejY6uz4dXn5pz7hHjsk78oGk5DO5JN/IFRkTRlbkJ/lFfkefoiyiUbG1Rr32zxHpRKT+AnPQ22w=</latexit>

m=+2

<latexit sha1_base64="8NX+HNjPJmIaeVdfwTsb8Xd6MeA=">AAADLHicbZHLjtMwFIadcBvCrQMLFmwMFaizoIpHaGA5gg3LQZrOjNRkKttxWqu+RLYzbRXlARDvwtOwQYgte94Ap82CtD2SpV/f+a3j458UglsXxz+D8NbtO3fvHdyPHjx89PhJ7/DphdWloWxEtdDmimDLBFds5LgT7KowDEsi2CWZf2r6lzfMWK7VuVsVLJV4qnjOKXYeTXrfEsFyN0gIm3JVWYmFkNgZvqyjxIsZyatFfV0N0FE9QfAN3IHHMEmit3vwHi9qvAlTWWdQYvh05o6uzye9fjyM1wV3BWpFH7R1NjkMviaZpqVkylGBrR2juHBphY3jVDC/QmlZgekcT9nYS4Uls2m1/rUavvYkg7k2/igH1/T/GxWW1q4k8c5mEbvda+C+3rh0+Ye04qooHVN0MygvBXQaNhHAjBtGnVh5ganh/q2QzrDB1PmgOlOI7O6Q3fDCtlssN2t0/M1bnNbCdvHU4GLG6bJLidZzh8mWV5bCcaMXXYqNwSuPFFtQLSX2ESZElKweo7TqozqKfHhoO6pdcXE8RCfDky/v+qcf2xgPwAvwCgwAAu/BKfgMzsAIUPA3eB7A4GX4PfwR/gp/b6xh0N55BjoV/vkHiFQIOA==</latexit>(
w
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<latexit sha1_base64="d9Jmr270ffp6vNHGvBVM2ctnxwU=">AAADLHicbZHLjtMwFIadcBvCrTMsWLAxVKDOgiqp0DDLEWxYDtJ0ZqQmU9mOk1r1JbKdaasoD4B4F56GDUJs2fMGOG0WpO2RLP36zm8dH/+44MzYMPzp+Xfu3rv/4OBh8Ojxk6fPeodHl0aVmtAxUVzpa4wM5UzSsWWW0+tCUyQwp1d4/qnpX91SbZiSF3ZV0ESgXLKMEWQdmva+xZxmdhBjmjNZGYE4F8hqtqyD2IkZzqpFfVMNRsf1NIJv4Q4cwTgO3u3Be7xR442pTDuDYs3ymT2+uZj2+uEwXBfcFVEr+qCt8+mh9zVOFSkFlZZwZMwkCgubVEhbRjh1K5SGFojMUU4nTkokqEmq9a/V8I0jKcyUdkdauKb/36iQMGYlsHM2i5jtXgP39SalzU6TismitFSSzaCs5NAq2EQAU6YpsXzlBCKaubdCMkMaEeuC6kzBortDessK026x3KzR8TdvsUpx08W5RsWMkWWXYqXmFuEtryi5ZVotuhRpjVYOSbogSgjkIowxL2k9iZKqH9VB4MKLtqPaFZejYXQyPPnyvn/2sY3xALwEr8EAROADOAOfwTkYAwL+ei886L3yv/s//F/+743V99o7z0Gn/D//AJJOCDw=</latexit>(
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(a) SO(2) Linear

(b) SO(2) Gate (c) SO(2) LayerNorm (d) SO(2) Tensor Product

Figure 1: SO(2) equivariant operations. (a) SO(2) Linear. For SO(2) irreps with order m > 0,
this operation uses weight matrices w(m)

1 ,w
(m)
2 ∈ RC×C where C is the number of channels for

input irreps. (b) SO(2) Gate. For the m = 0 features, a multi-layer perceptrons (MLP) is used to
update them. Simultaneously, for each irrep with order m > 0, the MLP outputs a gate value passed
through a sigmoid function, which modulates the corresponding SO(2)-equivariant features. (c) SO(2)
LayerNorm (LN). For the m = 0 features, a standard LN is applied. For m > 0 features, LN is
applied on the norm of SO(2) irreps according to Eq. 6. (d) SO(2) Tensor Product (TP). The SO(2)
tensor product fuses features by combining irreps under the constraints m3 = m1 +m2 (shown as
solid lines) or m3 = |m1 −m2| (shown as dashed lines). The color of the path corresponds to its
originating SO(2) irreps. A more general case containing v − 1 TPs for v set of SO(2)-equivariant
features is shown in Eq. 9. Each valid combination defines a path, ensuring the resulting features
remain SO(2)-equivariant.

Mapping Between SO(3) and SO(2) Irreps. We use FR(r̂) to denote the operation that projects
SO(3) irreps into SO(2) irreps within the local frame, and FR(r̂)−1 for the inverse mapping.
Formally, given an SO(3) irrep x ∈ R2ℓ+1 with components indexed by m ∈ {−ℓ, . . . , ℓ}, the
corresponding SO(2) irrep x′ after FR(r̂) is defined as

x′m =

ℓ∑

m′=−ℓ

Dℓ(R)m,m′ xm′ , (2)

where Dℓ(R) ∈ R(2ℓ+1)×(2ℓ+1) is the Wigner-D matrix associated with the rotation R obtained
from the canonicalization procedure to rotate reference direction r̂ onto fixed target vector v̂. The
equivariance of such transformation is shown in Appendix E.

3.2 SO(2) EQUIVARIANT OPERATIONS

Based on the above analysis of SO(2) local frame, any SO(2)-equivariant layer can be applied within
this frame while preserving the overall SO(3)-equivariance of the architecture. In this subsection, we
discuss several SO(2) equivariant building blocks used within the SO(2) local frame.

SO(2) Linear. SO(2) Linear layer is first introduced in eSCN (34), and used in following works like
EquiformerV2 (36). This linear operation takes SO(2) irreducible representations x as input, and
applies the multiplication between the x and weights w with the formulation defined as

(
zc,−m

zc, m

)
=
∑

c′

(
w

(m)
1,cc′ w

(m)
2,cc′

−w
(m)
2,cc′ w

(m)
1,cc′

)(
xc′,−m

xc′, m

)
, (3)

where c′ is the channel index for input x and c is the channel index for output features z. This linear
operation can be easily understood if we convert them into complex numbers. Specifically, we use
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x̃
(m)
c′ = xc′,m+ ixc′,−m = x̄

(m)
c′ e

iθ
x(m),c′ and weights w̃(m)

cc′ = w
(m)
1,cc′ + iw

(m)
2,cc′ = w̄

(m)
cc′ e

iθ
w(m),cc′ .

The above equation is equivalent to

z̃(m)
c =

∑

c′

w̃
(m)
cc′ x̃

(m)
c′ =

∑

c′

x̄
(m)
c′ w̄

(m)
cc′ e

i
(
θ
w(m),cc′+θ

x(m),c′

)
, (4)

where z̃
(m)
c = zc,m + izc,−m. It denotes a complex linear layer without bias term, which includes

internal weights on the scale w̄(m) and rotation with angle θw(m) , as well as self-interaction across
all input channels. Note that there is a set of weights for each individual xm with m > 0.

SO(2) Gate. Gate activation is a useful component on various networks for SO(3) irreducible
representations (28; 36), and this operation can also be applied to the SO(2) irreducible representations.
Specifically, the corresponding formulation is shown as

z(m) =

{
MLP(xm=0) , if m = 0,
Sigmoid(MLP(xm=0)) ◦ x(m) , if m > 0,

(5)

An MLP is applied to learn the m = 0 features, and the other MLP takes the m = 0 features as
the input, applies a sigmoid gate activation, then multiplies with the m > 0 features to control the
irreducible features.

SO(2) Layer Normalization. Within the overall framework, it is often necessary to maintain a
set of SO(2)-equivariant features to model the target quantities. In our task, for each off-diagonal
block of the Hamiltonian matrix, it is required to model its corresponding SO(2) features. Since
LayerNorm (37) is an important technique to stabilize the training procedure, we extend to apply it to
SO(2) irreducible representations x(m), defined as

LN(x(m)) =
x(m)

norm(x(m))
◦
(

norm(x(m))− µ(m)

σ(m)
◦ g(m) + b(m)

)
, (6)

where µ(m) = 1
C

∑C
i=0 norm(x

(m)
i ), µ(m) ∈ RN×1×1 is the mean of the norm across the channels

and σ(m) =

√
1
C

∑C
i=0(norm(x

(m)
i )− µ(m))2, σ(m) ∈ RN×1×1 is the standard derivation of

norm over the channels. After normalization, learnable affine parameters are introduced with a scale
factor g(m) ∈ R1×1×C and a bias term b(m) ∈ R1×1×C , which are used to rescale and recenter the
scale of the SO(2) equivariant features withm > 0. We refer to it as norm-based Layer Normalization
(LN), consistent with Eq. 6.

SO(2) Tensor Product (TP). Similar to the tensor product used for SO(3) features, the SO(2) tensor
product provides a mechanism to fuse SO(2) features. Unlike previous operations that treat SO(2)
irreps with each order m separately, the SO(2) tensor product enables interactions between irreps
with different order m. Specifically, the formulation is given by

z(mo) = x
(m1),+1
1 ⊗ x

(m2),+1
2 =

(
x
(m1)
1,−m1

x
(m2)
2, m2

+ x
(m1)
1, m1

x
(m2)
2,−m2

x
(m1)
1, m1

x
(m2)
2, m2

− x
(m1)
1,−m1

x
(m2)
2,−m2

)
, (7)

where mo = m1 + m2, and it is the multiplication between two complex number fusing SO(2)
features from different m.

Similarly, when mo = m1 −m2 with m1 > m2, the corresponding SO(2) TP can be formulated as

z(mo) = x
(m1),+1
1 ⊗ x

(m2),−1
2 =

(
x
(m1)
1,−m1

x
(m2)
2, m2

− x
(m1)
1, m1

x
(m2)
2,−m2

x
(m1)
1, m1

x
(m2)
2, m2

+ x
(m1)
1,−m1

x
(m2)
2,−m2

.

)
(8)

Given the input SO(2) irreps with maximum orderMmax, SO(2) TP includes all valid paths satisfying
mo = m1 +m2, mo = m1 −m2,m1 > m2 or mo = m2 −m1,m2 > m1, where 0 ≤ m1,m2 ≤
Mmax. And the number of paths is O(M2

max).

Moreover, inspired by the symmetric contraction module proposed in MACE (16) which uses the
generalized CG to fuse multiple SO(3)-equivariant features after aggregating the node features to
perform many-body interactions, a continuous SO(2) TP can be implemented in a similar way to
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<latexit sha1_base64="4pPbJfBGFQj1khDLKn9cRpB+5WA=">AAACtnicbZHNattAEMfX6lfqfjkpOfUiagrpxUilpDmG5tJjCnESsBQzuxrZi/eL3VUSI/QAfYxe2yfq23Rl61A5HVj485tZ5j8z1AjufJL8GUSPHj95+mzv+fDFy1ev34z2Dy6drizDKdNC22sKDgVXOPXcC7w2FkFSgVd0ddbmr27ROq7VhV8bzCUsFC85Ax/QfHSYSfBLWtbL5qY+ylCIj82cz0fjZJJsIn4o0k6MSRfn8/3Bj6zQrJKoPBPg3CxNjM9rsJ4zgc0wqxwaYCtY4CxIBRJdXm/8N/GHQIq41DY85eMN/fdHDdK5taShsnXrdnMt/F9uVvnyJK+5MpVHxbaNykrEXsftMuKCW2RerIMAZnnwGrMlWGA+rKzXhcr+DMUtN66b4n47Rq++9eK1Fq6PFxbMkrP7PqVarzzQnVpZCc+tvutTsBbWASm8Y1pKUEWdUVFhM0vzepw2w2E4Xrp7qofi8tMkPZ4cf/88Pv3anXGPvCPvyRFJyRdySr6RczIljNTkJ/lFfkcn0U2E0WJbGg26P29JLyLzF2R43J8=</latexit>

h
(ω)
i

<latexit sha1_base64="L14GivdZy9NtB2FK4dcwhYZpHMg=">AAACwHicbZFNb9NAEIY35quErxSOHLCIkMolihEqPVblwrFIpK0Um2h3PY5X2Q+zO26brnzkwG/hCj+Gf8M68QGnjLTSq2dmNfPOsEoKh9Ppn0F05+69+w/2Hg4fPX7y9Nlo//mZM7XlMONGGnvBqAMpNMxQoISLygJVTMI5W31s8+eXYJ0w+guuK8gUXWpRCE4xoMXoVYpC5uBTRbFkhS+b5qs/SEHKt83Ci2YxGk8n003Et0XSiTHp4nSxP/iR5obXCjRySZ2bJ9MKM08tCi6hGaa1g4ryFV3CPEhNFbjMb5w08ZtA8rgwNjyN8Yb++8NT5dxasVDZDux2cy38X25eY3GUeaGrGkHzbaOiljGauF1LnAsLHOU6CMqtCLPGvKSWcgzL63Vhqu8hvxSV61xcb2306ttZ0Bjp+nhpaVUKft2nzJgVUrZTq2qJwpqrPqXW0nVAGq64UYrq3KdM1tDMk8yPk2Y4DMdLdk91W5y9mySHk8PP78fHJ90Z98hL8pockIR8IMfkEzklM8LJd/KT/CK/o5OojEz0bVsaDbo/L0gvopu/DEXhYQ==</latexit>

h̃
(ω)
i

<latexit sha1_base64="L14GivdZy9NtB2FK4dcwhYZpHMg=">AAACwHicbZFNb9NAEIY35quErxSOHLCIkMolihEqPVblwrFIpK0Um2h3PY5X2Q+zO26brnzkwG/hCj+Gf8M68QGnjLTSq2dmNfPOsEoKh9Ppn0F05+69+w/2Hg4fPX7y9Nlo//mZM7XlMONGGnvBqAMpNMxQoISLygJVTMI5W31s8+eXYJ0w+guuK8gUXWpRCE4xoMXoVYpC5uBTRbFkhS+b5qs/SEHKt83Ci2YxGk8n003Et0XSiTHp4nSxP/iR5obXCjRySZ2bJ9MKM08tCi6hGaa1g4ryFV3CPEhNFbjMb5w08ZtA8rgwNjyN8Yb++8NT5dxasVDZDux2cy38X25eY3GUeaGrGkHzbaOiljGauF1LnAsLHOU6CMqtCLPGvKSWcgzL63Vhqu8hvxSV61xcb2306ttZ0Bjp+nhpaVUKft2nzJgVUrZTq2qJwpqrPqXW0nVAGq64UYrq3KdM1tDMk8yPk2Y4DMdLdk91W5y9mySHk8PP78fHJ90Z98hL8pockIR8IMfkEzklM8LJd/KT/CK/o5OojEz0bVsaDbo/L0gvopu/DEXhYQ==</latexit>

h̃
(ω)
i

<latexit sha1_base64="TAFy82X4fX43JNEkuX3VK+Lhm5c=">AAACwHicbZFNb9NAEIY35quErxSOHLCIkMoliitUOFblwrFIpK0Um2h3PY6X7IfZHbcNKx858Fu4wo/h37BOfMApI6306plZzbwzrJLC4XT6ZxDdun3n7r29+8MHDx89fjLaf3rmTG05zLiRxl4w6kAKDTMUKOGiskAVk3DOVu/b/PklWCeM/oTrCjJFl1oUglMMaDF6kaKQOfhUUSxZ4cum+ewPUpDydbPwX5rFaDydTDcR3xRJJ8aki9PF/uBHmhteK9DIJXVunkwrzDy1KLiEZpjWDirKV3QJ8yA1VeAyv3HSxK8CyePC2PA0xhv67w9PlXNrxUJlO7DbzbXwf7l5jcW7zAtd1QiabxsVtYzRxO1a4lxY4CjXQVBuRZg15iW1lGNYXq8LU30P+aWoXOfiemujV9/OgsZI18dLS6tS8Os+ZcaskLKdWlVLFNZc9Sm1lq4D0nDFjVJU5z5lsoZmnmR+nDTDYThesnuqm+LscJIcTY4+vhkfn3Rn3CPPyUtyQBLylhyTD+SUzAgn38lP8ov8jk6iMjLR121pNOj+PCO9iL79BQ6C4WI=</latexit>

h̃
(ω)
j

<latexit sha1_base64="oJQFXPLgIu1r0XsBOTOJ6inyD0I=">AAACtnicbZHNattAEMfXSj9S98tp6akXUVNIL0YKJc0xtJceE4iTgK2Y2dXI3no/xO4qsVn0AH2MXNsn6tt0ZetQOR1Y+PObWeY/M7QU3Lok+dOL9h49fvJ0/1n/+YuXr14PDt5cWl0ZhmOmhTbXFCwKrnDsuBN4XRoESQVe0eW3Jn91i8ZyrS7cusRMwlzxgjNwAc0G76YS3IIWflXf+EP5qZ55/qOeDYbJKNlE/FCkrRiSNs5mB72f01yzSqJyTIC1kzQpXebBOM4E1v1pZbEEtoQ5ToJUINFmfuO/jj8GkseFNuEpF2/ovz88SGvXkobKxq3dzTXwf7lJ5YqTzHNVVg4V2zYqKhE7HTfLiHNukDmxDgKY4cFrzBZggLmwsk4XKrsz5Le8tO0Uq+0YnfrGi9Na2C6eGygXnK26lGq9dEB3amUlHDf6rkvBGFgHpPCOaSlB5X5KRYX1JM38MK37/XC8dPdUD8Xl0Sg9Hh2ffx6efm3PuE/ekw/kkKTkCzkl38kZGRNGPLknv8jv6CS6iTCab0ujXvvnLelEVP4FAbjc5Q==</latexit>

x
(m)
ij

<latexit sha1_base64="TIKVL1TD6S1HmHIpguMr1xGw50k=">AAACvnicbZFNj9MwEIbd8LWUry4cEVJEhbRcqgShhWMFF46LRHdXakI1dpzW1B+RPdltZeXEiZ/CFX4N/wanzYF0GcnSq2fGmnlnaCWFwyT5M4hu3b5z997R/eGDh48ePxkdPz13praMz5iRxl5ScFwKzWcoUPLLynJQVPILuv7Y5i+uuHXC6C+4rXiuYKlFKRhgQIvRiwyFLLjPFOCKln7TNF/9iXrdLLz41ixG42SS7CK+KdJOjEkXZ4vjwY+sMKxWXCOT4Nw8TSrMPVgUTPJmmNWOV8DWsOTzIDUo7nK/89HErwIp4tLY8DTGO/rvDw/Kua2iobId1x3mWvi/3LzG8n3uha5q5JrtG5W1jNHE7VLiQljOUG6DAGZFmDVmK7DAMKyu14WqvofiSlSuc7HZ2+jVt7OgMdL18dJCtRJs06fUmDUCPahVtURhzXWfgrWwDUjza2aUAl34jMqaN/M09+O0GQ7D8dLDU90U528m6enk9PPb8fRDd8Yj8py8JCckJe/IlHwiZ2RGGPlOfpJf5Hc0jcpIRWZfGg26P89IL6LNXxub4Js=</latexit>

x̃
(m)
ij

<latexit sha1_base64="ZfGSJUSHQJnc3SxmgI8xiG5zJEQ=">AAACp3icbZFNb9NAEIY3Lh8lfLVw5GIRIcElslFVOFZw4dYikTRSYkWz63GyZD+s3XHbyPIP4Mq1/WP8GzaJDzhlpJVePfOOZmaHl0p6SpI/vejgwcNHjw+f9J8+e/7i5dHxq7G3lRM4ElZZN+HgUUmDI5KkcFI6BM0VXvLV103+8gqdl9b8oHWJmYaFkYUUQAFNHC/mtfzZzI8GyTDZRnxfpK0YsDYu5se9X7PcikqjIaHA+2malJTV4EgKhU1/VnksQaxggdMgDWj0Wb0duInfBZLHhXXhGYq39N+KGrT3a82DUwMt/X5uA/+Xm1ZUfM5qacqK0Ihdo6JSMdl4s32cS4eC1DoIEE6GWWOxBAeCwh91unDd3SG/kqVvt7jZrdHxb2Yha5Xv4oWDcinFTZdya1cEfM+rK0XS2esuBedgHZDBa2G1BpPXM64qbKZpVg/Spt8Px0v3T3VfjD8O09Ph6feTwdmX9oyH7A17y96zlH1iZ+wbu2AjJphiv9ktu4s+ROfROJrsrFGvrXnNOhHBX90s1xo=</latexit>

rbfij

<latexit sha1_base64="4pPbJfBGFQj1khDLKn9cRpB+5WA=">AAACtnicbZHNattAEMfX6lfqfjkpOfUiagrpxUilpDmG5tJjCnESsBQzuxrZi/eL3VUSI/QAfYxe2yfq23Rl61A5HVj485tZ5j8z1AjufJL8GUSPHj95+mzv+fDFy1ev34z2Dy6drizDKdNC22sKDgVXOPXcC7w2FkFSgVd0ddbmr27ROq7VhV8bzCUsFC85Ax/QfHSYSfBLWtbL5qY+ylCIj82cz0fjZJJsIn4o0k6MSRfn8/3Bj6zQrJKoPBPg3CxNjM9rsJ4zgc0wqxwaYCtY4CxIBRJdXm/8N/GHQIq41DY85eMN/fdHDdK5taShsnXrdnMt/F9uVvnyJK+5MpVHxbaNykrEXsftMuKCW2RerIMAZnnwGrMlWGA+rKzXhcr+DMUtN66b4n47Rq++9eK1Fq6PFxbMkrP7PqVarzzQnVpZCc+tvutTsBbWASm8Y1pKUEWdUVFhM0vzepw2w2E4Xrp7qofi8tMkPZ4cf/88Pv3anXGPvCPvyRFJyRdySr6RczIljNTkJ/lFfkcn0U2E0WJbGg26P29JLyLzF2R43J8=</latexit>

h
(ω)
i

<latexit sha1_base64="+OmtWoq3Gjz2nrzeUSxuFi1xu1Y=">AAACsHicbZHNbtNAEMc35quEj6Zw5GIRIXGK7Aq1HCu49FgEaSMlljW7Xifb7Ie1O9s2svwAfQau8FC8DevEB5wy0kp//WZW858ZWknhMEn+DKJHj588fXbwfPji5avXh6OjN5fOeMv4lBlp7IyC41JoPkWBks8qy0FRya/o+mubv7rh1gmjf+Cm4pmCpRalYIAB5aPDhQJc0bL+3uS1uG7y0TiZJNuIH4q0E2PSxUV+NLhfFIZ5xTUyCc7N06TCrAaLgkneDBfe8QrYGpZ8HqQGxV1Wb5038YdAirg0NjyN8Zb++6MG5dxG0VDZ+nT7uRb+Lzf3WH7OaqErj1yzXaPSyxhN3K4hLoTlDOUmCGBWBK8xW4EFhmFZvS5U9WcobkTluinudmP06lsvaIx0fby0UK0Eu+tTaswage7VKi9RWHPbp2AtbALS/JYZpUAX9YJKz5t5mtXjtBkOw/HS/VM9FJfHk/RkcvLt0/jsS3fGA/KOvCcfSUpOyRk5JxdkShjx5Cf5RX5Hx9EsyiPYlUaD7s9b0ovo+i/82Npw</latexit>

Sij

<latexit sha1_base64="dhDoPYXl0WyONypr+raDpfU7Rio=">AAACtnicbZHNbtNAEMc35quErxTEiYtFhFQukV2h0mNVLhyLRNpKsRvNrsfJkv3S7rptZPkB+hhc4Yl4G9aJDzhlpJX++s2s5j8z1AjufJL8GUQPHj56/GTv6fDZ8xcvX432X587XVmGU6aFtpcUHAqucOq5F3hpLIKkAi/o6kubv7hG67hW3/3aYC5hoXjJGfiA5qO3mQS/pGW9bK7qgwyF+NjMf8xH42SSbCK+L9JOjEkXZ/P9wV1WaFZJVJ4JcG6WJsbnNVjPmcBmmFUODbAVLHAWpAKJLq83/pv4QyBFXGobnvLxhv77owbp3FrSUNm6dbu5Fv4vN6t8eZzXXJnKo2LbRmUlYq/jdhlxwS0yL9ZBALM8eI3ZEiwwH1bW60Jlf4bimhvXTXG7HaNX33rxWgvXxwsLZsnZbZ9SrVce6E6trITnVt/0KVgL64AU3jAtJaiizqiosJmleT1Om+EwHC/dPdV9cX44SY8mR98+jU9OuzPukXfkPTkgKflMTshXckamhJGa/CS/yO/oOLqKMFpsS6NB9+cN6UVk/gJmtNyg</latexit>

h
(ω)
j

<latexit sha1_base64="dhDoPYXl0WyONypr+raDpfU7Rio=">AAACtnicbZHNbtNAEMc35quErxTEiYtFhFQukV2h0mNVLhyLRNpKsRvNrsfJkv3S7rptZPkB+hhc4Yl4G9aJDzhlpJX++s2s5j8z1AjufJL8GUQPHj56/GTv6fDZ8xcvX432X587XVmGU6aFtpcUHAqucOq5F3hpLIKkAi/o6kubv7hG67hW3/3aYC5hoXjJGfiA5qO3mQS/pGW9bK7qgwyF+NjMf8xH42SSbCK+L9JOjEkXZ/P9wV1WaFZJVJ4JcG6WJsbnNVjPmcBmmFUODbAVLHAWpAKJLq83/pv4QyBFXGobnvLxhv77owbp3FrSUNm6dbu5Fv4vN6t8eZzXXJnKo2LbRmUlYq/jdhlxwS0yL9ZBALM8eI3ZEiwwH1bW60Jlf4bimhvXTXG7HaNX33rxWgvXxwsLZsnZbZ9SrVce6E6trITnVt/0KVgL64AU3jAtJaiizqiosJmleT1Om+EwHC/dPdV9cX44SY8mR98+jU9OuzPukXfkPTkgKflMTshXckamhJGa/CS/yO/oOLqKMFpsS6NB9+cN6UVk/gJmtNyg</latexit>

h
(ω)
j

<latexit sha1_base64="cnwEUyQ0JMoqMtLYO4N7rBdPzeo=">AAACp3icbZFNb9NAEIY3boESPvp15GIRVYJLZKOqcKzg0hutStJIiRXNrifJkv2wdsdtIys/gGuv8Mf4N90kPuCUkVZ69cw7mpkdXijpKUn+tqKd3WfPX+y9bL96/ebt/sHhUd/b0gnsCausG3DwqKTBHklSOCgcguYKb/j82yp/c4vOS2t+0KLATMPUyIkUQAENRtdyqmH8c3zQSbrJOuKnIq1Fh9VxOT5s/RrlVpQaDQkF3g/TpKCsAkdSKFy2R6XHAsQcpjgM0oBGn1XrgZfxSSB5PLEuPEPxmv5bUYH2fqF5cGqgmd/OreD/csOSJl+ySpqiJDRi02hSqphsvNo+zqVDQWoRBAgnw6yxmIEDQeGPGl24bu6Q38rC11vcb9Zo+FezkLXKN/HUQTGT4r5JubVzAr7l1aUi6exdk4JzsAjI4J2wWoPJqxFXJS6HaVZ10mW7HY6Xbp/qqeh/6qZn3bOr08751/qMe+wde88+sJR9Zufsgl2yHhNMsQf2m/2JPkbfo3402FijVl1zzBoRwSMt2tbM</latexit>

!j

<latexit sha1_base64="ahq+xjC9DqKUb2GDB7mWR8dv20k=">AAACuXicbZFNb9NAEIY35quErxQuSFwsIqRyiWyEClIvVblwLBJpK8Umml2Pk232w9pdt41W5s7/4Ar/h3/DOvEBp4y00qtnZjXzztBKcOuS5M8gunP33v0Hew+Hjx4/efpstP/8zOraMJwyLbS5oGBRcIVTx53Ai8ogSCrwnK4+tfnzKzSWa/XVrSvMJSwULzkDF9B89DKT4Ja09LL55g8yFOJtM/f8spmPxskk2UR8W6SdGJMuTuf7gx9ZoVktUTkmwNpZmlQu92AcZwKbYVZbrICtYIGzIBVItLnfWGjiN4EUcalNeMrFG/rvDw/S2rWkobId2O7mWvi/3Kx25cfcc1XVDhXbNiprETsdt/uIC26QObEOApjhYdaYLcEAc2FrvS5U9j0UV7yynYubrY1efTuL01rYPl4YqJac3fQp1XrlgO7Uylo4bvR1n4IxsA5I4TXTUoIqfEZFjc0szf04bYbDcLx091S3xdm7SXo4Ofzyfnx80p1xj7wir8kBSckHckw+k1MyJYx8Jz/JL/I7OoogWkaX29Jo0P15QXoR2b8S5t4k</latexit>

m
(ω)
ij

<latexit sha1_base64="+JrdpT5i9gdM6hGOYilQOxzhFac=">AAACtnicbZHNattAEMfX6lfqfjkNPfUiagrpxUihpDmG9NJjAnESsBUzu1rZW++H2B0lMYseII/Ra/tEfZusbB0qpwMLf34zy/xnhpZSOEySv73oydNnz1/svOy/ev3m7bvB7vsLZyrL+JgZaewVBcel0HyMAiW/Ki0HRSW/pMvvTf7yhlsnjD7HVckzBXMtCsEAA5oNPkwV4IIWXtXXfl99qWde/Kxng2EyStYRPxZpK4akjdPZbu9+mhtWKa6RSXBukiYlZh4sCiZ53Z9WjpfAljDnkyA1KO4yv/Zfx58DyePC2PA0xmv67w8PyrmVoqGyceu2cw38X25SYXGUeaHLCrlmm0ZFJWM0cbOMOBeWM5SrIIBZEbzGbAEWGIaVdbpQ1Z0hvxGla6e424zRqW+8oDHSdfHcQrkQ7K5LqTFLBLpVqyqJwprbLgVrYRWQ5rfMKAU691MqK15P0swP07rfD8dLt0/1WFwcjNLD0eHZ1+HxSXvGHfKRfCL7JCXfyDH5QU7JmDDiyS/ym/yJjqLriEfzTWnUa//skU5E5QPokdza</latexit>

m
(m)
ij

<latexit sha1_base64="L14GivdZy9NtB2FK4dcwhYZpHMg=">AAACwHicbZFNb9NAEIY35quErxSOHLCIkMolihEqPVblwrFIpK0Um2h3PY5X2Q+zO26brnzkwG/hCj+Gf8M68QGnjLTSq2dmNfPOsEoKh9Ppn0F05+69+w/2Hg4fPX7y9Nlo//mZM7XlMONGGnvBqAMpNMxQoISLygJVTMI5W31s8+eXYJ0w+guuK8gUXWpRCE4xoMXoVYpC5uBTRbFkhS+b5qs/SEHKt83Ci2YxGk8n003Et0XSiTHp4nSxP/iR5obXCjRySZ2bJ9MKM08tCi6hGaa1g4ryFV3CPEhNFbjMb5w08ZtA8rgwNjyN8Yb++8NT5dxasVDZDux2cy38X25eY3GUeaGrGkHzbaOiljGauF1LnAsLHOU6CMqtCLPGvKSWcgzL63Vhqu8hvxSV61xcb2306ttZ0Bjp+nhpaVUKft2nzJgVUrZTq2qJwpqrPqXW0nVAGq64UYrq3KdM1tDMk8yPk2Y4DMdLdk91W5y9mySHk8PP78fHJ90Z98hL8pockIR8IMfkEzklM8LJd/KT/CK/o5OojEz0bVsaDbo/L0gvopu/DEXhYQ==</latexit>

h̃
(ω)
i

<latexit sha1_base64="4pPbJfBGFQj1khDLKn9cRpB+5WA=">AAACtnicbZHNattAEMfX6lfqfjkpOfUiagrpxUilpDmG5tJjCnESsBQzuxrZi/eL3VUSI/QAfYxe2yfq23Rl61A5HVj485tZ5j8z1AjufJL8GUSPHj95+mzv+fDFy1ev34z2Dy6drizDKdNC22sKDgVXOPXcC7w2FkFSgVd0ddbmr27ROq7VhV8bzCUsFC85Ax/QfHSYSfBLWtbL5qY+ylCIj82cz0fjZJJsIn4o0k6MSRfn8/3Bj6zQrJKoPBPg3CxNjM9rsJ4zgc0wqxwaYCtY4CxIBRJdXm/8N/GHQIq41DY85eMN/fdHDdK5taShsnXrdnMt/F9uVvnyJK+5MpVHxbaNykrEXsftMuKCW2RerIMAZnnwGrMlWGA+rKzXhcr+DMUtN66b4n47Rq++9eK1Fq6PFxbMkrP7PqVarzzQnVpZCc+tvutTsBbWASm8Y1pKUEWdUVFhM0vzepw2w2E4Xrp7qofi8tMkPZ4cf/88Pv3anXGPvCPvyRFJyRdySr6RczIljNTkJ/lFfkcn0U2E0WJbGg26P29JLyLzF2R43J8=</latexit>

h
(ω)
i

<latexit sha1_base64="4pPbJfBGFQj1khDLKn9cRpB+5WA=">AAACtnicbZHNattAEMfX6lfqfjkpOfUiagrpxUilpDmG5tJjCnESsBQzuxrZi/eL3VUSI/QAfYxe2yfq23Rl61A5HVj485tZ5j8z1AjufJL8GUSPHj95+mzv+fDFy1ev34z2Dy6drizDKdNC22sKDgVXOPXcC7w2FkFSgVd0ddbmr27ROq7VhV8bzCUsFC85Ax/QfHSYSfBLWtbL5qY+ylCIj82cz0fjZJJsIn4o0k6MSRfn8/3Bj6zQrJKoPBPg3CxNjM9rsJ4zgc0wqxwaYCtY4CxIBRJdXm/8N/GHQIq41DY85eMN/fdHDdK5taShsnXrdnMt/F9uVvnyJK+5MpVHxbaNykrEXsftMuKCW2RerIMAZnnwGrMlWGA+rKzXhcr+DMUtN66b4n47Rq++9eK1Fq6PFxbMkrP7PqVarzzQnVpZCc+tvutTsBbWASm8Y1pKUEWdUVFhM0vzepw2w2E4Xrp7qofi8tMkPZ4cf/88Pv3anXGPvCPvyRFJyRdySr6RczIljNTkJ/lFfkcn0U2E0WJbGg26P29JLyLzF2R43J8=</latexit>
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FR→1(r̂ij , ·)

Figure 2: The overall architecture of the proposed QHNetV2. In this figure, × denotes element-wise
multiplication, ⟨·, ·⟩ denotes inner product. Gray color denotes scaler values, red color denotes SO(2)
irreps, and blue color denotes SO(3) irreps.

capture more complex interactions. Specifically, we consider the interactions among v sets of SO(2)-
equivariant features and for each path with constraint mo = s1m1 + s2m2 + · · ·+ svmv where s is
the sign value within the range {−1,+1}, the corresponding output of this path is

zmo = x(m1),s1 ⊗ x(m2),s2 ⊗ · · · ⊗ x(mv),sv .︸ ︷︷ ︸
(v−1) TP

(9)

Considering a set of SO(2) irreducible representations with maximum order Mmax, the number of
paths for SO(2) TP is O(Mv

max). For example, the computational cost for simple SO(2) TP between
two SO(2) irreps will be O(M2

max), where Mmax is the cutoff of the order on the SO(2) irreps. In our
implementation, we set Mmax = Lmax, since the SO(2) irreps are transferred from the SO(3) irreps
whose cutoff is Lmax. To see why the time complexity is linear inMmax, consider the computation
for a single channel. The SO(2) TP enumerates all valid index pairs (m1,m2) that satisfy the SO(2)
selection rule m = m1+m2 and m = |m1−m2|. Because both m1 and m2 range from 0 to Mmax,
the number of valid combinations is proportional to M2

max. For each valid path, the computational
work is O(1), consisting of a single complex multiplication between two SO(2) feature components.
Therefore, the total complexity will be M2 for two SO(2) irreps as input of SO(2) TP. Note that the
time complexity of rotating into the SO(2) local frame and rotating back is O(L3

max). This is because
multiplying an irreducible representation of degree ℓ by the corresponding rotation matrix requires
ℓ2 operations. Summing this cost over all degrees ℓ = 0, 1, . . . , Lmax yields a total complexity
proportional to

∑Lmax

ℓ=0 ℓ2 = O(L3
max).

Relationship between SO(2) operations and SO(3) operations. We show the connections between
SO(3) TP and SO(2) linear, SO(2) Gate and SO(3) Gate in Appendix D. We use SO(2) TP as a way
to fuse SO(2) irreps and demonstrate its help in improving the performance in Table 4. Currently,
we regard SO(2) TP and SO(3) TP as non-equivalent operations. While SO(2) TP offers lower
computational complexity, it does not necessarily guarantee superior performance compared to SO(3)
TP.

3.3 MODEL ARCHITECTURE

With the above SO(2) equivariant operations, here we introduce our model based on these SO(2)
local frames and the global coordinate system for the Hamiltonian matrix prediction task.

Node Embedding and Node Pair Embedding. The node embedding learns one embedding for
each atomic type. The node pair embedding takes the node embeddings for both nodes as well as the
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pairwise distance, denoted as

xm=0
ij = MLP (Linear(sij) ◦ Linear(rbf(r̄ij))) (10)

Node-wise interaction. For the node-wise interaction module, the message passing paradigm of
Graph Neural Networks (GNNs) (38) is applied to aggregate node features from their neighbors while
preserving equivariance. As illustrated in Figure 2(b), a self-interaction layer and gate (25) operation
is first applied to the input SO(3) irreps h(ℓ). After that, for each message, the h

(ℓ)
j is rotated into

its local SO(2) frame F(rij) obtaining the SO(2) irreps m(m)
ij . Then, SO(2) Linear and SO(2) Gate

operations are applied to the message m
(m)
ij . The radial basis function (rbf), encoding the pairwise

distance information, denoted as rbfij , is combined with the inner product of the equivariant features
from both source and target nodes to multiply with m̃ij . Specifically, the inner product of node
features is defined as

sij =
(
⟨hℓ=0

i ,hℓ=0
j ⟩∥⟨hℓ=1

i ,hℓ=1
j ⟩∥ · · · ∥⟨hℓ=ℓmax

i ,hℓ=ℓmax
j ⟩

)
, (11)

where ⟨·, ·⟩ denotes the inner product and ∥ represents vector concatenation across different SO(3)
degrees. Then, the message is defined as

m̃(m)
ij = SO(2)Linear(m(m)

ij ) ◦ MLP (Linear(sij) ◦ Linear(rbf(r̄ij)))) . (12)

Subsequently, m̃(m)
ij is rotated back to the global coordinate system to get message m

(ℓ)
ij which is

then aggregated together. A self-interaction with gate is applied on the aggregated node irreps.

Node feature updating with SO(2) Tensor Product (TP). Motivated by the symmetric contraction
module proposed in MACE, a node updating module is applied with consecutive SO(2) TPs after the
aggregations, as shown in Figure 2(c).

First, we need to find the reference unit vector for each node to build the local frame on nodes.
Specifically, for node ni, we select the direction vector from the closest neighbor node to the center
node to build the local SO(2) frame, denoted as

F(ni) = F(r̂ij) with arg min
j∈Ni

r̄ij , (13)

where r̄ij is the pairwise distance. Then, the node feature updating module is performed as

x
(m)
i = FR

(
ni,h

(ℓ)
i

)
, x̃

(m)
i = SO(2)Linear

(
SO(2)TP

(
x
(m)
i , v

))
, h̃

(ℓ)
i = FR−1

(
ni, x̃

(m)
i

)
,

(14)
where the SO(2)TP operation collects the SO(2) irreps according to Eq. 9 with v − 1 consecutive
SO(2) TP operations. The collected SO(2) irreps are then fed into a SO(2) Linear before being
transformed back to the global coordinate system. We show in Table 4 that with the SO(2) TP within
the local frames on nodes can improve the performance.

Although selecting the nearest neighbor provides a fast and simple way to determine the local
reference vector for each node, this approach can lead to discontinuities in frame construction (39).
Previous work (40) addressed this issue by constructing O(n3) frames to ensure global continuity.
Further improvements can be made by averaging over all local frames derived from the directions
between each node and its neighbors, rather than selecting only a single frame per node as in the
current framework. This approach requires building O(n) local frames per atom, resulting in O(n2)
frames in total.

Off-diagonal feature updating with SO(2) Feed Forward Networks (FFNs). The off-diagonal fea-
tures account for the majority of the final Hamiltonian matrix, and there is a one-one correspondence
between the SO(2) local frame and its off-diagonal matrix block. Therefore, we keep all the features
within this SO(2) local frame over the layers.

For each layer shown in Figure 2(d), the features coming from the neighbors h
(ℓ)
i and h

(ℓ)
j are

transferred to the local frame F(rij), obtaining the corresponding SO(2) irreps m
(m)
i and m

(m)
j .

Hence, the associated off-diagonal feature is given by

x
(m)
ij = SO(2) Linear

(
SO(2) Gate

(
SO(2) Linear(m(m)

i ∥m(m)
j )

))
(15)
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Overall architecture. The overall architecture is demonstrated in Figure 2(a). It contains two parts.
The left one updates the node features h

(ℓ)
i . The skip connection is applied after the node-wise

interaction, and then, the Equivariant LayerNorm (36) is applied before feeding into the SO(2) TP
operations. The right one is used to update the pairwise features x(m)

ij . With the updated pairwise
node features h̃i and h̃j , it applies the SO(2) FFN on them, followed by a skip connection with SO(2)
LayerNorm to update the pairwise SO(2) irreps x̃(m)

ij .

Matrix Construction. We follow the expansion module in QHNet (10), which uses the(
⊗̄wℓ3

)(ℓ1,ℓ2)
(m1,m2)

=
∑ℓ3

m3=−ℓ3
C

(ℓ1,m1),(ℓ2,m2)
(ℓ3,m3)

wℓ3
m3

and establishes a mapping between the irrep
blocks and the orbital pairs within the Hamiltonian matrix blocks. For the diagonal matrix block,
the node feature h̃(ℓ) is directly used as the input of Expansion module. For the off-diagonal matrix
blocks, the SO(2) irreps are first transformed back to the global coordinate system and then fed into
the Expansion module.

4 RELATED WORKS

Since intrinsic symmetries present in physical systems play an important role in modeling, equivariant
neural networks (41) are explicitly designed to encode these symmetries directly into the architecture.
By construction, these models preserve equivariant features throughout all layers, ensuring that
symmetry-consistent representations are maintained. For Cartesian equivariant models such as
PaiNN (42), ViSNet (43), and GotenNet (41), the architectures rely on scalars and vectors features
within the model. These model are both efficient and powerful, enabling the models to achieve
strong performance across a wide range of tasks. In contrast, spherical equivariant models are built
on SO(3) irreducible representations and make extensive use of spherical harmonics and tensor
products to rigorously encode rotational symmetries. Examples include TFN (25), SEGNN (23),
SE(3)-Transformers (26), NequIP (28), MACE (16), Allegro (27) and Equiformer (29). These models
build their architectures around tensor products as the central mechanism for encoding directional
information within the irreducible representations of the feature space. Although tensor products
offer a powerful mechanism for encoding geometric information, their computational cost has been
widely discussed as a major bottleneck with a computational complexity O(L6), where L is the
maximum degree of the input irreducible representations. To improve computational efficiency,
ESCN (34) proposes to reduce the SO(3) tensor product into SO(2) in this case that the SO(3) tensor
product can be equivalently replaced by a SO(2) Linear. This approximation reduces the complexity
to O(L3), enabling substantially faster training and inference while preserving essential symmetry
properties, as demonstrated in EquiformerV2 (36). Motivated by the efficiency gains achieved through
SO(2)-based operations, in this work we further generalize the SO(2) operations beyond SO(2)-linear
layers. We show that any SO(2) operations can be incorporated within these SO(2) local frames
while maintaining global SO(3) equivariance, enabled by a minimal frame-averaging mechanism. In
addition, these SO(2) local frames can be constructed not only on edges but also on nodes or other
locations where a well-defined directional reference can be established.

Numerous studies have explored the task of Hamiltonian matrix prediction in quantum sys-
tems (11; 44; 45).SchNorb (46) takes the invariant SchNet (18) as its backbone and build models
for directly predicting the Hamiltonian matrix blocks. Subsequent models such as PhiSNet (8) and
QHNet (10) incorporate equivariance into Hamiltonian modeling by leveraging tensor product (TP)
operations and equivariant neural networks to respect the underlying rotational symmetries of the
system. SPHNet (14) introduces sparse gate on tensor product mechanism to accelerate equivariant
computations while maintaining competitive performance. WANet (13) addresses the nonlinearity of
the Hamiltonian’s eigenvalues—i.e., the energy spectrum—by introducing an auxiliary loss function
that directly constrains the predicted eigenvalues, enhancing both accuracy and physical consistency.
For materials datasets, the DeepH series of works (47; 48; 49; 50; 51) framework demonstrates the
evolution from invariant to fully equivariant architectures, capable of predicting both Hamiltonians
and higher-order tensors along material trajectories. HamGNN (12) takes use of TP to build the
equivariant graph networks for its prediction, and DeePTB (15) designs a strictly local model that
efficiently captures many-body interactions. As a plug-in module, TraceGrad (52) introduces an
auxiliary objective based on the norm of the predicted Hamiltonian blocks and corresponding blocks
for improving the performance of Hamiltonian matrix prediction. For the self-consistent training
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Table 1: Performance on QH9 dataset. The unit for the Hamiltonian H and eigen energies ϵ is Hartree
denoted by Eh. Lower is better for H and ϵ; higher is better for ψ. The best performance scores are
highlighted in bold. Underline indicates the second best performance scores.

Dataset Model H
[
10−6Eh

]
↓

ϵ
[
10−6Eh

]
↓ ψ

[
10−2

]
↑diagonal off-diagonal all

QH9-stable-id

QHNet 111.21 73.68 76.31 798.51 95.85
WANet – – 79.99 833.61 96.86
SPHNet – – 45.48 334.28 97.75
QHNetV2 73.62 28.30 31.50 417.89 98.58

QH9-stable-ood
QHNet 111.72 69.88 72.11 644.17 93.68
SPHNet – – 43.33 186.40 98.16
QHNetV2 61.09 20.81 22.97 165.89 97.68

QH9-dynamic-300k-geo QHNet 166.99 95.25 100.19 843.14 94.95
QHNetV2 87.98 31.67 35.60 270.02 98.77

QH9-dynamic-300k-mol QHNet 261.63 108.70 119.66 2178.15 90.72
QHNetV2 138.26 42.06 49.01 629.64 97.43

framework (53; 54; 55), it combines the machine models with a self-consistent field (SCF) loop
during training, enabling unsupervised learning of quantum properties. Although this method en-
hances accuracy and expressiveness, it introduces significant computational overhead due to iterative
refinement.

5 EXPERIMENTS

We evaluate and benchmark our model on QH9 in Section 5.1 and MD17 in Section 5.2. Moreover,
we provide the efficiency studies in Appendix A.1 and ablation studies in Appendix A.2 of SO(2)
TP and SO(2) FFNs, demonstrating the contributions of each proposed component. We notice that a
new dataset, PubChemQH (13), has recently been introduced with larger molecule size and orbital
size. However, as this dataset is not yet publicly available, we will leave the experiments on this
dataset until access becomes open. Our code implementation is based on PyTorch 2.4.1 (56), PyTorch
Geometric 2.6.1 (57), and e3nn (58). In experiments, we train models on 80GB Nvidia A100 with
Intel(R) Xeon(R) Gold 6258R CPU @ 2.70GHz or 46GB NVIDIA RTX 6000 with AMD EPYC
9684X 96-Core Processor for QH9 and 11GB Nvidia GeForce RTX 2080Ti GPU with Intel Xeon
Gold 6248 CPU for MD17.

Evaluation metrics. The evaluation metrics are the mean absolute error (MAE) on Hamiltonian
matrix H, as well as the eigen energies ϵ and cosine similarity on the wavefunction coefficients
denoted as ψ on the occupied orbitals.

5.1 QH9

Datasets. The QH9 dataset (11) (CC BY-NC SA 4.0 license) consists of four distinct tasks. The
QH9-stable includes 130k molecules derived from QM9 (59; 60). The detailed description of QH9
dataset can be found in Appendix F.1.

Training Details. Our model follows the same training settings as the QH9 benchmark, with the
corresponding hyperparameters provided in Table 6 in the Appendix F.1.

Results. The experimental results are presented in Table 1, where we can observe a clear improvement
in the MAE of the Hamiltonian matrix H. Compared to SPHNet, our model achieves a reduction in
MAE on H by 33.7% on QH9-stable-id and 46.9% on QH9-stable-ood. The improvement is even
larger when compared to QHNet. For the MAE of the ϵ, our model achieves at least 47.6% error
reduction compared to QHNet, and reasonable results compared to SPHNet.

5.2 MD17

Datasets. The MD17 datasets (46) (CC BY-NC license) consists of four molecular trajectories for
water, ethanol, malondialdehyde, and uracil, respectively. The corresponding number of geometries
for each trajectory for train/val/test split is provided in Table 7.

Training Details. The training hyperparameters are shown in Table 8 following the settings and split
of previous works. We follow the experimental settings of QHNet on MD17, and the experimental
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Table 2: Performance on MD17 dataset. The unit for the Hamiltonian H and eigen energies ϵ is
Hartree denoted by Eh. Lower is better for H and ϵ; higher is better for ψ. The best performance
scores are highlighted in bold. Underline indicates the second best performance scores.

Dataset Method Training Strategies H[10−6Eh] ↓ ϵ[10−6Eh] ↓ ψ[10−2] ↑

Water

PhiSNet LSW (10,000, 200,000) 17.59 85.53 100.00
QHNet LSW (10,000, 200,000) 10.36 36.21 99.99
SPHNet LSW (10,000, 200,000) 23.18 182.29 100.0
QHNetV2 LSW (10,000, 200,000) 22.55 106.64 99.99

Ethanol

PhiSNet LSW (10,000, 200,000) 20.09 102.04 99.81
QHNet LSW (10,000, 200,000) 20.91 81.03 99.99
SPHNet LSW (10,000, 200,000) 21.02 82.30 100.00
QHNetV2 LSW (10,000, 200,000) 12.05 70.46 99.99

Malondialdehyde

PhiSNet LSW (10,000, 200,000) 21.31 100.60 99.89
QHNet LSW (10,000, 200,000) 21.52 82.12 99.92
SPHNet LSW (10,000, 200,000) 20.67 95.77 99.99
QHNetV2 LSW (10,000, 200,000) 10.85 67.46 99.92

Uracil

PhiSNet LSW (10,000, 200,000) 18.65 143.36 99.86
QHNet LSW (10,000, 200,000) 20.12 113.44 99.89
SPHNet LSW (10,000, 200,000) 19.36 118.21 99.99
QHNetV2 LSW (10,000, 200,000) 10.38 107.42 99.91

results of QHNet and PhiSNet are from Table 1 in QHNet experiments. Since increasing the number
of iterations can improve the final performance, to make a fair comparison, the total number of
iterations are fixed for these experiments with a total 200,000 iterations. The original implementation
and experiments of PhiSNet follows the settings of using reduce on the Plateau and won’t stop until
the learning rate is reduced to or achieving a total number of iterations. This will lead to a very large
number of iterations for training, and the number of iterations are not fixed and pretty large for all the
models.

Results. The results of MD17 is summarized in Table 2. We can find that in ethanol, malondialdehyde
and uracil, our model provides a significant better performance on the MAE for H with at least 42%
error reduction. Meanwhile, our model provides a better MAE on ϵ. For the water dataset, as shown
in Table 7, it contains only 500 geometries compared to 25,000 geometries for each of the other three
molecules. It indicates that our model tends to achieve better performance when the training set
includes a larger number of geometries.

6 CONCLUSION

In this work, we propose a novel network QHNetV2 for Hamiltonian matrix prediction that leverages
the SO(2) local frame to achieve global SO(3) equivariance while eliminating the need for tensor
product (TP) operations in both diagonal and off-diagonal components. By introducing the SO(2)
local frame, we develop a set of new SO(2)-equivariant operations to construct powerful and efficient
neural networks. The proposed approach ensures high computational efficiency by avoiding costly
SO(3) TPs entirely. Experimental results on the QH9 and MD17 datasets demonstrate the effectiveness
of our method. Our work opens the door to further incorporating efficient and powerful SO(2)-based
operations and frames into geometric deep learning, while preserving global SO(3) equivariance.
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Table 3: Efficiency Studies. This efficiency comparison is performed on the QH9-stable-id task.
Model Memory [GB/Sample] ↓ Speed [Sample/Sec] ↑ Speedup Ratio ↑
QHNet 0.70 19.20 1.00x
SPHNET 0.23 76.80 4.00x
QHNetV2 0.32 83.33 4.34x

Table 4: Ablation study results on the QH9-stable-id task for our model with SO(2) TPs on the node
updating modules and SO(2) FFNs on the off-diagonal feature updating modules.

Index Architecture
H
[
10−6Eh

]
↓ ϵ

[
10−6Eh

]
↓ ψ[10−2] ↑

SO(2) TP SO(2) FFNs

1 ✓ ✓ 31.50 417.89 98.58
2 ✗ ✓ 36.50 429.17 98.18
3 ✗ ✗ 49.84 823.93 97.88

A EXPERIMENTS

A.1 EFFICIENCY STUDIES

To compare the efficiency of our model compared to existing baselines, we follow the settings
of (14) to run our model on a single A6000 with the maximum available batch size, and compare the
corresponding results are shown in Table 3. We can observe a clear speed improvement compared to
previous QHNet model with 4.34x faster, demonstrating the efficiency improvement introduced by
the new SO(2) operations to eliminate the SO(3) TP operations. Compared to the SPHNet which is
based on sparse gate to prune the path in tensor product for accelerating the training procedure, our
model shows a faster training speed with a slightly higher GPU memory occupation.

A.2 ABLATION STUDIES

We performed ablation studies on two main components of our model: SO(2) TP and SO(2) FFN.
The SO(2) TP is applied to update the node features, while the SO(2) FFN is applied to update the
pair node features. Note that we compare the experimental results of adding these components and
simply removing these components (the blocks are skipped). The final results are shown in Table 4.
We observe that both proposed SO(2) TP and SO(2) FFNs improve the final model performance.

B BACKGROUND

B.1 DENSITY FUNCTIONAL THEORY

Density Functional Theory (DFT) (1; 2; 3) provides a powerful and efficient computational framework
for modeling electronic structures of quantum systems and predicting a wide range of chemical
and physical properties for gas-phase molecules and solid-state materials. DFT-based electronic
structure methods reduce the reliance on the laboratory experiments, significantly advancing scientific
research in physics, chemistry, and materials science. The key motivation behind DFT is to address
the well-known many-body Schrödinger equation that governs the quantum states of systems such
as their energies and wavefunctions. Mathematically, the Schrödinger equation for a system of
total Ne electrons is given by: ĤΨ(r1, r2, · · · , rNe) = EΨ(r1, r2, · · · , rNe), where Ĥ is the
Hamiltonian operator and Ψ(r1, r2, · · · , rNe) is the many-body electronic wavefunction. Although
the Schrödinger equation can describe the entire system exactly, its computational complexity grows
exponentially with the number of electrons. Specifically, even without accounting for the spin
degrees of freedom, the many-body electronic wave function Ψ depends on 3Ne-dimensional spatial
variables. Hence, the associated function space expands exponentially with respect to Ne, making it
computationally infeasible for computers to accurately solve complex and diverse quantum systems.
To address this challenge, Hohenberg and Kohn proved that the ground-state properties of a many-
body electronic system is uniquely determined by its three-dimensional electron density ρ(r) (1),
thus avoiding the need to explicitly handle the full 3Ne-dimensional many-electron wavefunction
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Ψ(r1, r2, · · · , rNe
). Kohn and Sham proposed a practical approach to map a many-body interacting

system onto a set of non-interacting one-body systems where each electron moves in an effective
potential arising from the nuclei and the average effect of other electrons (2). This leads to the
well-known single-particle Kohn-Sham equation: ĤKS|ψp⟩ = ϵp|ψp⟩ for individual electrons, where
ĤKS is the Kohn-Sham Hamiltonian, ψp is the single-electron eigen wavefunction, and ϵp is the
corresponding eigen energy. The Kohn-Sham Hamiltonian is given by ĤKS = T̂ + V̂Hartree + V̂XC +

V̂ext, where T̂ = − ℏ2

2me
∇2 is the kinetic energy operator, V̂Hartree is the Hartree potential, V̂XC is the

exchange-correlation potential, and V̂ext is external potential. The electron density from the Kohn-
Sham equation with the exact exchange-correlation energy functional, should be same as that of the
many-body interacting system: ρ(r) =

∑
p

∫
fp|ψp(r)|2dr =

∫
|Ψ(r, r2, · · · , rNe

) |2dr2 · · · drNe
,

where fp is the occupation number of the p-th Kohn-Sham eigen state. Therefore, solving the full
many-electron wavefunction Ψ is no longer required.

B.2 ATOMIC ORBITALS AND HAMILTONIAN MATRICES

The Kohn-Sham equation, as the central equation in DFT, can be solved in a predefined basis set,
such as the STO-3G atomic orbital basis which combines radial functions with spherical harmonics
centered on each atom. The calculated Kohn-Sham eigen wavefunction ψn, often referred to as
molecular orbital in the context of molecules, can be expressed as a linear combination of these
predefined basis functions ψn(r) =

∑
p Cpnϕp(r), known as the Linear Combination of Atomic

Orbital (LCAO) method (17). Each single-electron wavefunction ψn(r) depends only on three
spatial variables, thereby avoiding the exponential scaling associated with the 3Ne-dimensional full
many-electron wavefunction. By applying the predefined orbitals and the LCAO method within DFT,
the Kohn-Sham equation can be converted into the following matrix form:

HC = ϵSC, (16)

where H is the Hamiltonian matrix of size RNo×No . Each matrix element is defined by evaluating
the Hamiltonian operator in a pair of predefined atomic orbitals, shown as Hpq ≡ ⟨ϕp|ĤKS|ϕq⟩ =∫
ϕ∗p(r)ĤKSϕq(r)dr. Here, No denotes the number of predefined orbitals which typically increases

linearly with the number of electronics Ne. C ∈ RNo×No denotes the wavefunction coefficient
matrix. ϵ ∈ RNo×No is a diagonal matrix where each diagonal element corresponds to the eigen
energy of each molecular orbital. S ∈ RNo×No is the overlap matrix, where each entry is the integral
of a pair of predefined basis over the spatial space Spq =

∫
ϕ∗p(r)ϕq(r)dr.

C SO(3) EQUIVARIANCE OF SO(2) LOCAL FRAMES

Frame averaging (61; 39; 35) is a technique that enforces equivariance to any model Φ by an
SO(3)-equivariant frame F : R3 → SO(3) such that

⟨Φ⟩F (r̂) =
1

|F(r̂)|
∑

g∈F(r̂)

g · Φ
(
g−1 · r̂

)
(17)

With a little abuse of the definition, we further consider the input space includes the SO(3) irreps
which is build upon the global coordinate system. Since there are many candidate frame constructions
for frame averaging, we use the minimal frame averaging (35) to give an analytic frame construction
with a minimal frame size. To apply the minimal frame averaging (35), the canonicalization is
required to transfer the input features into its canonical form, defined in Definition 3.3 (35). We
define the canonicalization operation based on a reference vector r̂ as c(r̂) = h−1 · r̂ = v̂, where a
rotation h ∈ SO(3) is applied to align the reference vector r̂ with the fixed target vector v̂.

By Theorem 3.2 in (35), the minimal frame is defined by F(r̂) = hStabSO(3)(v̂) where

StabSO(3)(v̂) = {g ∈ SO(3) | g · v̂ = v̂}.

Instead of employing an arbitrary local model which could make the direct sum over all g ∈
StabSO(3)(v̂) computationally expensive or even intractable, since StabSO(3)(v̂) is isomorphic to
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SO(2) (rotations about the y-axis), we consider Φ to be StabSO(3)(v̂)-equivariant with respect to
the reference axis r. That’s to say, for any rotation g ∈ StabSO(3)(v̂), the local network satisfies
Φ(g · r̂) = gΦ(r̂). In this case, the frame-averaging sum collapses such that

⟨Φ⟩F (r̂) =
1

|F(r̂)|
∑

g∈F(r̂)

g · Φ
(
g−1r̂

)

=
1

|StabSO(3)(v̂)|
∑

g∈StabSO(3)(v̂)

hg · Φ
(
(hg)−1 · r̂

)

=
1

|StabSO(3)(v̂)|
∑

g∈StabSO(3)(v̂)

hg · Φ
(
g−1h−1 · r̂

)

=
1

|StabSO(3)(v̂)|
∑

g∈StabSO(3)(v̂)

hgg−1 · Φ
(
h−1 · r̂

)

=
1

|StabSO(3)(v̂)|
∑

g∈StabSO(3)(v̂)

h · Φ
(
h−1 · r̂

)

= h · Φ
(
h−1 · r̂

)
.

(18)

Thus, the entire frame reduces to the single rotation h making the computation simple and tractable.
We then define the F built upon the StabSO(3)(r)-equivariant Φ as the SO(2) local frame.

D SO(2) OPERATIONS AND SO(3) OPERATIONS

D.1 SO(2) LINEAR AND SO(3) TP WITH SPHERICAL HARMONICS

The relationship between SO(2) linear operations defined with a local frame and the SO(3) tensor
product between irreducible representations and spherical harmonics has been investigated in the
eSCN paper (34). For completeness, we briefly rehearse their proof here. If so, below we first provide
the specific set of parameters for the SO(2) linear operation with SO(2) local frames that can exactly
reproduce the results of the SO(3) TP with transformed CG coefficients. We will then explain why
SO(2) linear operation with SO(2) local frames has the capacity to replicate it. Note that it is not
to say that SO(2) linear with SO(2) local frame is definitely better, but it should have the potential
to be at least the same. When performing SO(3) tensor product between the rotated SO(3) irreps
and rotated spherical harmonics, the rotated spherical harmonics will be zero in the position with
m ̸= 0, and 1 for the position m = 0. Therefore, we can treat it as the corresponding transformed
CG coefficients are nonzero for the following position.

(
cli,lf ,lo

)
m

=





C
(lo,m)
(li,m),(lf ,0)

if m > 0

C
(lo,0)
(li,0),(lf ,0)

if m = 0

C
(lo,−m)
(li,m),(lf ,0)

if m < 0

(19)

In this way, the SO(3) TP can be represented as

f (lo)mo
=
∑

mi

(
x(li)
s

)
mi

C
(lo,mo)
(li,mi),(lf ,0)

hli,lf ,lo , (20)

where f is the output irreps and h is the coefficients for each path.

From the proposition in 3.1 from eSCN (34), we have

C
(lo,m)
(li,m),(lf ,0)

= C
(lo,−m)
(li,−m),(lf ,0)

,C
(lo,m)
(li,−m),(lf ,0)

= −C
(lo,−m)
(li,m),(lf ,0)

,

and mo = mi or mo = −mi.

By using this proposition, the previous equation can be deducted into

f (lo)mo
=

∑

mi=mo,−mo

(
x(li)
s

)
mi

C
(lo,mo)
(li,mi),(lf ,0)

hli,lf ,lo , (21)
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.

And then, if we write f
(lo)
mo and f

(lo)
−mo

together, it will become

(
f
(lo)
mo

f
(lo)
−mo

)
=


 h̃

(l′,l)
mo −h̃

(l′,l)
−mo

h̃
(l′,l)
−mo

h̃
(l′,l)
mo


 ·

(
(
x
(li)
s

)
mo(

x
(li)
s

)
−mo

)
, (22)

where w(li,lo)
m =

∑
lf
hli,lf ,lo · (cli,lf ,lo)m is the weight in the SO(2) linear case for mo ̸= 0.

Furthermore, since the parameters in SO(2) linear are learnable, the model may discover another set
of parameterizations with lower training loss, potentially achieving better performance. Conceptually,
SO(3) TP with transformed CG corresponds to a particular point in the parameter space of the SO(2)
linear with SO(2) local frame. If the optimal parameters can be identified within this space, the model
should perform at least as well as with SO(3) TP.

D.2 SO(2) GATE AND SO(3) GATE

SO(3) Gate. The SO(3) Gate takes the features with l = 0 as the input of an MLP, and then provides
a gate value that is multiplied on each SO(3) feature with l > 0 as well as the new SO(3) features
with l = 0. For convenience, we assume that the local frame, designed to rotate consistently with the
input molecule, is currently aligned with the y-axis direction, so that the rotation procedure can be
omitted.

SO(2) Gate. Under this setup, the SO(2) Gate usesm = 0 features as the input of its MLP, including
both l = 0 features and m = 0, l ̸= 0 features. The MLP then produces a separate gate value for each
SO(2) feature with different m, as well as new m = 0 features.

Comparison. Because the MLP in the SO(2) Gate includes all the inputs of the SO(3) Gate (i.e.,
l = 0 components), it can replicate the same behavior as the SO(3) Gate. However, since the MLP
contains nonlinear functions and can produce nonlinear results for the m = 0, l ̸= 0 parts, the SO(3)
Gate cannot approximate the SO(2) Gate. By including additional higher-order m = 0 inputs and
using nonlinear functions to produce m = 0 outputs, the SO(2) Gate can therefore learn mappings
that the SO(3) Gate cannot express. The details are demonstrated in Table 5.

Table 5: Comparison between SO(2) Gate and SO(3) Gate.
Aspect SO(2) Gate SO(3) Gate
MLP Input m = 0 features (includes l = 0

and m = 0, l > 0)
l = 0 features only

Gate Applied To Each SO(2) feature with differ-
ent m > 0

Each SO(3) feature
with different l > 0

New Output Components m = 0 (including both l = 0
and l > 0)

l = 0 only

E EQUIVARIANCE OF THE IRREP MAPPING

For the rotation within the local frame, an SO(2) rotation with angle α applied to features of order m
corresponds to the following rotation matrix:

Rm(α) =

(
cos(mα) − sin(mα)
sin(mα) cos(mα)

)
. (23)

For SO(3) rotations acting on SO(3) irreps, if the rotation is restricted to the z-axis (i.e., the exact
m = 0 feature for l = 1), it corresponds to the ZYZ Euler rotation with parameters (α, β, γ) =
(α, 0, 0). The corresponding rotation matrix is

D(ℓ)
mn(α, 0, 0) = eimα δmn, (24)
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for SO(3) irreps with angular momentum ℓ.

With the change of basisUℓ derived in Equation (25) of the eSCN, the rotation matrix can be expressed
in the same block-diagonal format as

D
(ℓ)
real(α) = UℓD

(ℓ)
complex(α, 0, 0)U

⊤
ℓ = diag(1, R1(α), R2(α), . . . , Rℓ(α)) , (25)

where each block Rm(α) matches the SO(2) rotation matrix defined above.

Then, for the equivariance of the mapping operation FR(r̂), the formal definition of equivariance for
a map f is

f(g · x) = ρ(g) f(x), (26)
where g ∈ SO(3) acts on the input, and ρ(g) is the induced SO(2) action on the output irreps.

In our setting, f denotes the operation mapping from SO(3) to SO(2) with the local frame defined
as FR(rij). When g ∈ SO(3) is applied to the input space, the corresponding stabilizer rotation
is given by g′g−1, where g′ is a rotation around the z-axis that maps the rotated direction vector
grij back to the z-axis. Applying g′g−1 to the rotated input gx is equivalent to applying g′ to the
original SO(3) irreps x before rotation. As shown earlier, the rotation matrix for SO(3) features
with only α ̸= 0 reduces to the SO(2) rotation form. Hence, the stabilizer rotation g′ serves as the
corresponding ρ(g) acting on the output SO(2) irreps.

F HYPERPARAMETER SETTINGS AND MODEL ARCHITECTURES

F.1 QH9

In the QH9-stable-id setting, the training, validation and test sets are randomly split. In contrast, the
QH9-stable-ood settings use a split based on molecular size, with validation and test sets consisting
of molecules larger than those in the training set. The QH9-dynamic-300k dataset is an extended
version of the QH9-dynamic benchmark, comprising 300k molecular geometries generated from 3k
molecules, each with a molecular dynamics trajectory of 100 steps. In the QH9-dynamic-300k-geo
setting, the training, validation, and test sets consist of the same molecules but different geometries
sampled from their respective trajectories. In contrast, the QH9-dynamic-300k-mol setting is split
based on different molecules, with all geometries from a given trajectory assigned to the same split.
This setup is designed to evaluate the model’s ability to generalize to unseen molecules with diverse
geometries. We follow the model and training hyperparameters in Table 6 to perform our experiments.

Table 6: Hyperparameters in QH9.
Hyperparameters Values/search space

Batch size 32
Cutoff distance (Bohr) 15
Initial learning rate 5e-4
Final learning rate 1e-7
Learning rate strategy linear schedule with warmup
Learning rate warmup batches 1,000
# of batches in training 26,000
# of layers 3
Lmax 4
hidden irreps 256x0e+128x1e+64x2e+32x3e+16x4e
hidden mirreps 1024x0m+256x1m+64x2m+32x3m+16x4m
hidden ffn mirreps 2048x0m+512x1m+256x2m+64x3m+32x4m
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F.2 MD17

The statistics of MD17 is shown in Table 7. We follow the model and training hyperparame-
ters in Table 8 to perform our experiments. Specifically, for the model molecule, we choose a
smaller model since the number of training geometries is smaller. We choose hidden irreps to be
64x0e+32x1e+16x2e+8x3e+8x4e, hidden mirreps to be 64x0m+32x1m+16x2m+8x3m+8x4m, and
hidden ffn mirreps to be 64x0m+32x1m+16x2m+8x3m+8x4m.

Table 7: The statistics of MD17 dataset.
Dataset Molecule # of structures Train Val Test
Water H2O 4,900 500 500 3,900
Ethanol C2H5OH 30,000 25,000 500 4,500
Malondialdehyde CH2(CHO)2 26,978 25,000 500 1,478
Uracil C4H4N2O2 30,000 25,000 500 4,500

Table 8: Hyperparameters in MD17.
Hyperparameters Values/search space

Batch size 5, 10, 16
Cutoff distance (Bohr) 15
Initial learning rate 1e-3, 5e-4
Final learning rate 1e-6, 1e-7
Learning rate strategy linear schedule with warmup
Learning rate warmup batches 1,000
# of batches in training 20,000
# of layers 2, 3
Lmax 4
hidden irreps 256x0e+128x1e+64x2e+32x3e+16x4e
hidden mirreps 1024x0m+256x1m+64x2m+32x3m+16x4m
hidden ffn mirreps 2048x0m+512x1m+256x2m+64x3m+32x4m
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