
Privacy-Preserving Embedding via Look-up Table Evaluation with Fully
Homomorphic Encryption

Jae-yun Kim 1 Saerom Park 2 Joohee Lee 3 Jung Hee Cheon 1

Abstract

In privacy-preserving machine learning (PPML),
homomorphic encryption (HE) has emerged as
a significant primitive, allowing the use of ma-
chine learning (ML) models while protecting the
confidentiality of input data. Although extensive
research has been conducted on implementing
PPML with HE by developing the efficient con-
struction of private counterparts to ML models,
the efficient HE implementation of embedding
layers for token inputs such as words remains in-
adequately addressed. Thus, our study proposes
an efficient algorithm for privacy-preserving em-
bedding via look-up table evaluation with HE
(HELUT) by developing an encrypted indica-
tor function (EIF) that assures high precision
with the use of the approximate HE scheme
(CKKS). Based on the proposed EIF, we pro-
pose the CodedHELUT algorithm to facilitate
an encrypted embedding layer for the first time.
CodedHELUT leverages coded inputs to improve
overall efficiency and optimize memory usage.
Our comprehensive empirical analysis encom-
passes both synthetic tables and real-world large-
scale word embedding models. CodedHELUT
algorithm achieves amortized evaluation time of
0.018-0.242s for GloVe6B50d, 0.104-01.298s for
GloVe42300d, 0.262-3.283s for GPT-2 and BERT
embedding layers while maintaining high preci-
sion (16 bits).
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1. Introduction
Fully Homomorphic Encryption (FHE) introduced by (Gen-
try, 2009) is a cryptographic primitive that enables compu-
tations over encrypted data without decryption. Machine
learning (ML) has permeated various domains with signifi-
cant privacy implications (Chen et al., 2017; McMahan et al.,
2023; Tanuwidjaja et al., 2020). When an outsourced com-
putation is required while maintaining data privacy, building
privacy-preserving machine learning (PPML) with FHE fa-
cilitates the utilization of sensitive data. However, most
FHE schemes only support limited operations such as mul-
tiplication, addition, and slotwise rotation with increased
memory and computations. Given these limitations, com-
bining PPML with FHE presents a significant challenge as
ML models often involve more advanced operations.

Among the diverse range of FHE schemes (Brakerski et al.,
2011; 2014; Brakerski, 2012; Fan & Vercauteren, 2012), the
CKKS scheme (Cheon et al., 2017) stands out as a promi-
nent candidate for PPML studies (Kim et al., 2018; 2020;
Boemer et al., 2019; Park et al., 2019; 2022; 2020; Byun
et al., 2023), due to its plaintext space, which is adept at
handling large-sized real (or complex) vectors and offers
slot-wise approximate computations in a Single Instruc-
tion, Multiple Data (SIMD) manners. This suitability has
encouraged the widespread adoption of CKKS in PPML,
with the development of algorithms for supporting advanced
operations such as inversion (Cheon et al., 2017), compar-
ison (Cheon et al., 2020), and statistics for various data
types (Lee et al., 2023).

While prior PPML research using FHE has focused on mak-
ing ML algorithm evaluation HE-compatible, implementing
PPML for NLP tasks poses a new challenge. Unlike other
unstructured data such as images and audio that can be
readily represented as numerical vectors, NLP models of-
ten rely on memory-intensive processes to generate word
or token vectors, heavily involving Look-up Table (LUT)
operations with large-sized inputs. Thus, although we can
make the rest of ML evaluations HE-friendly, representing
client-provided natural language as HE ciphertexts can lead
to impractical ciphertext sizes and execution times. Alter-
natively, offloading computations to the client by sharing
partial model information for numerical embedding calcu-
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lations is a tempting solution, but it would not resolve the
privacy concern on the server’s word embedding model.

In this study, we aim to develop an efficient coded Look-
up Table evaluation mechanism with FHE (CodedHELUT),
which enables enhanced end-to-end encryption for the em-
bedding layer. Thus, our method enables the server to pro-
tect their proprietary embeddings as well as the clients to
protect their data privacy. Our approach comprises three key
components: (i) constructing an Encrypted Indicator Func-
tion (EIF) as a foundational element, (ii) developing LUT
evaluation using EIF for small-sized tables, and (iii) propos-
ing a coded LUT evaluation method based on compressed
coding (Shu & Nakayama, 2018) for handling large-sized ta-
bles. This algorithm can serve as an FHE module in any ML
model evaluation that necessitates the use of a substantial
number of word or token embeddings.

Our main contributions can be summarized as follows:

• We proposed a novel EIF based on the CKKS scheme,
incorporating a noise-cleansing technique. We provide
a theoretical analysis of the noise bound for the input
range and cost budget, demonstrating the effectiveness of
our algorithm compared to existing methods. Also, we
discussed further application of our novel EIF.

• We developed an efficient privacy-preserving LUT evalu-
ation mechanism utilizing EIF to address the challenge
of end-to-end encryption for the embedding layer. Our
method enables LUT evaluation for large-sized tables by
combining the basic LUT method for small-sized tables
with coded-compression techniques.

• We implemented our Coded LUT mechanism, success-
fully evaluating the embedding layer with CKKS for the
first time. To illustrate the efficiency, we implemented
Word Embedding of size 1.9M vocabularies with CKKS,
achieving 16-bit precision without bootstrapping.

2. Preliminaries
This section provides the necessary background for under-
standing our study including the CKKS HE scheme and
the coded look-up table method to compress the large LUT
computation. We provide a brief survey of related work on
EIF, LUT, and NLP with CKKS in Appendix C.

For notational convenience, we employ the same function
notation for both unencrypted and encrypted cases. For
example, consider f as a polynomial function. In this con-
text, f(x) denotes the evaluation of the polynomial in the
unencrypted message x, whereas f(ct) represents the poly-
nomial evaluation on the ciphertext ct. Likewise, for a
constant c, the expressions c± ct and c · ct denote the op-
erations of constant addition/subtraction and multiplication
with ct, respectively. In Table 3 of Appendix B.1, we pro-
vide a comprehensive summary of the notations used for

parameters in the CKKS scheme and our algorithms.

2.1. Homomorphic Encryption

Homomorphic Encryption is a cryptographic primitive al-
lowing arithmetic operations over encrypted data. In this
paper, we use CKKS scheme (Cheon et al., 2017) for HE,
which supports approximate computations over complex
numbers such as addition, and Hadamard multiplication. A
detailed description of CKKS is given in Appendix B.2, and
we briefly introduce the basic notations for further discus-
sion in this subsection.

The CKKS scheme utilizes an encoding scheme Ecd :
CN/2 → R which is an (approximate) inverse of the de-
coding scheme Dcd : R → CN/2 defined by p(X) 7→
∆−1 · σ(p(X)), where ∆ > 0 is a positive real number
called scaling factor in (Cheon et al., 2017) and σ is the
complex canonical embedding map.

• Enc(pk,pt) → ct: Using public key pk, it encrypts the
plaintext pt to a ciphertext ct.

• Dec(sk, ct) → pt: Using secret key sk, it decrypts a
ciphertext to a plaintext pt.

• Add(ct0, ct1) → ctadd, Multevk(ct0, ct1) → ctmult:
Outputs a ciphertext which is decrypted to the addi-
tion/multiplication of input ciphertexts’ messages.

• Rescaleℓ→ℓ′(ct)→ ct′ : it shortens the lower bits after
multiplication.

• Rot(rk, ct, i) → ct′ : it cyclic-shifts the slots of a plain-
text vector by i positions.

Bit consumption, also known as multiplication depth, must
be meticulously monitored during Mult and Rescale opera-
tions because reduced ciphertext bits can hinder subsequent
operations. Although bootstrapping (Cheon et al., 2018a)
can restore consumed bits, we prioritize stringent control
of bit consumption because of its significant computational
overhead.

We remark that the noise occurs after each algorithm since
CKKS is an approximate HE. To track the noise efficiently,
we use two tags v and B with a ciphertext ct, where ⟨sk, ct⟩
mod q = pt+ e, ∥pt∥can

∞ /∆ ≤ v and ∥e∥can
∞ /∆ ≤ B1, de-

note (ct, v, B) as valid ciphertext. The computation of noise
bound B after each operation is presented in Appendix B.3.
For message bound v and noise bound B, we call β = B/v
relative noise. We follow the relative noise argument in
(Cheon et al., 2017).

1For cannonical embedding map σ : R 7→ CN/2 and plain-
text polynomial p(X), ∥p(X)∥can

∞ be canonical-norm, equal to
∥σ(p(X)∥∞.
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2.2. Efficient Embedding Through Coded Compression

To enhance the viability of privacy-preserving embedding
using FHE, it is significant to reduce the memory footprint.
To achieve it, we can use the coded compression technique,
as introduced in (Shu & Nakayama, 2018), which facili-
tates the decomposition of embeddings into more compact
compositional code embeddings, significantly minimizing
memory requirements.

For positive integers k and d, consider a dictionary of size
k and its index set Zk, and a lookup table T (i) : Zk → Rd

which maps the index of a token to its d-dimensional em-
bedding. Then the compression of T involves the following
components:

• Coded Input: Let p < k be a positive integer and
l := ⌈logp k⌉. Each token is represented by a input
index x ∈ Zk, which can be decomposed to coded input
(x0, . . . , xl−1) ∈ Zℓ

p where x = Σl−1
i=0p

ixi.
• Compressed Embedding: The compressed embedding
T̃ (x) is obtained by summing up Ti(xi), where Ti :
Zp → Rd.

T (x) ≈
l−1∑
i=0

Ti(xi) := T̃ ({xi}l−1
i=0) (1)

• Code and Embedding Learning: The discrete codes
x ∈ Zk and the corresponding codebooks Ti(·) (i =
0, . . . , l − 1) are jointly learned by using the Gumbel-
softmax trick with simple neural networks and a non-
symmetric encode-decode structure. Then this com-
pressed embedding is denoted as p× l coding.

On this basis, utilizing this high performance with a high
compression rate, we leverage the coded compression
method to devise a large-scale lookup table evaluation us-
ing FHE, enhancing the computational efficiency of HE
operations, as discussed in Section 4.3.

3. Encrypted Indicator Function
In this section, we introduce a novel Encrypted Indicator
Function (EIF), a fundamental component for facilitating
precise encrypted LUT evaluation with CKKS. EIF em-
powers the processing of encrypted conditional statements,
yielding outputs that seamlessly integrate into subsequent
computations. In the context of HELUT, EIF plays a critical
role in identifying the input value within the table, thereby
allowing for retrieval of the corresponding LUT outputs
and ultimately yielding the desired results. Nevertheless,
non-smooth indicator functions pose significant challenges
when combined with the inherent noise associated with
the CKKS scheme. To guarantee acceptable precision in
encrypted LUT evaluations that utilize one-hot encoded
vectors generated by the EIF, meticulous noise control is
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Figure 1. Illustrative Example of Encrypted Indicator Function.

imperative. Moreover, our EIF is more efficient than other
design choices based on (Cheon et al., 2020; Lee et al.,
2023), discussed in detail in Appendix D.3.1 and E.4

We consider an indicator function δa : Zp → {0, 1} map-
ping a ∈ Zp to 1 and other values to 0. Our objective is
to compute this non-smooth indicator function effectively
while managing the associated noise levels. To achieve this,
we have developed the EIF Indicatora(x), consisting of
two sub-algorithms: Cleanse and SqMethod. We devise
SqMethod algorithm that maps the input element x ∈ Zp

to the vicinity of 0 for x ̸= a and 1 for x = a with small
approximation error 2, through a series of rescaling and re-
cursive squaring operations, as elaborated in Section 3.1.
Subsequently, the sub-algorithm Cleanse applies a noise-
aware rounding mechanism to the output of SqMethod,
effectively rounding the results from SqMethod. The prop-
erties of Cleanse in approximation error reduction are dis-
cussed in Section 3.2. As a result, by establishing theoreti-
cal approximation error bounds for both sub-algorithms and
providing a method for parameter selection, we ensure that
the overall noise introduced by the EIF algorithm remains
within the targeted precision threshold. Figure 1 illustrates
the entire process of EIF.

3.1. Square Method Function

Let δa : Zp → {0, 1} denote an indicator function for
a ∈ Zp. For the case of δ0, we can construct an approximate
indicator function defined on [0, p) as follows:

δ0(x) ≈ (1− 2 · x/p)2r (2)

2The approximation error is defined as the difference between
δa and its polynomial approximation by CKKS, which is discrimi-
nated from CKKS evaluation noise discussed in Section B.3.
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where x ∈ [0, p) and r ∈ Z+, and its limit becomes

lim
r→∞

(1− 2 · x/p)2r =

{
1 x = 0

0 x ∈ (0, p)
= δ0(x). (3)

However, even when we evaluate this formula using CKKS
for a large r, it does not converge to δ0, primarily due to the
noise associated with the encryption of 0. This issue arises
because 1− ct/p is not a ciphertext of exact 1 even if ct is
the encryption of 0.

To support δa for a ̸= 0, we construct a modified formula
designed to ensure the bounding of the noises. Moreover, the
remaining noise will be reduced by the Cleanse function
(as detailed in Section 3.2). The SqMethod function is
defined as follows:

SqMethoda
r,p(x) =

(
1− 2 · (x− a)2

p2

)2r

. (4)

To ensure an approximation error bounded by 2−u when
approximating the indicator function using SqMethod, we
establish a condition for selecting the parameter r in (4).

Theorem 3.1 (The approximation error bound of
SqMethod). Let (ct, p, B) be a valid ciphertext of x ∈
Zp. Then, there exists r ∈ Z+, u ∈ R+ satis-
fying ∥Dec ◦ SqMethoda

r,p(ct) − δa(x)∥ < 2−u if
max(SqMethod0

r,p(1−B), 1−SqMethod0
r,p(B)) ≤ 1−

4 ·2rB∗, where B∗ is the noise bound occurred by Mult and
Rescale.

Proof. The proof is deferred to Appendix A.1.

When we induce the approximation error bound in Theorem
3.1, for the given r the following inequalities are provided:

SqMethod0
r,p(1−B) + 4 · 2rB∗ < 2−u (5)

1− SqMethod0
r,p(B) + 4 · 2rB∗ < 2−u (6)

Based on these inequalities, we can determine the parame-
ters (r, u) that satisfy the approximation error bounds (5) and
(6), minimizing r to reduce multiplication costs and maxi-
mizing u to minimize the approximation error with directly
enhancing accuracy. Algorithm 1 searches for the optimal
parameters (r, u) while balancing between the approxima-
tion error and the computational efficiency of SqMethod.

3.2. Cleansing Function

While SqMethod enables to approximate an indicator func-
tion δa with the approximation error bounded by 2−u,
Cleanse aims to efficiently round the output of SqMethod
to 0 or 1. Cleanse can be given by Cleanse(x) = −2x3 +
3x2 for x ∈ V (u) := (−2−u, 2−u) ∪ (1 − 2−u, 1 + 2−u).

Algorithm 1 Parameter Selection of r, u for SqMethod
Parameter p ∈ Z+

Input B is the noise bound of the input, B∗ is the noise
parameter in Rescale ◦Mult
Output (r, u)
Procedure paramSq(p,B,B∗) :

1: r′ = argminr(SqMethod0
r,p(1−B) + 4 · 2rB∗)

2: r′ ← ⌈r′⌉
3: umax ← 0
4: while r′ ≥ 1 do
5: u0 = − log(SqMethod0

r′,p(1−B) + 4 · 2r′B∗)

6: u1 = − log(1− SqMethod0
r′,p(B) + 4 · 2r′B∗)

7: u′ = min(u0, u1)
8: if u′ ≥ umax then
9: umax ← u′

10: r′ ← r′ − 1
11: else
12: break
13: end if
14: end while
15: Return (r′ + 1, umax)

Note that −2x3 + 3x2 is a low-degree polynomial such that
it passes through (0, 0) and (1, 1), and fast convergence is
guaranteed by its derivative as shown in (Cheon et al., 2020).
We provide a theoretical analysis for the rounding property
and error reduction of Cleanse.

Theorem 3.2 (The Rounding Property of the Cleanse
Function). Let (ct, 1, B) be a valid ciphertext of a message
x ∈ V (n). For n > 2, the evaluation of Cleanse (ct)
can reduce the noise by mapping its message to V (2n− 2)
with the relative noise 15β + 10B∗, where B∗ is the noise
occurred by Mult and Rescale.

Proof. The proof is deferred on Appendix A.2.

Theorem 3.2 demonstrates the error reduction capability
of Cleanse when applied to a valid ciphertext of a mes-
sage x ∈ V (n) for n > 2. Notably, after a single round
of Cleanse, the difference bound |b − x| (where b is the
rounded value of x) is tightened from 2−n to 2−2n+2. This
suggests that repeated application of Cleanse, followed by
the ciphertext bounded by 2−u via the SqMethod (u > 2),
can effectively reduce both approximation and evaluation
noises, ultimately converging the message value x towards
its rounded counterpart.

3.3. Encrypted Indicator Function by Square Method

We can construct EIF by composing SqMethod and
Cleanse for the ciphertext ct of x ∈ Zp as the approxi-
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Algorithm 2 Parameter Selection of r, u, s for Indicator
Parameter p ∈ Z+

Input B is the noise bound of the input, B∗ is the noise
bound parameter in Rescale ◦Mult
Output (r, u, s)
Procedure paramInd(p,B,B∗):

1: (r, u)← paramSq(p,B,B∗)

2: s←
⌈
log

(
2−log(10B∗)

u−2

)⌉
3: Return (r, u, s)

mation of δa(x):

Indicatora(ct) = Cleanse(s) ◦ SqMethoda
r,p(ct) (7)

where s is the number of compositions of Cleanse. As
a result, we can build EIF with a multiplication depth of
2 + r + 2s.

Even if Cleanse can reduce the approximation error |Dec◦
Cleanse(ct)− b| from 2−n to 2−2n+2, as in Theorem 3.2,
when considering the noise bound 15β + 10B∗, the error
reduction has its limit. Since we cannot precisely track the
real noise, we set the limit of error reduction to 10B∗. Then,
we determine the parameter s that meets this limit.

Proposition 3.3. Let the limit of error reduction in Cleanse
be 10B∗ and the error bound of SqMethod be 2−u where
u > 2, the parameter s of Indicatora(ct) = Cleanse(s) ◦
SqMethoda

r,p(ct) satisfies s ≤ log
(

2−log(10B∗)
u−2

)
.

Proof. The proof is deferred on Appendix A.3.

As a result, we can select the parameters r, u, s for Indicator
evaluation that ensure bounded noise. Further discussions
about parameter selection will be provided in Appendix D.1.

4. Look-Up Table Evaluation with
Homomorphic Encryption (HELUT)

This section proposes a LUT evaluation with encrypted data,
utilizing EIF as a building block. We first propose the LUT
evaluation using the EIF for one-hot encoding (OHE) and
OHE basis with coded input and then develop the efficient
coded LUT evaluation method for larger tables.

4.1. LUT evaluations with One-Hot Encoding

Let T : Zp → Rd be a LUT. Then, we can represent the
encrypted version of the LUT evaluation for ct that is the
encrypted input (index) in Zp as follows:

T (ct) = Σi∈Zp
Indicatori(ct) · T (i) (8)

= E ·OHEp(ct), (9)

where Indicatori(ct) is the EIF evaluation for ct, E ∈ Rp×d

is an embedding matrix with its i-th column containing the
result of T (i), and OHEp(i) ∈ {0, 1}p is the p dimensional
one-hot encoding of i. While (Badawi et al., 2020) em-
ployed (9) from Enc(OHEp(x))

3, our approach introduces
an efficient algorithm that employs coded input indices to
leverage the smaller OHE.

4.2. HELUT with Coded Input

We propose HELUT with coded input to improve the ef-
ficiency of HELUT evaluation for large tables. Consider
the input message x ∈ Zk rather than Zp where k = pl,
in order to align with the Indicator applied to Zp. For
the input message x ∈ Zk, we first decompose it into a
coded input Decomp(x) = (x0, . . . , xl−1) ∈ Zpl such that
x =

∑l−1
i=0 xi · pi. Consequently, we assume that clients

transmit the encryption of coded input {Enc(xi)}l−1
i=0. For

instance, consider the parameters p = 8 and l = 4. In
this case, the conventional approach Enc(OHEk(x)) would
consume the slot size of k = 212 for a single token index.
Our method, however, achieves a substantial reduction by
requiring a slot size of l = 4.

To obtain (9) with coded input {xi}l−1
i=0 of x, we compute

OHEp(Enc(xi)) as follows:

wi = OHEp(Enc(xi)) = (wi,0, . . . , wi,p−1) (10)
= (Indicator0(Enc(xi)), . . . , Indicatorp−1(Enc(xi))).

To improve the efficiency of (9), we devised a memory-
efficient approach in Algorithm 3.This algorithm operates
on a coded input {xi}l−1

i=0 of the input message x and yields
T̂ ({xi}l−1

i=0) that is the ciphertext of T (x). Algorithm 4
includes a simple technique that dynamically constructs the
OHE representation on the fly, leveraging the OHEbasis =
{wi,j} to effectively mitigate memory overhead.

In Algorithm 3, we demonstrate the construction of LUT
using p · l Indicator operations, a significant reduction com-
pared to the pl operations for OHEk(Enc(x)). The de-
tailed cost analysis of 9 and Algorithm 3 is included in
Appendix D.2. Even if Algorithm 3 has computational gain
for large k, it still necessitates O(k) Mult and Add with the
noise accumulation. Thus, to address this issue for a very
large table such as word embedding, we propose codedHE-
LUT by leveraging the coded compression of the given table
(embedding matrix E) (Shu & Nakayama, 2018). Even if
Algorithm 3 has still smaller computational cost than (9), it
still necessitates O(k) multiplications and O(k) additions
for table lookup. Also, even with minimal noise growth
from individual additions, the collective effect of k addi-

3For large p, clients can not encrypt OHEp(x) into a single
ciphertext. It can exacerbate the ciphertext expansion problem,
discussed in Appendix C.4.
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Algorithm 3 HELUT with Coded Input(HELUT-CI)
Parameter k = pl

Input E ∈ Rk×d be an embedding matrix of LUT T ,
{Enc(xi)}l−1

i=0 be CKKS ciphertexts of Decomp(x) =
(x0, . . . , xl−1) ∈ Zl

p for x ∈ Zk

Output ct0, · · · , ctd−1; CKKS ciphertexts of T (x)
Procedure T̂ ({Enc(xi)}l−1

i=0):
1: wi ← OHEp(Enc(xi)) for i = 0, · · · , l − 1
2: Initialize ctj ← Enc(0) for j = 0, · · · , d− 1
3: for 0 ≤ y < k do
4: (y0, . . . , yl−1)← Decomp(y)
5: for 0 ≤ i < l do
6: w ← Πwi,yi

7: end for
8: for 0 ≤ j < d do
9: ctj ← Add(ctj ,Mult(w,Eyj))

//* Eyj is the (y, j) element of E *//
10: end for
11: end for
12: Return ct0, . . . , ctd−1

tions can amplify noise. If one-hot encoding ciphertext has
a noise bound of B (using EIF), then each multiplication
results in the noise B∥E∥max (Cheon et al., 2017). Due to
subsequent addition, the LUT’s noise bound could reach
kB∥E∥max, potentially compromising accuracy. in the fol-
lowing subsection by introducing the coded compression.
in this noise to B multiplied by the size of the maximum
element in the look-up table, ∥E∥max. If one-hot encoding
entails noise bounded by B, the noise bound of LUT is up
to k · B, which could entirely break the result. Note this
additional cost and accuracy is shared property with the
method in (Badawi et al., 2020), in which the embedding is
derived from the multiplication of encrypted one-hot encod-
ing and table matrix. We solve this problem in the following
subsection.

4.3. Coded Look-Up Table Evaluation

To address the challenges posed by the large LUTs inher-
ent to embedding layers, such as NLP applications with
massive vocabularies (i.e., 100K), we propose a codedHE-
LUT algorithm. This technique effectively compresses the
look-up table T (as detailed in Section 2.2) and leverages
Decomp representations of toke indices, substantially re-
ducing memory footprint and computational costs, thereby
enabling efficient LUT evaluation even for extensive tokens.

The coded LUT evaluation method is detailed in Algo-
rithm 4. Its main difference from Algorithm 3 lies in the use
of compressed embedding with the code embedding LUTs
(codebooks) Ti(xi) that collectively construct the approxi-
mate embedding as follows T̃ (x) =

∑l−1
i=0 Ti(xi) ≈ T (x).

Algorithm 4 CodedHELUT Evaluation
Parameter k = pl

Input {E(i)}l−1
i=0 be the embedding matrices of codebooks

{Ti}l−1
i=0 for T̃ , {Enc(xi)}l−1

i=0 be CKKS ciphertexts of
Decomp(x) = (x0, . . . , xl−1) ∈ Zl

p for x ∈ Zk

Output ct0, . . . , ctd−1; CKKS ciphertext of T̃ (x)
Procedure T̃ ({Enc(xi)}l−1

i=0):
1: for 0 ≤ i < l, 0 ≤ y < p do
2: wi,y ← Indicatory(Enc(xi))
3: end for
4: for 0 ≤ j < d do
5: Initialize ctj ← Enc(0)
6: for 0 ≤ i < l, 0 ≤ y < p do
7: ctj ← Add(ctj ,Mult(wi,y, E

(i)
yj ))

//* E
(i)
yj is the (y, j) element of E(i) *//

8: end for
9: end for

10: Return ct0, . . . , ctd−1

We assume that our algorithm utilizes the compressed em-
bedding (i.e., code and token embedding) learned using the
method proposed in (Shu & Nakayama, 2018). Then, we
can represent T̃ ({xi}l−1

i=0) as follows:

T̃ ({xi}l−1
i=0) =

l−1∑
i=0

E(i)OHEp(xi) ≈ T (x), (11)

where E(i) is the embedding matrix of codebook Ti. As a re-
sult, Algorithm 4 enables the construction of T̃ (x) from the
OHE bases of coded inputs with EIF on Zp and codebooks
{Ti}l−1

i=0. In terms of the effectiveness of the compressed
embedding, Shu & Nakayama (2018) showed that the com-
pressed embedding achieved performance on par with the
original embedding. Our empirical experiments also val-
idate this finding, showing that CodedHELUT maintains
utility even with the compressed embeddings and approx-
imate computations, as detailed in Table 2. Note that the
following accuracy analysis does not consider the effect of
embedding compression.

Cost and Accuracy Analysis The coded LUT evaluation
in Algorithm 4 yields significant performance and noise
reduction benefits. In particular, the multiplication cost
is reduced from O(k) = O(pl) to O(p · l). In addi-
tion, the addition noise is reduced from pl · B∥E∥max to
pB

∑l−1
i=0 ∥E(i)∥max

4. For instance, when we consider the
task of evaluating GloVe (Global Vectors for Word Repre-
sentation) 6B50d (k = 400, 000), HELUT evaluations of
(9) (Badawi et al., 2020) and Algorithm 3 require k Mult
with the worst-case precision loss is log 400K = 19 bits.
In contrast, codedHELUT (Algorithm 4) with p = 64 and

4For E, the max norm is defined as ∥E∥max := maxi,j |Eij |.
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l = 8 requires only 512 Mult, resulting in the maximum
precision loss of 9 bits. This highlights the advantages of
our technique in terms of both computational efficiency and
noise resilience.

The illustrative example of this operation is provided in
Figure 2. A detailed cost comparison with other methods is
provided in Appendix D.2.

Word

Cat

Encrypted Code

3
0
1
3

Basis

0
0
0
1

1
0
0
0

0
1
0
0

0
0
0
1

Result of
Table Look-Up

0 0
0 0
0 0

0.3 0.6

0.2 0.1
0 0
0 0
0 0

0 0
0.6 0.7
0 0
0 0

0 0
0 0
0 0

0.5 0.9

Encrypted Embedding

1.1 2.3
Index Look-Up

then Enc

Indicator

Table Mult
via T0

Table Mult
via T1

Table Mult
via T2

Table Mult
via T3

Add

Figure 2. Illustrative Example of Word Embedding with 4 code-
books of dimension 4, to 2-dimensional embedding by 16-slotted
ciphertext in p1

Parallelization through SIMD To accelerate HELUT, we
can leverage the power of SIMD instructions provided by
the CKKS scheme with a large slot size (e.g., n = 216).
Since SIMD is based on the parallelization of operations,
we consider three key opportunities for parallelization (p1,
p2) within our HELUT evaluation:

• Codes of Coded Input (p1): By packing codes of coded
inputs into a single ciphertext, we can drastically reduce
the cost of OHEbasis with Indicator operation to 1 with
pl slots. (Line 1 of Algorithm 4)

• multiple input indices (p2): For client requests involving
multiple input indices, we can batch n/(pl) input indices
in a ciphertext and reduce the overall computational cost.

The illustrative example of ciphertext packing is provided
in Figure 2. A detailed cost comparison with other methods
is provided in Appendix D.2.

Scalability The scalability of the CodedHELUT evaluation
relies on the coded compression parameters (p, l) rather than
the original embedding’s vocabulary size (k). Since scala-
bility issues in embedding layers primarily stem from the
number of tokens, the CodedHELUT method can efficiently
manage a large number of tokens. Moreover, while the
CodedHELUT evaluation is linearly affected by the output
dimension of the embedding vector, each part can be evalu-
ated independently. We will demonstrate the scalability of
CodedHELUT with experimental results in Section 5.2.

Scenario Specification Suppose that a server’s ML model
begins with an embedding layer. Instead of using the trained
embedding layer directly, the server locally learns a com-
pressed model specifically for this layer (Shu & Nakayama,
2018). Additionally, the server provides an API that enables
mapping tokens to the coded input indices for the obtained
compressed model. Clients can then generate a sequence of
coded inputs corresponding to their sequence of tokens. To
maintain the privacy of the client’s data, clients send cipher-
texts of these coded inputs. Subsequently, the server can
compute the results of the embedding layer using our coded
HELUT algorithm and the subsequent ML model using this
encrypted data. This process is depicted in Figure 3.

KeyGen→ pk, sk,evk

Initialization

Client

token 7→ {xi}l−1
i=0

Decsk(Encpk(Result))

Learn {E(i)}l−1
i=0

Embedding Layer Compression

Server

T̃ (x)← {Encpk(xi)}l−1
i=0

Coded HELUT

ML Inference with T̃ (x)

{Encpk(xi)}l−1
i=0

coded input mapping

evk

Encpk(Result)

Figure 3. Scenario Specification of PPML with CodedHELUT

Limitations due to compressed embeddings Our Cod-
edHELUT method significantly improves efficiency by
leveraging coded input. In particular, to integrate our al-
gorithm with conventional embedding layers, we utilized
compressed embeddings based on the method proposed
in (Shu & Nakayama, 2018) and demonstrated its effec-
tiveness through experiments in Section 5.2. However, the
reliance on the specific method (Shu & Nakayama, 2018)
for compressed embeddings can be a limitation of our study.
Thus, we discuss this limitation in detail and present future
research directions concerning it in Section D.4.

5. Experiments
In this section, we demonstrate the efficiency of HELUT
by using the synthetic table and large-scale real-world word
embeddings.

Experimental Setting We implemented HELUT with linear
transformation (HELUT-LT) method in (9), HELUT with
coded inputs (HELUT-CI) in Algorihtm 3, and codedHE-
LUT in Algorithm 4 with SIMD parallelization p1. We
also applied SIMD p2 for all HELUT methods for multiple
inputs (token indices). For comparison, we utilized synthet-
ically generated table (T : Z64 → R16) and the real-world
large-scale NLP embedding GloVe 6B50d, GloVe 42B300d
(Pennington et al., 2014a;b), BERT(Bidirectional Encoder
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Representations from Transformers) (Pires et al., 2019) and
GPT-2(Generative pre-trained transformer) (Radford et al.,
2019). For encrypted embedding layers, we only used cod-
edHELUT as other methods are not practically viable. To
assess the efficiency, we repeated for 8 independent trials
and measured the average and standard deviation of running
times, where amortized running time corresponds to the
total running time divided by the number of inputs.

CKKS Parameters We used the quotient polynomial
Zq[X]/(XN + 1) with logN = 17 and the scaling fac-
tor size log∆ = 35. Thus, the slot size for SIMD becomes
n = 216, and the hamming weight of the secret key is 128.
The size of q varies by experiment and is described in each
table. These parameters satisfy 128-bit security according
to (Jung Hee et al., 2022). In Appendix E.3, we also provide
the parameters (r, u, s) for Indicator.

Implementation Details Our experiments were conducted
on the server with Intel Xeon 6426Y at 2.5GHz. Our HE
implementation was based on OpenFHE (Al Badawi et al.,
2022). For embedding compression, we used the public
code of (Shu & Nakayama, 2018; Kim, 2018) with Pytorch
1.10.0 (Python 3) for the pre-trained embeddings.

5.1. HELUT on Synthetic Table

To compare the efficiency of HELUT, we measured the
amortized running time for Indicator, Linear Transforma-
tion (LinearTrans), and the entire HELUT process (Total).
Table 1 shows the results of evaluating LUT for 212 input
indices with four HELUT implementations: HELUT-LT,
HELUT-CI, CodedHELUT, and CodedHELUT with paral-
lelization p1. For all HELUT methods, we included the
SIMD parallelization p2 for 212 inputs.

HELUT-LT, which does not use coded input, requires pa-
rameters p = 64 where k = p = 64 represents the number
of rows in the synthetic table. This configuration results in
high evaluation time due to Indicator64 operations. HELUT-
CI, on the other hand, achieves a faster evaluation time by
reducing the number of Indicator operations to pl = 16 in
addition to smaller p = 16, where the reduction in p leads to
fewer SqMethod and Cleanse rounds with decreased cost,
as detailed in Appendix E.3. This reduction overweighs the
increased LinearTrans running time because of the construc-
tion of w in Algorithm 3. Comparing them, CodedHELUT
exhibits a similar Indicator evaluation time as HELUT-
CI but benefits from a shorter LinearTrans running time.
In addition, CodedHELUT can achieve a higher precision,
surpassing HELUT-LT and HELUT-CI than HELUT-LT
and HELUT-CI. Through the SIMD parallelization with p1,
CodedHELUT significantly reduces the evaluation time and
facilitates HELUT evaluations using one packed ciphertext.

5.2. HELUT on Word Embedding

We applied CodedHELUT with parallelization p1 and p2 to
the word embedding layers of GloVe 6B50d (400K vocab-
ularies, d = 50), 42B300d (1.9M vocabularies, d = 300),
and GPT-2 (50K vocabularies, d = 768) models using the
compressed coded embedding obtained according to (Shu &
Nakayama, 2018), as detailed in Appendix E.1. The Coded-
HELUT evaluation of BERT and GPT-2 for the same (p, l)
has the same computational cost because they have the same
output dimension d = 768. Table 2 shows the amortized run-
ning times of HELUT evaluation, as well as the compressed
embedding performance in terms of MSE (mean squared
error between original and compressed embeddings). We
can pack n/pl word indices per single ciphertext (words/ct).
Additionally, we conducted an experiment to demonstrate
the effectiveness of the compressed embedding for the down-
stream sentiment analysis task on the IMDB dataset (Maas
et al., 2011). The results of this experiment are summarized
in Appendix E.2.

Our results demonstrate that smaller pl leads to lower
HELUT evaluation costs because of the increased word
packing and the reduced Rot and Add costs in LinearTrans.
However, this compression comes at the expense of in-
creased MSE and reduced sentiment classification accuracy.
In addition, for pl = 512, CodedHELUT with p = 8, l = 64
offers better performance than p = 16, l = 32 in terms of
HELUT evaluation cost and MSE with similar accuracy
since smaller p results in a more efficient Indicatorp, reduc-
ing the bit consumption in FHE operations (535 for p = 8
and 675 for p = 16). Moreover, it is noteworthy that the
worst precision was 16 bits on all settings, which was the
maximum precision we designed for our algorithm. Conse-
quently, performance metrics like MSE and accuracy remain
nearly identical to their non-encrypted counterparts.

Note on Vocabulary size The computation cost of Coded-
HELUT directly depends on the size of pl and d, not the
size of the original vocabulary. For relatively small vocabu-
laries such as BERT and GPT-2, the compressed embedding
achieves lower MSE even with a small pl. This allows for
a higher compression rate by using even smaller pl values,
leading to a more efficient and lightweight CodedHELUT
evaluation.

6. Conclusion
In this study, we introduce a novel efficient LUT evaluation
algorithm with high precision based on the CKKS scheme,
utilizing the proposed EIF with bounded noise. We provide
theoretical analysis for the precision guarantee of our EIF
construction and empirically validate the practicality of the
CodedHELUT algorithm in large-scale word embedding
evaluation for GloVe, BERT, and GPT-2, without the need
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Table 1. Average amortized running time with standard deviation (ms), and precision (bits) of various LUT evaluation methods for 212

inputs. log q = 850 for each experiment.

Method p l Indicator LinearTrans Total Precision
HELUT-LT 64 1 71.05± 1.32 4.10± 0.09 81.16± 1.3 14
HELUT-CI 8 2 13.53± 0.11 9.44± 0.32 22.98± 0.35 14

CodedHELUT 8 2 13.80± 0.33 1.58± 0.12 15.39± 0.37 14.25
CodedHELUT+p1 8 2 0.76± 0.03 3.06± 0.21 3.83± 0.22 15

Table 2. Average amortized running time with standard deviation (ms) of CodedHELUT(with p1 parallelization) for Compressed Word
Embedding with GloVe 6B50d, GloVe 42B300d, GPT-2, BERT and MSE loss of their compression. log q = 535 for log p = 8,
log q = 675 for log p = 16

Setting HELUT evaluation MSE loss
p l 6B50d 42B300d BERT/GPT-2 6B50d 42B300d BERT GPT-2
8 8 0.0182± 0.00063 0.10423± 0.00838 0.2621± 0.02266 0.180 0.069 0.001 0.013
8 16 0.04028± 0.0007 0.23359± 0.01905 0.59094± 0.05402 0.103 0.065 0.001 0.012
8 32 0.09192± 0.00584 0.51627± 0.04144 1.31364± 0.1155 0.063 0.055 0.001 0.012
8 64 0.20412± 0.0108 1.14468± 0.09586 2.88359± 0.24121 0.030 0.041 0.001 0.010

16 32 0.24174± 0.01235 1.2981± 0.0884 3.28315± 0.23777 0.050 0.052 0.001 0.010

for bootstrapping. Furthermore, our framework enables
the end-to-end HE evaluation of the embedding layer with
small input ciphertexts by clients in PPML scenarios. Al-
though we demonstrate the effectiveness of our algorithm
through word embedding experiments, our algorithm is ap-
plicable to any embedding layer that requires a look-up
evaluation (multiplication with one-hot representation) for
a large embedding matrix, such as a recommendation sys-
tem (i.e., user/item embedding) and graph neural networks
(i.e., node/edge embeddings) (Gao et al., 2023; Barkan &
Koenigstein, 2016). Consequently, our study has a signifi-
cant potential to advance the development of various PPML
applications with embedding layers, particularly by combin-
ing more complex deep learning models.
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Impact Statement
CodedHELUT presents significant improvement for privacy-
preserving NLP tasks utilizing HE in terms of privacy and
efficiency. Our method enables secure and efficient process-
ing of NLP workloads while protecting sensitive data, and
addressing key privacy and efficiency issues. Traditional
NLP with CKKS faces privacy challenges during text-to-
number conversion. Prior solutions expose the server’s pre-
trained model, posing privacy risks. CodedHELUT ensures
end-to-end HE evaluation, safeguarding both the server’s
model and the client’s input data. In addition, HE in PPML
struggles with ciphertext expansion, especially in models
with large embedding layers. Our method compresses em-
beddings within the encrypted domain, facilitating efficient
processing and making HE more practical for PPML. Fur-
thermore, our solution supports efficient look-ups for em-
bedding layers across various machine-learning domains.
As a result, our work enhances the privacy and efficiency
of NLP workflows in PPML, contributing to the broader
adoption and practicality of homomorphic encryption in
machine learning.
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A. Theoretical Proofs
A.1. Proof of Theorem 3.1

Lemma A.1 (Noise Bound of Power of Two
Square (Cheon et al., 2017)). For power of two in-
teger deg = 2i, deg-squares and rescale of (c0, 1, β) makes
ciphertext (ci, 1, (deg · β + (deg − 1)β∗)) where β∗ is the
relative noise of B∗ = Bmult +Brescale.

Lemma A.2 (Noise Bound of SqMethod). For power of
two integer 2r, if (ct, p, pβ) is a valid ciphertext of x ∈ Zp,
evaluation of SqMethod(ct)ar,p has noise bound 4 · 2rβ +
(3 · 2r − 1)β∗

Proof. (ct/p, 1, β) is a valid ciphertext, and square
yields ((ct/p)2, 1, 2β + β∗). Then 2r-squares of (1 −
2(ct/p)2, 1, 4β + 2β∗) yields noise bound

2r(4β + 2β∗)) + (2r − 1)β∗

= 4 · 2rβ + (3 · 2r − 1)β∗

Based on the noise bound in Lemma A.2, we can obtain the
following parameter selection condition of r, u.

Theorem 3.1 (The approximation error bound of
SqMethod). Let (ct, p, B) be a valid ciphertext of x ∈
Zp. Then, there exists r ∈ Z+, u ∈ R+ satis-
fying ∥Dec ◦ SqMethoda

r,p(ct) − δa(x)∥ < 2−u if
max(SqMethod0

r,p(1−B), 1−SqMethod0
r,p(B)) ≤ 1−

4 ·2rB∗, where B∗ is the noise bound occurred by Mult and
Rescale.

Proof of Theorem 3.1. Since a in SqMethoda
r,p works as a

permutation in Zp (i.e., (x−a)2), without loss of generality,
we consider a = 0.

Note that the noise and the plaintext for the ciphertext (pt+e)
are inseparable. For simplicity, we can re-define the addition
of message x ∈ Zp noise e ≤ B as message x′ ∈ NB(x) :=
{x′ : |x− x′| ≤ B, x ∈ Zp} and small encoding noise.

For ct′ be the ciphertext of x′, we have the approximation
bound condition of r, u satisfying:

∥Dec ◦ SqMethod0
r,p(ct′)− δ0(⌊x′⌉)∥ < 2−u

Then by Lemma A.2, we get noise bound 4 · 2rβ + (3 ·
2r − 1)β∗. We rearranged message x and noise e bounded

by B to the converted message x′ = x + e′, and then the
noise is reset to encoding noise, bounded by N/∆ which
is a rounding noise of canonical embedding. The size of
this new noise bound β′ of x′ can be expressed as β′ =
N/∆ ≤ 1/4 · Bscale/∆ ≤ 1/4 · β∗, since scaling noise
bound BscaleN/3 · (3 + 8

√
h) with hamming weight of

secret key h ≥ 64. Then the noise bound of SqMethod is
rearranged to 4·2rβ∗. The input of SqMethod is normalized
by initial division by p, so we can assume β∗ = B∗.

Since SqMethod is the decreasing function, the maximum
approximation error is attained by either x′ = B ∈ NB(0)
or x′ = 1−B ∈ NB(1). Thus, if the approximation error
is bounded by 2−u, we can obtain the inequalities:

SqMethod0
r,p(1−B) + 4 · 2rB∗ < 2−u

SqMethod0
r,p(B)− 4 · 2rB∗ > 1− 2−u

The second inequality can be rearranged to

1− SqMethod0
r,p(B) + 4 · 2rB∗ < 2−u

If max(SqMethod0
r,p(1 − B), 1 − SqMethod0

r,p(B)) ≤
1− 4 · 2rB∗, there exists r ∈ Z+ and u ∈ R+ to bound the
approximation error of SqMethodr,p.

A.2. Proof of Theorem 3.2

Lemma A.3 (Noise Estimation of Polynomial Evalua-
tion (Cheon et al., 2017)). Let f(x) = Σ0≤i≤daix

i be
polynomial with nonzero coefficient ad ∈ R. Let (ct, 1, β)
be valid ciphertext, then valid encryption of the evaluation of
ct on f(x) becomes (ct′,Mf , βdMf ) for Mf = Σ0≤i≤d|ai|
and βd ≤ dβ + (d− 1)β∗ where β∗ is the relative noise of
B∗ = Bmult +Brescale.

Theorem 3.2 (The Rounding Property of the Cleanse
Function). Let (ct, 1, B) be a valid ciphertext of a message
x ∈ V (n). For n > 2, the evaluation of Cleanse (ct)
can reduce the noise by mapping its message to V (2n− 2)
with the relative noise 15β + 10B∗, where B∗ is the noise
occurred by Mult and Rescale.

Proof. For simplicity, we define the tuple of variables
(b, xb) as follows:

(b, xb) =

{
(0,−x) if x ∈ (−2−n, 2−n)

(1, 1− x) if x ∈ (1− 2−n, 1 + 2−n)

where b is the rounded value (either 0 or 1), and xb = b− x
is the difference between b and x. Then, we can assure
|xb| < 2−n as x ∈ V (n).

In addition, we can obtain

|Cleanse(x)− b| ≤ 2|xb|3 + 3x2
b (12)
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because Cleanse(x) = 2x3
0 + 3x2

0 for b = 0, and
Cleanse(x) = 1 − 3x2

1 + 2x3
1 for b = 1. As a result,

as |xb| < 2−n (n ≥ 1),

|Cleanse(x)− b| ≤ (21−n + 3)x2
b . (13)

For Cleanse to work as error reduction, (21−n + 3)x2
b <

|xb| must be hold to get strictly decreasing property. This
inequality can be represented as |xb| < 1/(21−n+3). Thus,
when 2−n < 1/(21−n + 3), the error can be reduced. By
solving the inequality with respect to z = 2−n, we can
obtain the following condition:

0 < z ≤ −3 +
√
17

4
. (14)

Because 1/4 < −3+
√
17

4 < 1/2, n > 2 is required. As
a result, for the approximation error bound (13) 4x2

b <
2−2n+2 holds.

In addition, the relative noise bound due to Cleanse evalu-
ation becomes 15β + 10B∗ because d = 3 and Mf = 5 via
Lemma A.3, and β∗ in the lemma corresponds to B∗ since
the bound of input is 1.

A.3. Proof of Proposition 3.3

Proposition 3.3. Let the limit of error reduction in Cleanse
be 10B∗ and the error bound of SqMethod be 2−u where
u > 2, the parameter s of Indicatora(ct) = Cleanse(s) ◦
SqMethoda

r,p(ct) satisfies s ≤ log
(

2−log(10B∗)
u−2

)
.

Proof. According to Theorem 3.2, if the message of cipher-
text ct is in V (n), then minb∈{0,1} |Dec◦Cleanse(ct)−b|
is less then 2−2n+2 with noise bound 15β + 10B∗. Even n
could be increased by a round of Cleanse, if it is dominated
by the noise, the reduction has no effect, and further appli-
cation of Cleanse can not ensure further convergence to
0, 1. Assuming conservative noise bound, the convergence
of Cleanse cannot surpass 10B∗. By this limit, we can
calculate the upper bound of the number of Cleanse rounds
(s).

Assuming a conservative noise bound, we calculate s by
iteratively updating n until it reaches the limit of 10B∗. The
updated formula for n is ni ← 2ni−1 − 2, with an initial
value of n0 = u. This leads to ni = 2iu−(2i+1−2). Setting
ns = 2su− (2s+1 − 2) ≥ − log(10B∗) and solving for s,
we obtain s ≥ log

(
2−log(10B∗)

u−2

)
, providing the maximum

value of s.

Table 3. Notation Summary of Parameters

Symbol Description

N degree of ciphertext space

q ciphertext modulus

∆ scaling factor

B noise bound of a ciphertext

v plaintext bound of a ciphertext

β relative noise, B/v

p bound of EIF domain

l number of codebooks

k size of a large LUT : pl

B. Additional Backgrounds
B.1. Notation Summary of Parameters

We provide comprehensive notations for parameters in the
CKKS scheme and our algorithms in Table 3.

B.2. Homomorphic Encryption

Homomorphic Encryption is a cryptographic primitive al-
lowing arithmetic operations over encrypted data. In this
paper, we use CKKS scheme (Cheon et al., 2017) for HE,
which supports approximate addition, and Hadamard multi-
plication over complex numbers.

For a power-of-two integer M and N = M/2, we use the
notationR = Z[X]/(ΦM (X)) andRq = R/qR, where q
is a positive integer.

The CKKS scheme utilizes an encoding scheme Ecd :
CN/2 → R which is an (approximate) inverse of the de-
coding scheme Dcd : R → CN/2 defined by p(X) 7→
∆−1 · σ(p(X)), where ∆ > 0 is a positive real number
called scaling factor in (Cheon et al., 2017) and σ is the com-
plex canonical embedding map. The leveled FHE scheme
CKKS of depth L > 0 is as follows.

• KeyGen (1λ)→ (sk,pk,evk): From security parameter
λ, returns a secret key sk = (s, 1) ∈ R2, a public key
pk = (a,−a · s+ e) ∈ R2

q and evaluation keys evk and
rk for multiplication and rotation, respectively.

• Enc(pk = (a, b),pt) → ct: Samples r⃗ ∈ R2, and
e0, e1 ← DGqL . Returns a ciphertext ct ← r⃗ · pk +
(e0,pt + e1).

• Dec(sk = (s, 1), ct = (c0, c1)) → pt: Outputs pt ←
c1 + c0 · s mod qℓ.

• Add(ct0, ct1) → ctadd : Outputs ctadd ← ct0 + ct1
mod qℓ. In its simplified notation, we express ct0 + ct1
as Add(ct0, ct1). Note we can add plaintext or a constant
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to a ciphertext in a natural way.
• Mult(evk, ct0, ct1) → ctmult : Parses ct0 = (c0, c1) and

ct1 = (c′0, c
′
1). Computes (d0, d1, d2)← (c0 ·c′0, c0 ·c′1+

c′0 · c1, c1 · c′1) ∈ R3
qℓ

. Returns ctmult ← (d0, d1) + ⌊ 1P ·
(d2 · evk mod P · qℓ)⌉ ∈ R2

qℓ
.

• Rescaleℓ→ℓ′(ct)→ ct′ : For an input ct a level ℓ cipher-
text, returns ct′ ← ⌊ qℓ′qℓ

· ct⌉ ∈ R2
qℓ′

at level ℓ′.
• Rot(rk, ct, i)→ ct′ : For an input rotation key rk, rotates

the plaintext vector of ct by i positions and return ct′,
where right-shift is represented as i > 0 and left-shift is
represented as i < 0.

• Bootevk(ct) → ct′: In leveled HE, level refers to the
remaining number of further multiplication. The con-
sumption of the level is denoted as depth. After a few
multiplications, the number should be refreshed by the
bootstrapping algorithm, which allows further multiplica-
tions (Cheon et al., 2018a). Note that bootstrapping is a
very heavy operation, and our goal is the construction of
a large-sized LUT with low depth, without bootstrapping.

B.3. Precision Estimation of CKKS

Since CKKS is an approximate HE, the noise occurs after
each algorithm for the supported operations in the scheme.
For example, for ct is encryption of pt, Decsk(ct)−pt could
be nonzero. Thus, we inspect the precision loss of CKKS
basic operations from the perspective of the size bound of
the noise.

To track the noise efficiently, we will use two tags v and
B with a ciphertext ct. For ⟨sk, ct⟩ mod q = pt + e,
∥pt∥can

∞ /∆ ≤ v and ∥e∥can
∞ /∆ ≤ B 5, denote (ct, v, B)

as valid ciphertext. Note this notation is for dropping the
effect of scaling factor, so for example, if ∆ varies to ∆2

after Mult, v and B is evaluated with division by ∆2 to the
canonical norm of pt and e.

The following are noise bounds after entailed for CKKS
scheme algorithm:

• Encpk(pt) → ct: The noise bound of an encryption is
less than Bclean in overwhelming probability.

• Add(ct0, ct1)→ ct : The addition of (cti, vi, Bi) results
(Σcti,Σvi,ΣBi)

• Multevk(ct0, ct1) → ct : The multiplication of
(cti, vi, Bi) results (ct, v0v1, B0B1 + v0B1 + v1B0 +
Bmult). Bmult varies by the level of ciphertext and it
decreases linearly as ciphertext modulus decreases by
rescaling. For ease of computation, we fix Bmult of the
highest level at computation omitting the level.

• Mult(c, ct) → c · ct: The constant scalar multiplication
results in the valid ciphertext (c ·ct, cv, cB), and constant

5For cannonical embedding map σ : R 7→ CN/2 and plain-
text polynomial p(X), ∥p(X)∥can

∞ be canonical-norm, equal to
∥σ(p(X)∥∞ (Cheon et al., 2017).

vector multiplication results in the valid ciphertext (c ·
ct, ∥c∥maxv, ∥c∥maxB).

• Rescale(ct) → ct′ : For scaling factor ∆, the result of
rescaling is (ct, v, B+Brescale). Since we defined v and
B as scaling factor free notation, they varies by Brescale

only.

Rescale is usually operated after each Mult operation and
summed up noise bound of Rescale(Multevk(ct0, ct1))→
ct is derived as v0v1, B0B1 + v0B1 + v1B0 + Bmult +
Brescale. For convenience of notation, We will denote
Bmult + Brescale as B∗. Note this value is determined
by the scheme parameter, not the message and noise bound
of an involved ciphertext. So we can assume this bound B∗
as a fixed constant over noise estimation.

For the detailed derivations of the noise bounds mentioned
above, please refer to (Cheon et al., 2017). Due to accu-
mulated noise, CKKS ciphertext entails inseparable noise,
and improvement of precision meets the limit at a certain
point. When we design an algorithm based on CKKS, the
obtained precision loss of the entire algorithm implies how
accurately the algorithm works. Therefore, we will analyze
the noise bound of our proposed algorithm to demonstrate
its viability.

C. Related Works
This study proposed a novel privacy-preserving and effi-
cient LUT evaluation method using CKKS by constructing
the EIF, demonstrating its effectiveness for embeddings.
In the following subsections, we provide a comprehensive
review of the related works of EIF, LUT, and NLP with
CKKS. Also, we provide a comparison between our method
and (Lee et al., 2022) in terms of the ciphertext expansion
in Section C.4.

C.1. Encrypted Indicator Function

In the context of CKKS, a comparison function (Cheon
et al., 2020) could be a component of the equality test and
indicator function. However, this method is less efficient for
equality-only tests due to its higher computational cost to
achieve comparable precision. Another possibility involves
using a Sinc function approximation to map discrete values
to zero, with only zero mapped to 1 (Lee et al., 2023). This
mechanism is also less efficient in terms of cost. Detailed
discussion will be presented in Section D.3.1.

C.2. Look-up Table

A possible LUT construction was proposed in (Lee et al.,
2023) by using their Sinc approximation. However, this
method requires iterating over the Sinc approximation func-
tion as many times as the size of the LUT domain, as the
strawman solution in Section 4.1. Even if the construction
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of LUT from EIF is essentially equivalent to our basic ver-
sion LUT method, the overall computational cost is less
efficient than ours because of the heavier EIF using Sinc.

Other FHE schemes such as TFHE (Chillotti et al., 2016;
2020) can be used to construct LUT (Guimarães et al., 2021)
utilizing their operation on boolean circuits. However, they
have a much smaller slot size than CKKS, which induces
inefficiency of solution in terms of amortized running time
to deal when requiring large messages such as NLP applica-
tions. Other privacy-preserving LUT operations based on
non-HE primitives, like Multi-Party Computation (Launch-
bury et al., 2012; Brüggemann et al., 2023), are available.
However, because our approach primarily targets minimiz-
ing communication overhead, operating with a single server
model, and offloading computationally intensive tasks to the
server, we focus on HE-based solutions.

C.3. NLP with FHE

Building ML-based language models necessitates con-
verting natural language to numerical vectors like TF-
IDF or word/token embeddings (e.g., word2vec, GloVe,
Bert) (Mikolov et al., 2013; Pennington et al., 2014a; Pires
et al., 2019). Constructing these vectors inherently involves
managing large word/token dictionaries, which can pose
significant bandwidth challenges, especially in the context
of developing PPML with FHE. Notably, recent language
models (Brown et al., 2020; Pires et al., 2019) rely on
a word/token embedding layer that can be implemented
through LUT evaluation. However, while CKKS might
offer advantages for PPML models, its inability to handle
exact discrete values makes it ill-suited to deal with LUT
operations for the embedding layer.

The existing NLP research using CKKS avoids this problem
by following two methods. The first approach is sending the
encrypted one-hot vectors (Badawi et al., 2020). Since an
embedding consists of many vocabularies, the client suffers
from the high dimensionality of one-hot embedding. A
detailed description of the ciphertext expansion by one-hot
embedding is on the section C.4. The second approach is
performing an embedding layer in plaintext on the client
side (Lee et al., 2022; Chen et al., 2022). This method
requires the assumption that the client knows the word/token
embeddings (part of the language model) (Lee et al., 2022).
However, the servers are owned by a service provider such
as a commercial company, so the embedding layer is likely
to become a private asset to the service provider. Therefore,
revealing the embedding model to the client would pose
serious privacy or security threats to the service provider.

With these reasons, the necessity of large-sized LUT evalua-
tion by CKKS arises. If word/token embedding is executed
by the server and the client sends ciphertext of words or
their indices, it can ease the bandwidth problem and the

privacy issue of the table.

C.4. Comparison with (Lee et al., 2022) on the
Ciphertext Expansion

In this section, we discuss the effectiveness of our coded
LUT algorithm with respect to the ciphertext expansion.
In (Lee et al., 2022), they consider an approach to delegate
the word embedding computations to the client and compute
the rest of the encrypted NLP task using the CKKS FHE
scheme. We show that our method provides better efficiency
compared to that in (Lee et al., 2022) in terms of ciphertext
expansion, analyzing and comparing how many message
slots a word occupies in the respective cases since it is
asymptotically proportional to the ciphertext expansion for
the HELUT process.

As analyzed in (Badawi et al., 2020), a word is firstly trans-
formed into a one-hot encoding before being processed
further. Hence, it requires a word to be transformed into
a vector size that is equal to the input size of LUT. For
example, if we use GloVe 6B50d, one word is expanded
into a vector of dimension 400K. This implies that if we
encrypt it after transforming it into one-hot encoding, one
word occupies 400K slots which is infeasible for the practi-
cal usages. If the embedding layer is delegated to the client
as in (Lee et al., 2022), a word occupies as many slots as
the number of features, e.g., 50 slots per word to use GloVe
6B50d, and 300 slots per word for GloVe 42B300d.

In our solution, a word is transformed into a code of size
l, the number of codebooks, so one word occupies l slots.
Hence, the ciphertext expansion rate depends neither on the
feature dimension of the embedding nor on the size of the
LUT. According to Table 2, if we use 16× 32 coding, i.e.,
l = 32, one word occupies 32 slots for GloVe 42B300d
which is about 9.3x reduced compared to 300 slots in case
the word/token embedding layer is delegated to the client as
in (Lee et al., 2022).

D. Discussion
D.1. Further Adjustment of Parameter Selection for EIF

We propose a parameter selection algorithm for EIF in Al-
gorithm 2. If the noise bound B of the input ciphertext and
parameter B∗ is given, we can select r, the round number of
SqMethod, and u, so that the message range of SqMethod
is obtained by Theorem 3.1. Then we can obtain s, the
round number of Cleanse by predicting the precision im-
provement of Cleanse.

Further adjustment of r, u, s : The number obtained by
s can be non-optimal since the noise calculation of Theo-
rem 3.3 gives an upper bound of s. Thus, further optimiza-
tion is required by experiment to reduce s for the given
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Algorithm 5 Precision Evaluator by r, u, s for Indicator
Parameter p ∈ Z+, N : degree of CKKS ciphertext dimen-
sion.
Input EIF parameter (r, u, s)
Output precision prec
Procedure :

1: Generate random x← Z
(N/2)
p

2: prec← − log ∥Dec ◦ Indicator(Enc(x))− δ(x)∥
3: Return (r, u, s)

parameter of CKKS.

Also, focusing on the optimization of cost, maximizing u is
not always the best choice, since the error that occurs from
the evaluation of Cleanse is lower-bounded. For instance,
even if we have sufficient noise budgets to set r to achieve
u up to 12, if Cleanse can improve the precision by up to
18 bits at maximum, setting u by 10 is enough to achieve
the same precision while less computation is required.

Algorithm 6 provides further optimization of r, u, s for pa-
rameter selection, which is based on the precision evaluation
given in Algorithm 5. For enhanced accuracy in precision
evaluation, Algorithm 5 can be executed multiple times. The
CKKS parameter computation in lines 1-5 of Algorithm 6
is based on (Cheon et al., 2017). However, these computa-
tions can be adjusted if other variants such as RNS (Cheon
et al., 2018b) are used.

D.2. Cost Analysis and Comparison of the Possible
HELUT Solutions

In this section, we discuss and compare the cost of various
evaluation methods of HELUT from strawman solutions to
coded embedding. We summarize the comparison of the
costs in Table 4.

We remark that the HELUT can be evaluated using a table
with both encrypted and unencrypted entries. The Mult col-
umn in Table 4 refers to either the number of multiplications
between ciphertexts in the respective HELUT methods when
using the encrypted table or that of multiplication between
plaintext and ciphertext when using the unencrypted table.

HELUT-LT. HELUT-LT refers to the naive method to apply
Indicator for k = pl times, which is the size of LUT inputs,
and multiply the k results with the output values of the
table. Adding up this value will result in the ciphertext of
the evaluation result, as in Equation (8) and Equation (9).
This procedure costs k = pl multiplications and additions
for each entry of the embedding vector, so the total cost is
multiplied by d, the embedding dimension. Addition of pl

ciphertexts induces noise bound pl ·B∥E∥max, E denoting
embedding matrix from LUT. Note the evaluation depth is
the depth of Indicator plus one.

Algorithm 6 Optimized Parameter Selection of r, u, s for
Indicator
Parameter p ∈ Z+

Input CKKS parameter (N,∆, h, σ, P, q). N is degree of
ciphertext space, ∆ is scaling factor, h is hamming weight
of secret key, σ is standard deviation of noise sampler, P is
evaluation key parameter, q is ciphertext modulus.
Output (r, u, s)
Procedure :

1: Bclean ← 8
√
2σN + 6σ

√
N + 16σ

√
hN

2: Bks ← 8σN/
√
3

3: Bscale ← N/3 · (3 + 8
√
h)

4: Bmult ← P−1qBks +Bscale

5: B∗ ← Bmult/∆+Bscale

6: (r, u, s)← paramInd(p,B,B∗)
7: while True do
8: if Precision(r, u, s) < Precision(r, u, s+ 1) then
9: s← s+ 1

10: else
11: break
12: end if
13: end while
14: while True do
15: if Precision(r − 1, u, s) < Precision(r, u, s) then
16: r ← r − 1
17: else
18: break
19: end if
20: end while
21: Return (r, u, s)

This method is different from (Badawi et al., 2020) by In-
dicator application part, since in (Badawi et al., 2020), the
client encrypts the message in OHEk form. (Badawi et al.,
2020) requires excessive memory due to OHEk formed mes-
sage. One-hot-encoding of an index consists of k binary
numbers, which occupy k slots of certain ciphertexts. If
the number of tokens is large as in the LLM model, one
token occupies multiple ciphertexts. For instance, in the
case of GloVe 42B300d, OHE of a token occupies 1.9M
slots. If the slot size of CKKS is 65536, 29 ciphertexts
are required for a single token. However, our method does
not require that much ciphertext to transfer, so it solves
excessive bandwidth problem.

HELUT-CI. HELUT-LT requires Indicator to check ev-
ery candidate in Zk for each input, where k can exceed a
million in the LLM cases. We can reduce the number of
Indicator operations by decomposing OHEk into OHEba-
sis by formula (10). In this way, input is decomposed into
l codes and encrypted, so it requires performing l Indica-
tor evaluations on the ciphertexts with small domain Zp

and construct OHEbasis. Then we obtain each entry of
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Table 4. Cost Analysis of HELUT. The second column represents slot occupation per the required number of input ciphertexts for a single
token.

Method Active slots per token Indicator Mult Add Rot Noise bound

HELUT-LT 1 slot per ciphertext pl dpl dpl 0 pl ·B∥E∥max

HELUT-CI 1 slot per l ciphertexts* pl dpl, lpl** dpl 0 pl ·B∥E∥max

CodedHELUT 1 slot per l ciphertexts* pl dpl dpl 0 pl ·B∥E∥max

CodedHELUT+p1 pl slots per 1 ciphertext 1 d d log pl d log pl pl ·B∥E∥max

* input codes of dimension l are assumed to packed in each of l independent ciphertexts, so number of input ciphertext is l
at minimum.

** This term is the cost of getting each entries of OHEk from OHEbasis, which is inevitably Mult between ciphertexts.

OHEk from OHEbasis by l ciphertext Mult, and total cost
of this construction is lpl Different from other Mult, this
Mult is inevitably multiplication between ciphertexts since
it is multiplication between OHEbasis.

This method reduces the number of Indicator operations
from pl to pl. Note that Indicator of former is on Zk and
the latter uses Indicator on Zp, so not only the number of
Indicator but also the evaluation cost and depth of each
Indicator is reduced.

CodedHELUT. Even if we use the HELUT-CI method, we
should combine basis and construct OHEk and multiply,
add k times to evaluate each of d result entries. However, as
in Algorithm 4, evaluation of codedHELUT requires evalu-
ation of small LUT of size p, then simply adding l results
outputs an approximate vector equivalent to embedding ob-
tained by large LUT of size k. So this method reduces
Mult, Add costs from dpl to dpl. Also, since the number
of addition is reduced, the noise bound is also reduced to
pl ·B∥E∥max.

Parallelization. We can amortize the overall communica-
tion and computation costs utilizing the large slot size of
CKKS. We can parallelize the computation in the following
way denoted as p1 and p2.

• p1 represents a ciphertext packing method for parallel
computation of line 1 in Algorithm 4. More precisely,
when applying Indicator on each code, we can copy the
code p times and evaluate single Indicator operation,
one Mult, log p Rot, and Add to obtain the result of
single Indicator on Zp. Packing multiple codes in
one ciphertext utilizes l slots per input, and reduces
Indicator cost by l times. Then simultaneously Mult
table, then summing up l outputs requires log l Rot and
Add operations. In total, this SIMD computation of
coded input evaluation reduces the number of Indicator
operations by pl times, then requires single table Mult
and Rot and Add log pl to sum up. Note this procedure
requires pl slots per input.

• p2 is achieved after fixing the occupation cost for one
input indices, as in slot per token column in Table 4.
Then we can parallelize the whole procedure by taking
multiple input indices in one ciphertext. If we set
CKKS ciphertext slot size as n and assuming p1, one
ciphertext can contain n/(pl) input indices and operate
Algorithm 4 in parallel.

D.3. Other Design Choices

D.3.1. CONSTRUCTION OF EIF

In this section, we discuss the alternative approaches to
constructing EIF. We will then compare the efficiency and
precision of these methods against our proposed EIF method
with experimental results in Appendix E.4

Lagrange Interpolation As a straw man solution, simple
Lagrange Interpolation can be considered as EIF for domain
Zp as follows:

Πi∈Zp\{a}
(x− i)

(a− i)
.

This method is inefficient when applied to large input do-
mains (large p) due to its multiplicative cost scaling with
p− 1.

Comparison Function There is a step function approxi-
mation that could be used as a comparison function using
CKKS (Cheon et al., 2020). The step function introduced
in the paper maps 0 to 0, and other values to ±1. We
can square the result and subtract from 1 to build an EIF.
However, it requires more computational cost and depth
to reach high precision compared to the square method in
Section 3.1. Thus, we recommend the square method over
the step function from (Cheon et al., 2020) for the equality
test.

Sinc Approximation An approximation of Sinc with cer-
tain noise cleansing functions is suggested as a candidate
for the indication function (Lee et al., 2023), since if the
domain is restricted to integer points, Sinc(πx) = δ0(x)
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holds.

D.3.2. CONSTRUCTION OF LUT

In this section, we discuss the alternative solutions of
HELUT and analyze their efficiency compared to our
method.

LUT by Comparison Function We can detect the number
in ciphertext by binary search with comparison function
in (Cheon et al., 2020), operating log p times recursively.
However, this method consumes depth rapidly, since the
comparison operation should be operated on the result of
the former comparison iteration, so the depth accumulates
by using the comparison function iteratively. As a result,
this method requires bootstrapping, which leads to an ineffi-
cient computation cost than our low-depth, no bootstrapping
construction.

LUT by Lagrange Interpolation Instead of applying the
indicator multiple times and checking whether the input
value matches each input candidate, we can construct a
polynomial approximation of LUT. However, since the input
of interpolation is not the exact value in discrete input space,
the output of the interpolation might contain amplified noise
due to both input difference and FHE evaluation noise. In
this case, we can not cleanse the noise since the output and
the noise might have no consistency so we can not construct
an efficient cleansing function.

D.4. Limitations and Future Work

This section discusses the limitations of our current ap-
proach and outlines potential directions for future research
to address these challenges and further enhance the applica-
bility of our method.

Generalizability of LUT evaluation Our method proposes
a HE-friendly algorithm for evaluating look-up tables in em-
bedding layers, where the tables contain token embeddings.
This method relies on the compression learning method
(Shu & Nakayama, 2018), which utilizes the semantic re-
lationships between embeddings. Thus, this method can
be extended to other structured large dataset, such as a rec-
ommendation system (i.e., user/item embedding) and graph
neural networks (i.e., node/edge embeddings) (Gao et al.,
2023; Barkan & Koenigstein, 2016). However, this method
is difficult to generalize to the lookup tasks for arbitrary
tables.

Dependence on Compression Strategy The efficacy of
current CodedHELUT is influenced by the performance of
the compression learning method. This limitation also stems
from the assumption that our method aims to evaluate the
embedding layer of an already trained model, utilizing the
compression learning method by (Shu & Nakayama, 2018)
as an off-the-shelf method. Thus, it is required to explore

methods to improve compression learning, such as fine-
tuning compressed embedding layers or training models
with coded input tokens from the beginning of training in
order to enhance the overall efficiency of CodedHELUT.

E. Additional Experiments
E.1. Experimental Details

Coded Compression Detail: Our compression method fol-
lows the setting of (Shu & Nakayama, 2018). We trained
the model with the code embedding matrices and the dis-
crete codes that are constructed by a neural network with the
Gumbel-Softmax trick, and Adam optimizer with a learning
rate 0.001. The original implementation used the dataset
of vocabularies from the intersection of GloVe and IMDB
data set, but our compression includes the entire vocabulary
from GloVe. We conducted the training for 200K iterations
and evaluated MSE in every 1000 iterations. We selected a
parameter with the lowest MSE. This compression is con-
ducted in plaintext. Note that the model size is significantly
reduced by the compression. While the size of the origi-
nal embedding is 271.3MB for GloVe 6B50d and 5.03GB
for GloVe 42B300d, respectively, the codebooks of GloVe
6B50d and 42B300d with pl = 512 become 391KB and
2.4MB, respectively.

E.2. IMDB Sentimental Analysis with Compressed
Embeddings

To demonstrate the effectiveness of compressed embeddings
for a downstream task, we evaluated their performance on
the sentiment analysis task using the IMDB movie review
dataset (Maas et al., 2011) as in (Shu & Nakayama, 2018).
We conducted four independent trials and measured the av-
erage accuracy. The IMDB dataset contains 25,000 reviews
for both the training and validation sets. We truncated each
review to a maximum length of 400 words. Our baseline
was set using the original embeddings, against which we
compared the performance of the compressed embeddings.
The classifier was trained for up to 50 epochs using GloVe
42B300d embeddings and up to 100 epochs using GloVe
6B50d embeddings. The results are summarized in Table 5.

E.3. Implementation of Indicator with Various p and ∆

To demonstrate the efficiency of our EIF, we evaluated it
across various input domains, Zp with p = 2i, 2 ≤ i ≤ 6
for ∆ = 35 and 2 ≤ i ≤ 8 for ∆ = 506. Figure 4 and
Figures 5 illustrate the amortized times for a ciphertext with
216 slots and the total consumed depth due to the rescaling
in CKKS computation. In Figures 4 and 5, we can observe

6The evaluation results of p = 128, 256 for log∆ = 35 are
absent since Algorithm 1 outputs u < 2, and the application
condition for Cleanse is not satisfied.
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Table 5. Experimental result on IMDB sentimental analysis task with compressed embedding of GloVe 6B50d, GloVe 42B300d

Setting Accuracy
p l 6B50d 42B300d
8 8 69.32±4.49 71.63±2.53
8 16 76.65±3.05 80.57±1.69
8 32 79.14±4.28 82.93±0.96
8 64 79.49±3.64 85.27±0.63

16 32 79.56±1.03 85.18±1.54
Original 79.64± 2.10 85.74± 1.04
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Figure 4. Amortized time(ms) and consumed levels of EIF for
2 ≤ log p ≤ 6 with log∆ = 35, log q = 955
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Figure 5. Amortized time(ms) and consumed levels of EIF for
2 ≤ log p ≤ 8 with log∆ = 50, log q = 955

Table 6. Suggested Parameter of EIF on Fresh Ciphertext, logN =
17, log∆ = 35 for 15 bit precision

p 4 8 16 32 64

r 6 8 10 11 13

u 11 9 7 5 4

s 1 1 2 2 3

Depth 8 10 14 15 19

Table 7. Suggested Parameter of EIF on Fresh Ciphertext, logN =
17, log∆ = 50 for 30 bit precision

p 4 8 16 32 64 128 256

r 7 9 11 12 14 16 18

u 24 23 21 11 11 11 11

s 1 1 1 2 2 2 2

Depth 9 11 13 16 18 20 22

that the amortized running time is approximately linearly
proportional to log p, as multiplication cost increases with
additional rounds of SqMethod. The difference between
total cost and SqMethod represents the cost of Cleanse,
and the difference remains stable if s is the same. For each p,
Tables 6 and 7 provide the parameter sets (r, u, s) obtained
by Algorithm 6, where the consumed level is calculated as
2 + r + 2s. We found that with a larger scaling factor ∆
(∆=50), SqMethod reaches larger values of u for similar r,
and Cleanse achieves a higher precision limit with smaller
s.

Precision As we discussed in Proposition 3.3, the precision
limit is defined by the size of B∗. In our experiment, we
obtained uniform precision regardless of the domain size p.
The worst precision limit is 15 for log∆ = 35, and 30 for
log∆ = 50.
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E.4. Cost and Precision Analysis of Other Design
Choices for EIF

We compared our proposed EIF with three other methods
presented in Section D.3.1: EIF using Lagrangian interpo-
lation (Lagrange), Comprarison-based EIF (Cheon et al.,
2020), and EIF using Sinc (Lee et al., 2023). Tables 8-11
prenet the consumed depth, the number of Mult and constant
Mult operations, the precision bits, and the average amor-
tized time for 8 repetitions across different configurations
of log∆ = 35, 50 and p = 8, 64.

For p = 8, we observed that Lagrange interpolation requires
the least depth, but its multiplication cost increases linearly
with p, while the costs of the other algorithms scale logarith-
mically with p. In addition, for p > 10, the coefficients of
the interpolation polynomial grow excessively large, leading
to a collapse in the evaluation results. Consequently, La-
grange interpolation failed to evaluate EIF for p = 64. Our
proposed EIF achieved the highest precision with minimal
cost across all cases except for Lagrange. Although the EIF
using Sinc (Lee et al., 2023) requires less depth, the compu-
tational cost is inferior to ours as it involves computations
of Sinc and cosine, which are computationally intensive.

20



Privacy-Preserving Embedding via Look-up Table Evaluation with Fully Homomorphic Encryption

Table 8. Cost and precision comparison of other design choices of EIF with log∆ = 35 and log p = 8

Method Depth Mult const Mult Precision Cost

Lagrange 6 9 7 7 bits 0.0657 ms

(Cheon et al., 2020) 18 21 21 14 bits 0.1499 ms

(Lee et al., 2023) 11 22 19 11 bits 0.1462 ms

Proposed EIF 12 11 1 16 bits 0.0762 ms

Table 9. Cost and precision comparison of other design choices of EIF with log∆ = 35 and log p = 64

Method Depth Mult const Mult Precision Cost

(Cheon et al., 2020) 18 21 21 12 bits 0.1735 ms

(Lee et al., 2023) 14 28 19 5 bits 0.1867 ms

Proposed EIF 21 20 1 16 bits 0.1087 ms

Table 10. Cost and precision comparison of other design choices of EIF with log∆ = 50 and log p = 8

Method Depth Mult const Mult Precision Cost

Lagrange 6 9 7 31 bits 0.0698 ms

(Cheon et al., 2020) 18 21 21 22 bits 0.1629 ms

(Lee et al., 2023) 11 22 19 25 bits 0.1588 ms

Proposed EIF 13 12 1 31 bits 0.0832 ms

Table 11. Cost and precision comparison of other design choices of EIF with log∆ = 50 and log p = 64

Method Depth Mult const Mult Precision Cost

Comparison (Cheon et al., 2020) 18 21 21 22 bits 0.1822 ms

Sinc (Lee et al., 2023) 14 28 19 21 bits 0.1900 ms

Proposed EIF 20 19 1 31 bits 0.1113 ms

21


