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ABSTRACT

In recent years, contrastive learning techniques have achieved significant success
and have been widely applied in both general and medical domains. In the gen-
eral domain, image captions typically describe only objects present in the image.
However, in the medical field, radiology reports contain both sentences confirm-
ing the presence of diseases or abnormalities (positive mentions) and sentences
explicitly ruling them out (negative mentions). Current vision-language pretrain-
ing models in the medical domain often overlook this critical distinction in both
model evaluation (e.g., zero-shot classification) and training processes. In this pa-
per, we suggest adding a zero-shot classification evaluation method. Unlike previ-
ous approaches that only assess the semantic similarity between medical images
and positive mentions of different disease categories, this method evaluates the
model’s ability to distinguish between medical images and both positive and neg-
ative mentions of given disease category. Furthermore, to better capture the com-
plex semantic relationships between medical images and the corresponding radiol-
ogy reports, we introduce a visual entailment based contrastive learning method,
explicitly modeling the entailment, contradiction, and neutral relationships be-
tween medical images and report sentences. Experimental results demonstrate
that integrating this new evaluation method provides a more comprehensive eval-
uation of vision-language pretraining models in the medical domain. Additionally,
our model achieves state-of-the-art performance across various downstream tasks,
highlighting the effectiveness of our approach.

1 INTRODUCTION

Attributed to the rapid development of deep learning, an increasing number of medical tasks can
be accomplished by deep learning models, such as classification Liskowski & Krawiec (2016); Fu
et al. (2016), segmentation Yang et al. (2018); Zhang et al. (2018), and report generation Zeng et al.
(2020); Wu et al. (2023b). However, achieving acceptable performance often requires task-specific
annotated data, which depends on laborious and expensive labeling by clinical experts, posing a
challenge and being time-consuming. To reduce reliance on annotated data, researchers have in-
troduced self-supervised training methods, with contrastive learning Chen et al. (2020); Radford
et al. (2021) being the most typical. When training with contrastive learning methods, the model
first undergoes self-supervised training on a large amount of unannotated data, and then fine-tunes
with a small amount of annotated data on downstream tasks, achieving the same satisfactory level of
performance. The application of contrastive learning in medical tasks has effectively alleviated the
model’s dependence on expensive annotated data.

However, there is a critical distinction between general and medical domains image-text pairs, as
illustrated in Figure 1. In general domain, image-text pairs almost only contain positive mentions.
The content described in the text usually appears in the images Radford et al. (2021). But in medical
domain, except positive mentions, image-report pairs also contain a large amount of negative men-
tions, where sentences in report explicitly ruling out the category not appearing in image. Current
vision-language pretraining models in the medical domain often overlook this critical distinction in
both model evaluation and training processes. This leads to limitations in evaluating model perfor-
mance and can result in defects in downstream tasks.
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Based on this issue we find, we suggest adding an additional evaluation method, which we call
Positive-Negative Contrastive (PNC) evaluation method. As a contrast, we refer to the previous
evaluation mode as the Positive-Only Similarity (POS) evaluation method. In the POS evaluation
method, metrics reflect the model’s ability to distinguish only the semantic similarity between med-
ical images and positive mentions of different disease categories. However, in PNC evaluation
method, metrics reflect the performance of models in distinguishing semantic similarity between
medical images and both positive and negative mentions of given disease category. Through experi-
ments we find, most models experience varying degrees of decline in their metrics in PNC evaluation
method, indicating that these models have varying degrees of defects in learning the distribution of
image and text features.

Figure 1: In general domain, image-text pairs almost only contain positive mentions. But in medical
domain, image-report pairs usually contain both positive mentions and negative mentions. In our
method, model can not only better distinguish semantic similarity between medical images and pos-
itive mentions of different disease categories (“inter-class similarity”) but also better distinguish se-
mantic similarity between medical images and both positive and negative mentions of given disease
category (“intra-class similarity”). (a) Distinction between general and medical domains image-text
pairs. (b) The change in the distribution of the model feature space in our method.

To address this issue, we introduce an innovative training method. By drawing on the ideas of the
Visual Entailment task Xie et al. (2019),we consider both the positive and negative mentions dur-
ing the contrastive learning process, introducing the Visual Entailment based Contrastive Learning
(VECL) method, which explicitly modeling the entailment, contradiction, and neutral relationships
between medical images and report sentences. Additionally, to adapt model training, we modified
the classic contrastive learning loss function InfoNCE Oord et al. (2018), expanding it from two
dimensions to three. To construct visual entailment relationships, we need additional supervisory
signals. Fortunately, large language models (LLMs) have shown strong text understanding and in-
ductive reasoning capabilities OpenAI (2023), allowing us to use LLM to extract disease category
labels of report sentences. Then based on a specific generation rule, we use these labels to consturct
visual entailment relationships among all samples within a batch and construct the similarity matrix
label. Code and models are available at 1.

In summary, our contributions can be summarized as follows:

• Suggestion of the Positive-Negative Contrastive (PNC) Evaluation Method. Experi-
mental results demonstrate that integrating PNC evaluation method provides a more com-
prehensive evaluation of vision-language pretraining models in the medical domain.

• Introduction of the Visual Entailment Based Contrastive Learning (VECL) Method.
We integrate the Visual Entailment task into contrastive learning process to model the en-
tailment, contradiction, and neutral relationships between medical images and report sen-
tences.

• Achieving SOTA Performance Across Various Downstream Tasks. We compared dif-
ferent baseline models on various downstream tasks, and the experimental results demon-
strate that we surpassed all baseline models on all metrics for all tasks.

1https://anonymous.4open.science/r/ICLR2025-92A0/readme
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2 METHOD

In this section, we first illustrate the Positive-Negative Contrastive (PNC) evaluation method, and
then describe the framework of the Visual Entailment Based Contrastive Learning (VECL) method.
The framework of VECL method is shown in Figure 4.

2.1 POSITIVE-NEGATIVE CONTRASTIVE EVALUATION METHOD

Figure 2: The difference between previous POS evaluation method and our PNC evaluation method.
In PNC evaluation method, both positive and negative mentions of different disease categories are
used as text inputs to compute similarities. Finally, after passing through the softmax, the similarities
are sent to calculate the metrics with labels.

As shown in Figure 2, the difference between previous POS and our PNC evaluation method is
in model inference phase. In POS evaluation method, only positive mentions of different dis-
ease categories are used as text inputs, designated as “There is {disease}”, which is subsequently
used to calculate similarities with images and directly with labels to compute classification met-
rics. But in PNC evaluation method, both positive and negative mentions of different disease cat-
egories are used as text inputs, designated as “There is {disease}” and “There is no {disease}”.
After calculating the similarity between all texts and images, the similarities of positive and neg-
ative mentions within the same category are normalized by softmax, and then the normalized
scores of all categories’ positive mentions are used to calculate classification metrics with labels.

Figure 3: The change in the distribution of the
model’s feature space in our method. In our
method, the model can better distinguish between
positive and negative mentions.

In the PNC evaluation method, the model is
evaluated based on the distance between pos-
itive images and positive text in the feature
space, as well as the distance between nega-
tive sample images and negative sample text,
given a disease category. As shown in Fig-
ure 3, the metric scores reach a satisfactory
level only when the model can bring positive
images closer to positive text and farther from
negative text, while simultaneously bringing
negative images closer to negative text and far-
ther from positive text in the feature space.

2.2 AUTOMATIC LABEL EXTRACTION MODULE

In the automatic label extraction module, the report is first segmented into sentences by an LLM,
and any sentence unrelated to radiological diagnosis is filtered out. The filtered sentences are then
sent back into the LLM to extract the corresponding labels. Before label extraction, we selected 24
lung disease categories from common chest X-ray datasets, along with a 25th category representing
other diseases or no abnormality, to form the label categories set C.

C = {1+, 1−, 2+, 2−, . . . , 24+, 24−, 25} (1)

With the label categories set, we can extract the labels of report sentences by LLM. Assuming the
sentence in in report i is related to disease category r, the label output by the LLM is denoted as Cn

i .
If the sentence in in report i is positive mention of disease category r, then Cn

i = r+; If the sentence
in in report i is negative mention of disease category r, then Cn

i = r−; If the disease category is
other diseases or no abnormality founding, then Cn

i = 25. We refer to r+ and r− as each other’s
opposite label, and the opposite label of 25 is itself. If a report sentence contains multiple diseases,
a list of labels will be generated. In all subsequent processing, the list of labels containing multiple
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diseases will be split into individual labels for handling. According to these rules, labels can be
extracted from the report sentences in the entire training set.

Figure 4: The framework of VECL method. The image enters the image encoder, while the text
first goes through the automatic label extraction module to obtain the segmented report sentences
and their corresponding sets of image labels. The segmented report sentences are then sampled and
fed into the text encoder. After encoding, the image features and text features are processed through
a fusion module to calculate similarities, resulting in SI2T and ST2I . Meanwhile, the similarity
matrix label construction module builds a similarity label matrix M based on the image label set
and the label of the sampled report sentence. Finally, SI2T and ST2I are used with M to calculate
the loss using the 3D InfoNCE loss function.

2.3 ENCODER AND FUSION MODULE

For encoders, only one sentence from complete report is random sampled as the input of text en-
coder, while the complete image after data augmentation is the input of image encoder. Assume that
xi represents the i-th image in training set and yj represents the j-th report in training set, ΦI , ΦT

and ΦF represent the image encoder, the text encoder and the fusion module, respectively. So the
intermediate results and the image-text similarity produced by the model’s forward process are as
follows:

xI
i = ΦI(xi), y

T
j = ΦT (yj) (2)

xI
i and yTj represent the image features output by the image encoder and the text features output by

the text encoder, respectively.

SI2T
ij = ΦF (x

I
i , y

T
j ) = MLP (CrossAtt(Q = xI

i ,K = yTj , V = yTj )) (3)

ST2I
ji = ΦF (y

T
j , x

I
i ) = MLP (CrossAtt(Q = yTj ,K = xI

i , V = xI
i )) (4)

SI2T
ij and ST2I

ji represent the image-text similarity output by the fusion module, with each serv-
ing as the query in the cross attention process, respectively. Here SI2T

ij and ST2I
ji both are a one-

dimensional vector, where SI2T
ij , ST2I

ji ∈ R3. For any image xi and any report yj within a batch,
the image-text similarities between them ultimately form two similarity matrices SI2T and ST2I ,
where SI2T , ST2I ∈ RN×N×3. Here N is the batch size.

2.4 SIMILARITY MATRIX LABEL CONSTRUCTION MODULE

Similar to model’s forward process, only one label of the sampled report sentence as text label and
all labels of a complete report as the image label set are sent into similarity matrix label construction
module. In this module, we integrate the visual entailment task into contrastive learning process to
model the entailment, contradiction, and neutral relationships between medical images and report
sentences. Specifically, we assess the relationship between the text label, opposite label of the
text label, and the image label set. If the image label set includes the text label, we consider the
relationship between the image and the report sentence to be entailment. If the image label set
includes the opposite label of the text label, we consider the relationship between the image and
the report sentence to be contradiction. If the image label set neither includes the text label nor its
opposite label, we consider the relationship between the image and the report sentence to be neutral.
For report sentences that contain multiple labels, the entire sentence is only considered to satisfy the
entailment relationship if all the sub-labels satisfy the entailment relationship. If any sub-labels are
in a contradiction relationship, the entire sentence is considered to be in a contradiction relationship.
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We use three basis vectors:[1, 0, 0], [0, 1, 0], and [0, 0, 1] to represent these relationships, respectively.
Specifically, when the text label is 25, we consider the relationship between the report sentence and
any image to be neutral.

Figure 5: The algorithm for constructing similarity
matrix labels M . Based on the assessment of the
relationship between the image label set and the la-
bel of the report sentence as well as its opposite la-
bel, the relationships are represented using [1, 0, 0],
[0, 1, 0], and [0, 0, 1] for entailment, contradiction,
and neutral relationships, respectively.

Figure 6: The schematic diagram of con-
structing the similarity matrix labels. Within
a batch, each image and report sentence is
matched pairwise to form a relationships
vector, and these vectors, which are number
of batch size × batch size, are concatenated
to construct the similarity matrix label M .

With the vectors representing relationships between image and report sentence, we can construct
the similarity matrix label M , where M ∈ RN×N×3. The detiled rules to assess the relationship
between image and report sentence and construct the similarity matrix label M are shown in Figure 5
and Figure 6. Thought these rules, we obtain the similarity matrix label M that considers entailment,
contradiction, and neutral relationships.

2.5 3D INFONCE LOSS

Let d represent the position along the third dimension, where d ∈ {1, 2, 3}, M(d), SI2T (d) and
ST2I(d) represent the slices along the third dimension of M , SI2T and ST2I at positions d, re-
spectively. For the given d, M(d), SI2T (d) and ST2I(d) are each a two-dimensional matrix so can
be incorporated in previous 2D InfoNCE loss L(d), which contains image-to-text alignment item
LI2T (d) and text-to-image alignment item LT2I(d). And for both LI2T (d) and LT2I(d), each in-
cludes a cross-entropy loss calculated along the row-wise direction and the column-wise direction
as follows:

LI2T
0 (d) = − 1

N

N∑
i=1

N∑
j=1

Norm
dim=0

(Mij(d)) · log(Softmax
dim=0

(eS
I2T
ij (d))) (5)

LI2T
1 (d) = − 1

N

N∑
j=1

N∑
i=1

Norm
dim=1

(Mij(d)) · log(Softmax
dim=1

(eS
I2T
ij (d))) (6)

Here, Norm() and Softmax() refers to the normalization function, dim = 0 and dim = 1 under
them refer to normalization on row-wise and column-wise, respectively.

Norm
dim=0

(Mij(d)) =

{
Mij(d)∑N
i=1 Mij(d)

if
∑N

i=1 Mij(d) ̸= 0,

0 if
∑N

i=1 Mij(d) = 0
(7)
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Similarly, we can compute LT2I
0 (d), LT2I

1 (d) and obtain LI2T (d), LT2I(d), L(d).

LI2T (d) = LI2T
0 (d) + LI2T

1 (d) (8)

LT2I(d) = LT2I
0 (d) + LT2I

1 (d) (9)

L(d) = LI2T (d) + LT2I(d) (10)

Finally, the 3D InfoNCE loss is the summation of all 2D InfoNCE loss.

L =

3∑
d=1

L(d) (11)

3 RESULTS

3.1 DATA

We used the MIMIC-CXR training set as the training set, and used Open-I, CheXpert, ChestXray14,
and ChestXDet10 as the test sets for zero-shot classification. At the same time, we used the MIMIC-
CXR test set as the test set for retrieval-style report generation. Details of the datasets can be found
in the appendix.

3.2 EVALUATION METRIC

In our experiment, for both zero-shot and fine-tuning classification evaluation metrics, we adapt
Area under the ROC Curve (AUC), F1 score (F1), Matthews Correlation Coefficient (MCC), and
mean Average Precision (mAP). For F1 score, we followed the evaluation method in CheXzero
Tiu et al. (2022) and MedKLIP Wu et al. (2023a), calculating F1 score at the optimal threshold.
Therefore, for MCC, we also calculate the scores at the optimal threshold. And for retrieval based
report generation evaluation metrics, we adapt common NLG metrics, Recall-Oriented Understudy
for Gisting Evaluation (ROUGE) Lin (2004), Bilingual Evaluation Understudy (BLUE) Papineni
et al. (2002), and Consensus-based Image Description Evaluation (CIDEr) Vedantam et al. (2015).

3.3 IMPLEMENTATION DETAILS

In our experiments, we choose ViT-B/16 Dosovitskiy (2020) as the image encoder which utilizes
M3AE Chen et al. (2022) for pretraining on the MIMIC-CXR, and choose BioBERT Lee et al.
(2020) as the text encoder which is fine-tuned on MIMIC-CXR, too. Other implementation details
can be found in the appendix.

3.4 COMPARISON WITH STATE-OF-THE-ART METHODS

Zero-Shot Classification We compare the performance of existing SOTA methods in zero-shot
classification on four officially released test sets. To ensure a fair comparison, the baseline model’s
training data excludes any LLM-generated reports. For CARZero Lai et al. (2024), which origi-
nally incorporated LLM-generated reports during training, we removed these reports and retrained
the model without LLM prompt templates. All other models use their respective officially released
parameters for inference. As shown in Table 1, in both the POS and PNC evaluation methods,
our model achieves the best performance across all classification metrics on all test datasets. This
demonstrates the significant potential of our approach for diagnosing rare diseases and highlights
the strong generalization performance of our model in zero-shot classification tasks. It is also worth
noting that most models experience varying degrees of performance decline under the PNC eval-
uation method. This indicates that previous SOTA models can effectively distinguish the semantic
similarity between medical images and positive mentions of different disease categories (“inter-class
similarity”), but struggle to differentiate the semantic similarity between medical images and both
positive and negative mentions within a given disease category (“intra-class similarity”). Our model,
however, performs strongly in both evaluation methods, demonstrating its ability to effectively dif-
ferentiate both “inter-class similarities” and “intra-class similarities”, which corresponding to the
schematic diagram in Figure 1.

Fine-Tuning Classification We compare the performance of existing SOTA methods in fine-tuning
classification on 1% Open-I data. As shown in Table 2, our model continues to achieve the best per-
formance on all classification metrics, and even our zero-shot classification performance surpasses
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Method Evaluation
Method

Open-I CheXpert ChestXray14 ChestXDet10

AUC↑ F1↑ MCC↑ mAP↑ AUC↑ F1↑ MCC↑ mAP↑ AUC↑ F1↑ MCC↑ mAP↑ AUC↑ F1↑ MCC↑ mAP↑

MedCLIP
POS 0.500 0.134 0.106 0.096 0.528 0.389 0.224 0.312 0.510 0.146 0.089 0.090 0.517 0.322 0.120 0.198
PNC 0.756 0.184 0.190 0.118 0.819 0.531 0.455 0.452 0.704 0.180 0.158 0.110 0.647 0.347 0.222 0.260

KAD
POS 0.818 0.283 0.279 0.228 0.849 0.549 0.471 0.532 0.796 0.289 0.259 0.221 0.749 0.449 0.470 0.392
PNC 0.695 0.169 0.147 0.095 0.786 0.514 0.405 0.443 0.695 0.168 0.135 0.110 0.675 0.383 0.404 0.304

CARZero*
POS 0.802 0.192 0.273 0.212 0.857 0.227 0.487 0.545 0.761 0.146 0.213 0.164 0.732 0.203 0.343 0.381
PNC 0.336 0.074 0.068 0.037 0.099 0.264 0.021 0.105 0.303 0.089 0.025 0.038 0.329 0.289 0.095 0.157

VECL(Ours)
POS 0.829 0.345 0.341 0.277 0.900 0.649 0.579 0.655 0.815 0.305 0.275 0.277 0.800 0.493 0.421 0.470
PNC 0.823 0.336 0.334 0.275 0.909 0.660 0.597 0.668 0.814 0.303 0.273 0.224 0.788 0.485 0.400 0.460

Table 1: Comparison of different methods on Open-I, CheXpert, ChestXray14, ChestXDet10 for
zero-shot classification. To ensure a fair comparison, for CARZero, we removed the LLM-generated
data and retrained the model for inference.

the performance of other methods fine-tuned on 1% of the data, proving the strong advantages of
our approach.

Retrieval Based Report Generation We compare the performance of existing SOTA methods in re-
trieval based report generation on MIMIC-CXR test set. Also shown in Table 2, our model achieves
the best performance on all NLG metrics once again. Interestingly, CARZero, as the last SOTA
method, shows the worst performance among several methods in the retrieval based report genera-
tion task, while the much earlier method MedCLIP Wang et al. (2022) has demonstrated quite good
performance. This may be because, in the retrieval-based report generation task, the model needs
not only to distinguish between “inter-class similarities” of different diseases but also to distinguish
“intra-class similarities” given a specific disease. The model must clearly determine whether the
target disease category exists in order to match the most similar report. By comparing the zero-shot
classification metrics of MedCLIP and CARZero in the PNC evaluation method, we can also find
that MedCLIP significantly outperforms CARZero, which to some extent supports our explanation.
This also reflects that PNC evaluation method can provide a more comprehensive evaluation.

Method
Open-I MIMIC-CXR

AUC↑ F1↑ MCC↑ mAP↑ RG-1↑ BL-1↑ BL-2↑ CIDEr↑

MedCLIP 0.754 0.077 0.188 0.136 0.184 0.183 0.086 0.015
KAD 0.771 0.156 0.239 0.196 0.176 0.198 0.084 0.017

CARZero* 0.815 0.183 0.285 0.219 0.150 0.180 0.079 0.014
VECL (Ours) 0.830 0.366 0.353 0.294 0.188 0.214 0.089 0.017

Table 2: Comparison of different methods on 1% Open-I data for fine-tuning classification and
on MIMIC-CXR test set for retrieval based report generation. To ensure a fair comparison, for
CARZero, we removed the LLM-generated data and retrained the model for fine-tuning and report
generation.

3.5 ABLATION STUDY

Ablation Study of Visual Entailment To validate the effectiveness of the visual entailment method
in construction of the similarity matrix label, we design control experiment constructing the simi-
larity matrix label without visual entailment method as the baseline. In baseline model, the sample
matching relationship represented by three basis vectors degenerates into numbers 0 and 1. And the
medical images supporting the report sentences degenerate into positive samples, while the images
contradicting or being neutral to the report sentences degenerate into negative samples. As shown
in Table 3, We compared the zero-shot classification performance between control experimental
group on CheXpert. The baseline model’s F1 scores shows significant declines under in evalua-
tion methods, and all metrics in the PNC evaluation method also significantly drop. The degraded
baseline model can still model the support and neutral relationships between positive and negative
samples, but it fails to model the contradictory relationships of negative mentions. This indicates
that modeling the contradictory relationships of negative mentions in contrastive learning is cru-
cial for enhancing the model’s ability to distinguish between “inter-class similarities”, especially
“intra-class similarities”.
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Ablation Study of Loss Function To validate the effectiveness of the 3D InfoNCE loss, we design
control experiment replacing the 3D InfoNCE loss with BCE loss and Cross Entropy loss respec-
tively. For BCE loss, we slice the third dimension of the three-dimensional similarity matrix and
labels, and then optimize three two-dimensional matrices simultaneously, shape of which is batch
size × batch size ; For Cross Entropy loss, we slice the first two dimensions of the three-dimensional
similarity matrix and labels, and then optimize one two-dimensional matrix, shape of which is (batch
size·batch size) × 3. Also shown in Table 3, We compared the zero-shot classification performance
between control experimental group on CheXpert. In all control groups, the model using the 3D
InfoNCE loss achieved the best performance, demonstrating the effectiveness of the contrastive
learning task. Compared to BCE loss and cross-entropy loss, the 3D InfoNCE loss not only consid-
ers whether the modeling of the sample itself regarding the relationships of entailment, neutrality,
and contradiction is correct, but also requires comparing the entailment, neutrality, and contradic-
tion relationships between samples, increasing the difficulty of the task and thereby enhancing the
model’s learning ability.

Visual Entailment Loss Function Evaluation
Method

CheXpert

False True BCE Cross Entropy 3D InfoNCE AUC↑ F1↑ MCC↑ mAP↑

✓ ✓
POS 0.899 0.331 0.574 0.639
PNC 0.463 0.219 0.208 0.255

✓ ✓
POS 0.896 0.638 0.568 0.639
PNC 0.906 0.652 0.586 0.660

✓ ✓
POS 0.882 0.614 0.544 0.614
PNC 0.893 0.623 0.552 0.639

✓ ✓
POS 0.900 0.649 0.579 0.655
PNC 0.909 0.660 0.597 0.668

Table 3: Ablation study of visual entailment and loss function

Ablation Study of Label Categories To explore the influence of the label categories set C on the
model performance, we designed control experiments with different label categories sets C. We
gradually reduce the number of label categories by intervals of three, and construct new similarity
matrices for models training. We compared the zero-shot classification performance among control
experimental groups on Open-I. As shown in Figure 7, in both evaluation methods, as the number of
label categories gradually decreases, the four classification metrics overall show a downward trend,
indicating that the number of label categories can affect the model’s performance, and belong to
negative correlation. The richer the label categories, the more the model can use visual entailment
method to model samples relationships, providing richer supervisory signals, which helps the model
capture more complex semantic relationships among samples. Looking at the absolute values of the
metrics, although the classification metric scores overall decrease as the number of label categories
gradually decreases, the decline is not significant and are still higher than almost all other methods.
This suggests that our method has a low dependency on the number of label categories and possesses
a higher degree of robustness.

Figure 7: The ablation study of label categories. We gradually reduce the number of label categories
by intervals of three, and comparing the zero-shot classification performance in different evaluation
method. As the number of label categories gradually decreases, the decline of metric scores is not
significant, suggesting that our method has a low dependency on the number of label categories and
possesses a higher degree of robustness

8
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3.6 VISUALIZATION

In order to further verify our analysis in Figure 3, we selected CARZero as the baseline for compari-
son with our method. We performed t-SNE visualization on the similarities output from the model’s
fusion module. We set up two control experiments, one comparing the distributions of positive im-
ages + positive text fusion features with positive images + negative text fusion features under the
given disease category, and the other comparing the distributions of negative images + positive text
fusion features with negative images + negative text fusion features the given disease category. As
shown in Figure 8, In each specified disease category, our method can effectively distinguish be-
tween the distributions of the two types of features, while CARZero is much poorer. Specifically,
the results above the horizontal line represent the comparison of the distributions between positive
images + positive text fusion features and positive images + negative text fusion features under a
given disease category. The results below the horizontal line represent the comparison of the dis-
tributions between negative images + positive text fusion features and negative images + negative
text fusion features under a given disease category. This indicates that our model can bring positive
images closer to positive text and farther from negative text, while simultaneously bringing negative
images closer to negative text and farther from positive text in the feature space, which correspond-
ing to the schematic diagram in Figure 3. CARZero fails to do so, leading to a significant decline in
all metrics in PNC evaluation method on the zero-shot classification task.

Figure 8: t-SNE visualization on the similarities output from the model’s fusion module between
CARZero and our VECL. We compared the distributions of positive images + positive text fusion
features with positive images + negative text fusion features under the given disease category, as well
as the distributions of negative images + positive text fusion features with negative images + negative
text fusion features the given disease category. Visualization results indicate that VECL can better
distinguish between positive and negative mentions, which corresponding to the schematic diagram
in Figure 3

4 RELATED WORK

4.1 CONTRASTIVE LEARNING IN VISION-LANGUAGE PRETRAINING

Our approach builds upon contrastive learning-based vision-language pretraining methods, which
have achieved notable success in both general and medical domains. In the general domain, CLIP
Radford et al. (2021) has set a benchmark for joint visual-textual representation learning using large-
scale image-text pairs.

In the medical domain, several methods have adapted this paradigm for radiology data. ConVIRT
Zhang et al. (2022) pioneered the use of contrastive learning to align medical scans with their cor-

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

responding reports. GLoRIA Huang et al. (2021) extends this with fine-grained alignment between
global and local features of medical images and text descriptions. MedKLIP Wu et al. (2023a) in-
corporates prior knowledge through disease descriptions to enhance representation learning. KAD
Zhang et al. (2023) utilizes entity extraction from image-associated reports, combined with their
semantic types, to perform contrastive learning via a knowledge encoder. These methods align
modalities primarily through cosine similarity.

CARZero Lai et al. (2024) introduces cross-attention alignment to capture the nuanced relationships
between medical images and reports. However, it overlooks detailed report information, resulting in
suboptimal feature representations and difficulties in distinguishing between positive and negative
mentions. MedCLIP Wang et al. (2022) addresses this issue by using entity extraction tools to
convert report sentences into multi-hot vectors, applying a soft semantic matching loss, while still
relying on cosine similarity.

In contrast, our approach utilizes a large language model (LLM) to extract both positive and negative
mentions of diseases from reports. Through a cross-attention mechanism within a visual entailment
framework, we optimize the model to learn more robust and fine-grained representations, improving
its ability to distinguish between nuanced medical conditions.

4.2 VISUAL ENTAILMENT

Visual entailment aims to determine the relationship between a premise and a hypothesis, classifying
it as entailment, neutral, or contradiction. Unlike NLI tasks MacCartney (2009), where the premise
is textual, visual entailment uses images as premises. The SNLI-VE dataset Xie et al. (2019), the
most commonly used dataset for this task, is adapted from SNLI Bowman et al. (2015), replacing
textual premises with images from Flickr30k Young et al. (2014).

Traditional visual entailment models use classification-based frameworks to directly predict one of
the three relationships between an image and a hypothesis. In contrast, we incorporate these rela-
tionships into a contrastive learning framework by introducing an extended version of the InfoNCE
loss Oord et al. (2018).

5 CONCLUSION

In this paper, we suggest adding a evaluation method for medical vision-language models, Positive-
Negative Contrastive (PNC) evaluation method, and a Visual Entailment-based Contrastive Learn-
ing (VECL) approach, emphasizing the importance of considering positive and negative mentions
in medical image-text pairs. Experiments demonstrate that integrating PNC evaluation method pro-
vides a more comprehensive assessment of model performance, while VECL achieves state-of-the-
art results across various downstream tasks. Ablation studies validate the effectiveness of the visual
entailment method in constructing similarity matrix labels and explore the impact of label category
sets on model performance. Finally, t-SNE visualization reveals the reasons why VECL achieves
the best performance in PNC evaluation method. We hope this paper provides new perspectives for
vision-language models in the medical domain, potentially benefiting future research and clinical
practice.

REFERENCES

AI@Meta. Llama 3 model card. 2024. URL https://github.com/meta-llama/
llama3/blob/main/MODEL_CARD.md.

Samuel R Bowman, Gabor Angeli, Christopher Potts, and Christopher D Manning. A large anno-
tated corpus for learning natural language inference. arXiv preprint arXiv:1508.05326, 2015.

Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple framework for
contrastive learning of visual representations. In International conference on machine learning,
pp. 1597–1607. PMLR, 2020.

Zhihong Chen, Yuhao Du, Jinpeng Hu, Yang Liu, Guanbin Li, Xiang Wan, and Tsung-Hui Chang.
Multi-modal masked autoencoders for medical vision-and-language pre-training. In International
Conference on Medical Image Computing and Computer-Assisted Intervention, pp. 679–689.
Springer, 2022.

10

https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md


540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

Dina Demner-Fushman, Marc D Kohli, Marc B Rosenman, Sonya E Shooshan, Laritza Rodriguez,
Sameer Antani, George R Thoma, and Clement J McDonald. Preparing a collection of radiol-
ogy examinations for distribution and retrieval. Journal of the American Medical Informatics
Association, 23(2):304–310, 2016.

Alexey Dosovitskiy. An image is worth 16x16 words: Transformers for image recognition at scale.
arXiv preprint arXiv:2010.11929, 2020.

Huazhu Fu, Yanwu Xu, Damon Wing Kee Wong, and Jiang Liu. Retinal vessel segmentation via
deep learning network and fully-connected conditional random fields. In 2016 IEEE 13th inter-
national symposium on biomedical imaging (ISBI), pp. 698–701. IEEE, 2016.

Shih-Cheng Huang, Liyue Shen, Matthew P Lungren, and Serena Yeung. Gloria: A multimodal
global-local representation learning framework for label-efficient medical image recognition. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 3942–3951,
2021.

Jeremy Irvin, Pranav Rajpurkar, Michael Ko, Yifan Yu, Silviana Ciurea-Ilcus, Chris Chute, Henrik
Marklund, Behzad Haghgoo, Robyn Ball, Katie Shpanskaya, et al. Chexpert: A large chest
radiograph dataset with uncertainty labels and expert comparison. In Proceedings of the AAAI
conference on artificial intelligence, volume 33, pp. 590–597, 2019.

Alistair EW Johnson, Tom J Pollard, Nathaniel R Greenbaum, Matthew P Lungren, Chih-ying Deng,
Yifan Peng, Zhiyong Lu, Roger G Mark, Seth J Berkowitz, and Steven Horng. Mimic-cxr-jpg, a
large publicly available database of labeled chest radiographs. arXiv preprint arXiv:1901.07042,
2019.

Haoran Lai, Qingsong Yao, Zihang Jiang, Rongsheng Wang, Zhiyang He, Xiaodong Tao, and
S Kevin Zhou. Carzero: Cross-attention alignment for radiology zero-shot classification. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11137–
11146, 2024.

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim, Donghyeon Kim, Sunkyu Kim, Chan Ho So, and Jae-
woo Kang. Biobert: a pre-trained biomedical language representation model for biomedical text
mining. Bioinformatics, 36(4):1234–1240, 2020.

Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. In Text summarization
branches out, pp. 74–81, 2004.

Paweł Liskowski and Krzysztof Krawiec. Segmenting retinal blood vessels with deep neural net-
works. IEEE transactions on medical imaging, 35(11):2369–2380, 2016.

Jingyu Liu, Jie Lian, and Yizhou Yu. Chestx-det10: chest x-ray dataset on detection of thoracic
abnormalities. arXiv preprint arXiv:2006.10550, 2020.

Bill MacCartney. Natural language inference. Stanford University, 2009.

Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predic-
tive coding. arXiv preprint arXiv:1807.03748, 2018.

R OpenAI. Gpt-4 technical report. arxiv 2303.08774. View in Article, 2(5), 2023.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic
evaluation of machine translation. In Proceedings of the 40th annual meeting of the Association
for Computational Linguistics, pp. 311–318, 2002.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.
8748–8763. PMLR, 2021.

Ekin Tiu, Ellie Talius, Pujan Patel, Curtis P Langlotz, Andrew Y Ng, and Pranav Rajpurkar. Expert-
level detection of pathologies from unannotated chest x-ray images via self-supervised learning.
Nature Biomedical Engineering, 6(12):1399–1406, 2022.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Ramakrishna Vedantam, C Lawrence Zitnick, and Devi Parikh. Cider: Consensus-based image
description evaluation. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 4566–4575, 2015.

Xiaosong Wang, Yifan Peng, Le Lu, Zhiyong Lu, Mohammadhadi Bagheri, and Ronald M Sum-
mers. Chestx-ray8: Hospital-scale chest x-ray database and benchmarks on weakly-supervised
classification and localization of common thorax diseases. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pp. 2097–2106, 2017.

Zifeng Wang, Zhenbang Wu, Dinesh Agarwal, and Jimeng Sun. Medclip: Contrastive learning from
unpaired medical images and text. arXiv preprint arXiv:2210.10163, 2022.

Chaoyi Wu, Xiaoman Zhang, Ya Zhang, Yanfeng Wang, and Weidi Xie. Medklip: Medical knowl-
edge enhanced language-image pre-training for x-ray diagnosis. In Proceedings of the IEEE/CVF
International Conference on Computer Vision, pp. 21372–21383, 2023a.

WeiLong Wu, Miao Li, Ji Wu, Ming Ni, and Huishu Yuan. Learning to generate radiology findings
from impressions based on large language model. In 2023 IEEE International Conference on Big
Data (BigData), pp. 2550–2554. IEEE, 2023b.

Ning Xie, Farley Lai, Derek Doran, and Asim Kadav. Visual entailment: A novel task for fine-
grained image understanding. arXiv preprint arXiv:1901.06706, 2019.

Yang Yang, Lin-Feng Yan, Xin Zhang, Yu Han, Hai-Yan Nan, Yu-Chuan Hu, Bo Hu, Song-Lin Yan,
Jin Zhang, Dong-Liang Cheng, et al. Glioma grading on conventional mr images: a deep learning
study with transfer learning. Frontiers in neuroscience, 12:804, 2018.

Peter Young, Alice Lai, Micah Hodosh, and Julia Hockenmaier. From image descriptions to visual
denotations: New similarity metrics for semantic inference over event descriptions. Transactions
of the Association for Computational Linguistics, 2:67–78, 2014.

Xianhua Zeng, Li Wen, Yang Xu, and Conghui Ji. Generating diagnostic report for medical image
by high-middle-level visual information incorporation on double deep learning models. Computer
methods and programs in biomedicine, 197:105700, 2020.

QL Zhang, XB Chi, and D Zhao. Early diagnosis of parkinson’s disease based on deep learning.
Computer Systems & Applications, 27:1–9, 2018.

Xiaoman Zhang, Chaoyi Wu, Ya Zhang, Weidi Xie, and Yanfeng Wang. Knowledge-enhanced
visual-language pre-training on chest radiology images. Nature Communications, 14(1):4542,
2023.

Yuhao Zhang, Hang Jiang, Yasuhide Miura, Christopher D Manning, and Curtis P Langlotz. Con-
trastive learning of medical visual representations from paired images and text. In Machine Learn-
ing for Healthcare Conference, pp. 2–25. PMLR, 2022.

A APPENDIX

A.1 DATASET

MIMIC-CXR Johnson et al. (2019) The MIMIC Chest X-ray (MIMIC-CXR) Database is a large
publicly available dataset of chest radiographs in DICOM format with free-text radiology reports.
The dataset comprises 377,110 images corresponding to 227,835 radiographic studies conducted on
65,379 patients. Each radiographic study is accompanied by a radiology report and the correspond-
ing chest X-ray image, which may be frontal or lateral views. The radiology report serves as a com-
prehensive summary provided by radiologists, encompassing various sections such as examination,
indication, impression, findings, technique, and comparison. In this study, we use MIMIC-CXR
training set for training and MIMIC-CXR test set for retrieval based report generation evaluation.
After data cleaning, the training set, test set, and validation set each contain 228,594, 3,858, and
3,018 image-text pairs, respectively. For image data, we select the frontal views of chest X-ray
image, and for text data, we select the findings and impressions sections.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Open-I Demner-Fushman et al. (2016) Open-I contains 3,955 reports and 7,470 Chest X-ray images,
which includes manual annotations for 18 different multi-label diseases. In this study, we use Open-I
for zero-shot and finetune classification evaluation.

CheXpert Irvin et al. (2019) CheXpert has 224,316 CXRs collected from 65,240 patients. The
official test set contains 500 patients annotated by a consensus of 5 board-certified radiologists:
Atelectasis, Cardiomegaly, Consolidation, Edema, and Pleural Effusion. In this study, we use the
official test set and only the above five disease labels for zero-shot classification evaluation.

ChestXray14 Wang et al. (2017) NIH ChestXray14 has 112,120 chest X-ray images with 14 disease
labels from 30,805 unique patients. The official test set released by the NIH, comprising 22,433
images, are distinctively annotated by boardcertified radiologists. In this study, we use the official
test set for zero-shot classification evaluation.

ChestXDet10 Liu et al. (2020) ChestX-Det10 is a subset of NIH ChestXray14, which is consisting
of 3543 CXRs with boxlevel annotations provided by 3 board-certified radiologists of 10 diseases.
The official test set contains 542 CXRs with 10 diseases and corresponding box-level annotations.
In this study, we use the official test set for zero-shot classification evaluation.

A.2 IMPLEMENTATION DETAILS

The fusion module employs shared weights for both ’I2T’ and ’T2I’ alignments. Images are stan-
dardized to a size of 224 × 224 pixels. We implement standard data augmentation techniques such
as random horizontal flips, random affine transformations, and color jittering. After segmented into
sentences by LLM, a random sentence capped at 97 characters selected per training cycle. The
LLM we use is Meta-Llama-3-8B-Instruct AI@Meta (2024). The Adam optimizer is utilized with a
learning rate of 5e-5. All experiments are conducted with an 80G A800 GPU.

A.3 LLM LABLE CATEGORY

In order from top to bottom, each category corresponds to 1, 2, . . . , 24 in the LLM Label set C, and
Others corresponds to 25.

Train Test
MIMIC OpenI ChestXDet10 ChestXray14 Chexpert

Atelectasis Atelectasis Atelectasis Atelectasis Atelectasis
Pleural Effusion Pleural Effusion Pleural Effusion Pleural Effusion Pleural Effusion
Pneumothorax Pneumothorax Pneumothorax Pneumothorax
Cardiomegaly Cardiomegaly Cardiomegaly Cardiomegaly
Lung Opacity Lung Opacity

Pneumonia Pneumonia Pneumonia
Pulmonary Mass Pulmonary Mass Pulmonary Mass

Edema Pulmonary Edema Pulmonary Edema Pulmonary Edema
Lung Nodule Lung Nodule Lung Nodule
Lung Infiltration Pulmonary Infiltration
Pulmonary Fibrosis Fibrosis Fibrosis
Pulmonary Emphysema Pulmonary Emphysema Pulmonary Emphisema
Pleural Thickening Pleural Thickening
Hernia Hernia

Consolidation Pulmonary Consolidation Pulmonary Consolidation Pulmonary Consolidation
Fracture Bone Fracture Bone Fracture

Enlarged Cardiomediastinum
Pleural Other
Lung Lesion

Support Devices
Abnormal Lesion
Lung Granuloma
Calcified Granuloma

Tissue Calcification
Others Others Others Others Others

Table 4: LLM Lable Category

A.4 LLM PROMPT

An example of the prompt for tagging using LLM is as follows, and detailed prompts are available
in the code repository.
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A AN EXAMPLE OF THE LLM PROMPT

1 def prompt_data(sent):
2 prompt = """
3 Assume you are an experienced radiologist. Help me identify the

correct medical condition label for the given radiology report
sentence. Below are the medical condition labels with
corresponding numbers and their medical descriptions:

4
5 1.Atelectasis: Lung tissue exhibits signs of partial or complete

atelectasis, with decreased lung volume and increased localized
radiographic density.

6 2.Pleural Effusion: There is an abnormal accumulation of fluid within the
pleural cavity, which is evident on X-ray imaging as a blunted

costophrenic angle or the presence of a fluid level.
7 3.Pneumothorax: There is evidence of free air within the thoracic cavity,

resulting in partial or complete atelectasis. This is characterized
by a retracted lung edge and an area devoid of lung markings.

8 4.Cardiomegaly: The cardiac silhouette is enlarged, indicating a size
beyond the normal range.

9 5.Opacity: A lung region demonstrates increased radiopacity, potentially
suggestive of inflammatory changes, a tumor, or hemorrhage.

10 6.Pneumonia: Patchy to diffuse lung infiltrates are observed, frequently
associated with air bronchograms.

11 7.Pulmonary Mass: A lung mass, either well-circumscribed or poorly
defined, is present, typically measuring over 3 cm in diameter.

12 8.Edema: Interstitial or alveolar fluid accumulation in the lungs is
evident, characterized by increased and indistinct lung markings, a
common finding in cardiogenic pulmonary edema.

13 9.Lung Nodule: A round or oval opacity within the lung, measuring less
than 3 cm in diameter.

14 10.Lung Infiltration: Patchy or reticular opacities are noted within the
lung tissue, suggestive of inflammatory processes or other
infiltrative conditions.

15 11.Fibrosis: Interstitial lung thickening and fibrosis are present,
exhibiting a reticular pattern and a honeycomb-like appearance on
imaging studies.

16 12.Emphysema: Overinflation of the lungs with alveolar destruction is
observed, manifesting as increased lung lucency and expanded lung
fields on the chest X-ray.

17 13.Pleural Thickening: Pleural layer thickening is evident, appearing as
broadened pleural shadows on imaging, often attributed to chronic
inflammation or fibrosis.

18 14.Hernia: Internal organ protrusion through either normal or abnormal
openings is observed; in the case of a diaphragmatic hernia, this may
present as an abnormal position and contour of the diaphragm on X-

ray imaging.
19 15.Consolidation: The lung alveoli are opacified with fluid or solid

material, manifesting as regions of increased density with indistinct
borders on imaging. the lung tissue exhibits a solidified appearance

, a common finding in cases of pneumonia.
20 16.Bone Fracture: A discontinuity within the bone structure is observed

on X-ray, characterized by a disrupted cortical bone and the presence
of fracture lines.

21 17.Enlarged Cardiomediastinum: An enlargement of the mediastinal shadow
or cardiomediastinal silhouette is noted.

22 18.Pleural Other: Other pleural abnormalities, such as pleural
calcifications or plaques, are present, exhibiting specific imaging
features that are indicative of the underlying condition.

23 19.Lung Lesion: An encompassing term for a variety of abnormal imaging
findings within the lung, encompassing nodules, masses, infiltrates,
and other anomalies.

24 20.Support Devices: Visualized on imaging are various medical devices,
including catheters, stents, prosthetic heart valves, and other
implanted or inserted medical apparatus.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

25 21.Abnormal Lesion: A non-specific term denoting any abnormal imaging
findings within the lungs, which may encompass a range of
presentations such as nodules, masses, opacities, or other anomalies.

26 22.Lung Granuloma: A small pulmonary nodule, usually measuring less than
3 cm in diameter, frequently exhibiting calcification.

27 23.Calcified Granuloma: A calcified granuloma is observed, manifesting as
a high-density nodule on imaging studies.

28 24.Tissue Calcification: Calcifications within soft tissue are noted,
appearing as areas of increased density on imaging, indicative of
calcified spots or plaques.

29 25.No Mention: None of the above symptoms are mentioned or related,
cannot exist with any other labels at the same time.

30
31 Examples:
32
33 Sentence: there is no focal consolidation pleural effusion or

pneumothorax.
34 Label: 15, 2, 3
35
36 Sentence: bilateral nodular opacities that most likely represent nipple

shadows.
37 Label: 9
38
39 Sentence: chronic deformity of the posterior left sixth and seventh ribs

are noted.
40 Label: 16
41
42 Sentence: the patient shows no signs of free air below the right

hemidiaphragm.
43 Label: 3
44
45 Sentence: the imaged upper abdomen shows no remarkable findings.
46 Label: 25
47
48 Sentence: the patient’s overall condition is normal.
49 Label: 25
50
51 Special Note:
52 If the sentence mentions a condition (whether positive or negative), use

the corresponding label.
53 If the sentence describes multiple conditions, except 25(No Mention),

output multiple labels, separated by commas ",".
54 Remember, 25(No Mention) and other labels cannot exist at the same time.
55
56 In case you forgot, let me repeat these labels:
57 1. Atelectasis
58 2. Pleural Effusion
59 3. Pneumothorax
60 4. Cardiomegaly
61 5. Opacity
62 6. Pneumonia
63 7. Pulmonary Mass
64 8. Edema
65 9. Lung Nodule
66 10. Lung Infiltration
67 11. Fibrosis
68 12. Emphysema
69 13. Pleural Thickening
70 14. Hernia
71 15. Consolidation
72 16. Bone Fracture
73 17. Enlarged Cardiomediastinum
74 18. Pleural Other
75 19. Lung Lesion
76 20. Support Devices
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77 21. Abnormal Lesion
78 22. Lung Granuloma
79 23. Calcified Granuloma
80 24. Tissue Calcification
81 25. No Mention
82
83 Now, please select the most appropriate label for the following sentence

and output only the corresponding number(s).
84 Notice: you only need to output the label (pure numbers), do not output

anything else!
85 """
86 messages = [
87 {"role": "system", "content": prompt},
88 {"role": "user", "content": sent}
89 ]
90 return messages
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