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Abstract

Transfer learning is a key component of modern machine learning, enhancing the
performance of target tasks by leveraging diverse data sources. Simultaneously,
overparameterized models such as the minimum-¢5-norm interpolator (MNI) in
high-dimensional linear regression have garnered significant attention for their
remarkable generalization capabilities, a property known as benign overfitting.
Despite their individual importance, the intersection of transfer learning and MNI
remains largely unexplored. Our research bridges this gap by proposing a novel
two-step Transfer MNI approach and analyzing its trade-offs. We characterize its
non-asymptotic excess risk and identify conditions under which it outperforms the
target-only MNI. Our analysis reveals free-lunch covariate shift regimes, where
leveraging heterogeneous data yields the benefit of knowledge transfer at limited
cost. To operationalize our findings, we develop a data-driven procedure to detect
informative sources and introduce an ensemble method incorporating multiple
informative Transfer MNIs. Finite-sample experiments demonstrate the robustness
of our methods to model and data heterogeneity, confirming their advantage.

1 Introduction

Transfer learning [49, 67, 72, 21] is a scheme that aims to improve the performance of a learning
task of interest, namely the farget task, by leveraging knowledge acquired from related, but possibly
different, source tasks. As modern datasets grow in size and heterogeneity, the seamless integration
of diverse sources of information has become increasingly critical, positioning transfer learning as a
valuable approach. Its success is particularly evident in high-dimensional regression, as there has
been a recent surge of research demonstrating its advantage in tasks including, but not limited to,
LASSO [61] and its variants [6, 34, 20, 55], generalized linear models [60, 35], and nonparametric
regression [40, 64, 38, 9].

While these transfer learning methods rely on explicit regularization [53, 17, 18] to address poor
generalization arising from overfitting in high-dimensional regimes, contemporary deep learning
methods have challenged the conventional wisdom of bias-variance trade-off framework. In particular,
certain interpolators that achieve zero training error have been found to generalize remarkably well to
unseen data, despite the absence of any explicit regularization. This surprising phenomenon of benign
overfitting [7, 8, 5, 4, 44, 54] upends the traditional notion of model capacity and generalization.
Given the prevalence of overparameterized models in modern machine learning, this stark contrast
raises an intriguing question:

Can transfer learning further enhance the impressive out-of-sample generalization
capabilities of such interpolators in high-dimensional linear regression?
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Related work. Motivated by the empirical success of overparameterized deep learning models
[70, 23, 46], a substantial body of research has sought to understand why benign overfitting occurs,
focusing on linear regression as a tractable setting for theoretical investigation. The theoretical
foundation of our research, along with that of subsequent studies, has been established by Bartlett
et al. [5], who studied the non-asymptotic excess risk of the minimum-¢;-norm interpolator
(MNI) with n < p (i.e., dimension exceeds sample size). They demonstrated that if the covariance
eigenvalues decay rapidly up to some “intrinsic” dimension £* < n (Assumption 2) and yet, the
remaining p — k* components have effective ranks (Definition 1) greater than n, then the MNI trained
on noisy data can achieve vanishing excess risk by capturing signal from the leading k* high-spectrum
components and dispersing noise over the many low-spectrum tail components, as the tails span
an “effective space” larger than the noise dimension n. In this situation, the MNI behaves similarly
to ridge regression, exhibiting the effect known as implicit regularization [28]. Hastie et al. [19]
explored the asymptotic excess risk of MNI as p/n — v € (0, 00) based on random matrix theory
[2], and Tsigler and Bartlett [62] extended this ridgeless interpolator to benign overfitting in ridge
regression. Zhou et al. [71] and Koehler et al. [29] interpreted the benign overfitting of MNI under
the lens of uniform convergence. Also, Muthukumar et al. [45] popularized the notion of harmless
interpolation, demonstrating that under certain conditions, the MNI trained on noisy data does not
severely degrade generalization, as estimation variance vanishes with increasing p/n.

In parallel, distribution shift in transfer learning for regression has been characterized by the two
main pillars: (1) model shift, where the conditional distribution of response given covariates differs
between the target and source tasks; (2) covariate shift, where the marginal distribution of covariates
varies. Wang and Schneider [66] established a generalization bound under model shift, provided that
the shift is smooth conditional on covariates. Recently, Tahir et al. [57] quantified model shift in
high-dimensional regression by the cosine similarity between target and source model coefficients,
showing that transfer performance depends critically on this alignment. Covariate shift has been
studied along several lines, such as minimax risk formulations [32] and importance weighting [12],
among others. Recent analyses of linear models under model and covariate shifts have examined
optimal ridge regularization parameter, which can be negative [50].

Despite the potential significance of the aforementioned question, its exploration within transfer
learning for MNIs remains severely limited. Mallinar et al. [42] studied an out-of-distribution
(O0D) [39] settingl, where the MNI is trained exclusively on source (in-distribution, ID) data and
tested on the target distribution. They provided conditions where a beneficial covariate shift yields
lower OOD risk than ID risk, focusing on shifts in the eigenvalues of spiked covariances [24] and
degree of overparameterization. However, their approach does not use target samples during training,
even though at least limited target data are often available. In contrast, Wu et al. [69] proposed an
online stochastic gradient descent (SGD)? algorithm pre-trained with the source and then fine-
tuned on the target, encompassing OOD settings by allowing no fine-tuning. They showed that
pre-training with O(n?) can be comparable to n-target-supervised learning under certain covariate
shifts. Despite using target data, their work, like Mallinar et al. [42], did not examine model shift,
and its experiments are primarily focused on underparameterized regimes. Notably, Song et al. [56]
developed the pooled-MNI, explicitly accounting for model shift. They derived its non-asymptotic
excess risk and proposed a data-driven estimate for the optimal target sample size under model shift.
However, pooling multiple sources can be susceptible to distribution shifts, as shown in our numerical
evaluations (Section 5). Additional literature review is deferred to Appendix A, which discusses
minimum-norm interpolators beyond the Euclidean norm.

Summary of contributions. Our study bridges the gap by investigating how transfer learning can
enhance the generalization of target-only MNI through a novel knowledge transfer scheme. The main
contributions are as follows.

* We propose a novel two-step Transfer MNI: pre-train a source-only MNI and then fine-tune it
by interpolating target data while “staying close” to the pre-trained model. Under model shift
with isotropic covariates, we identify when Transfer MNI outperforms target-only MNI, specify
the optimal transfer size, and quantify the maximal improvement in excess risk. We provide
non-asymptotic excess risk bounds under both model and covariate shifts when each single-task

!Concurrently with our work, Tang et al. [59] analyze OOD generalization of ridge regression and MNI and
show that principal component regression can attain a faster convergence rate under certain conditions.
2SGD initialized at zero with suitable learning rates is implicitly biased toward the MNI [68].



MNI is benignly overfitted. We further uncover free-lunch covariate shifts that alleviate the cost
of knowledge transfer while preserving its generalization gain for Transfer MNI.

* Based on a data-driven procedure for detecting informative sources inducing positive transfer, we
propose an ensemble method aggregating multiple informative Transfer MNIs with data-adaptive
weights determined by source informativeness.

* Finite-sample experiments demonstrate robustness to distribution shifts and superior performance
over transfer baselines, including the pooled-MNI [56] and SGD-based transfer [69], thereby
confirming the empirical advantage of our approach under overparameterization.

Notation. Bold upper- (e.g., M and A) and lower-case (e.g., v and 3) letters denote matrices
and vectors, respectively, with | M|| and ||v|| denoting the operator and ¢3-norms. For @ € N,
define the sets [@Q] := {1,2,...,Q} and [Q]o := {0,1,2,...,Q}. Write a V b := max(a,b) and
a A'b:=min(a,b). For z > 0, let |z | denote the floor function of x. Denote by 1(A) the indicator
function of an event A. For sequences {a, }nen and {by, }nen, write a, = O(by), an S by, or

~

by, 2 ay if |a,/b,| < c for some constant ¢ > 0 and all sufficiently large n; write a,, =< b, if
an = O(by,) and b,, = O(ay,); write a, = o(by), an K by, or by, > ay, if |a, /b, — 0asn — oco.

2 Preliminaries

Task setup. Consider an overparameterized linear regression setting involving one target task and

Q@ source tasks. We have access to the training datasets {(X (%), y(Q))}?ZO, each with n, samples
of p-dimensional covariate generated from the following well-specified linear model, with ¢ = 0
corresponding to the target:

y@ = X080 @) ¢ [Qlo- (€))

Here, y(9 € R" is the response vector; X(?) € R™*? is the design matrix with i-th row (sample)

xl(.q) c RP; ﬁ(q) € RP is the fixed model coefficient; €@ ¢ R is the random noise. Provided
ng < p, the MNI trained on each dataset is uniquely given by

39 .= arg mingeg. { 8] : X8 = y@} = X(q)T(X(@X(q)T)Ty(q)’ o))

where MT € R4X™ denotes the Moore—Penrose inverse [51] of Ml € R™*%; Appendix C.1 provides
a proof of its uniqueness and minimality in ¢s-norm. The MNIs EAI(V?) and Bl(f ) correspond to our
target and (g-th) source tasks, respectively.
Distribution shift. For well-specified linear models, model shift is attributed to the model contrast
[34] defined as

6@ .=p@_g0)  4e [Q].
On the other hand, covariate shift is characterized by discrepancies in the covariance structure
Y = Exx'. While Kausik et al. [27], LeJeune et al. [33], Mallinar et al. [42] assumed simultaneous
diagonalizability, which gives spectral decompositions (0 = VAV T and (@) = VA@VT
for some common orthogonal matrix V- € RP*P_ Assumption 1 and our numerical studies (Section 5)
do not necessarily impose such a shared eigenbasis.

In Assumptions 1 and 2 and Definitions 1 and 2, the index ¢ applies for all ¢ € [Q]o.

Assumption 1. Let the design matrices X := {X(Q)}QQZO and random noises £ = {e(q)}qQZO be
mutually independent, and the following holds.

o Each design is of the form X0 = Z(q)(E(Q))l/z, where the rows of Z(9 € R™*P gre i.i.d. v,-
sub-Gaussian vectors® with i.i.d. mean-zero, unit-variance components, and (0 € RP*P js
deterministic, symmetric positive definite with eigenvalues /\gq) > /\g‘” >...> )\éq) > 0.

* Each | 2©)(Z(9)=1|| is bounded above by a universal constant Cyqy > 0 with Cyg0) = 1.

o Each noise €9 has i.i.d. mean-zero components with finite variance 05 > 0.

3A random vector z € R” is v-sub-Gaussian if for any fixed unit vector u € R?, the random variable u ' z is
v-sub-Gaussian (with variance proxy v°), i.e., E [exp (tu' (z — Ez))] < exp (t*v*/2) forall t € R.



The sub-Gaussianity of covariates is standard in recent transfer learning research [32, 12, 42, 20].
When () and (@) are simultaneously diagonalizable, the condition || () (32(@)~1|| = O(1)

reduces to upper-bounded spectral ratios, i.e., max;¢[p )\5.0) / )\;q) = O(1), as in the multiplicative
spectral shift in Mallinar et al. [42]. Lastly, a finite second moment of the noise suffices as the
formulation of mean squared loss in (5) only requires that each Ee(@ (@ T is well-defined.

Effective ranks. We additionally introduce the key condition underpinning the benign overfitting of
MNI, characterized by the effective ranks [30, 5] of (@),

Definition 1. If /\,(ﬁzl > 0 for k > 0, the effective ranks of 29 are defined as

(9) (@))2

Ej>k >‘j Rk(E(Q)) — (Zj>k )‘j )

. =
N Yo (A7)

Assumption 2. There exists universal constants bq, cq > 1 such that the minimal index

Tk(E(Q)) =

q

k* := min {k >0: rk(E(q)) > bqnq}
is well-defined with 0 < kj < ng/cq.
Under Assumption 2, Bartlett et al. [5] formalized the benign overfitting of MNI as follows.

Definition 2. The single-task MNI BIE,?) with covariance 29 and ng < p is benign if

»(9) k*
m L( ) = lim < = lim _ Mo
ng—oo Ng ng—00 Ny ng—0o00 Rk;‘; (2(‘1))

3 Single-Source Transfer Task and Out-of-Sample Generalization

We propose a single-source transfer method in the form of late-fusion [56], where the g-th source task
is learned independently and then integrated with the target task. In the first step, we pre-train the
g-th source-only MNI BIE,? ). The two-step Transfer MNI (TM) [:}(T(fv)l then fine-tunes by interpolating
the target dataset while minimizing the Euclidean distance from the pre-trained ,él(f); that is,

B = argming g, {18 - B[ : XV 8=y}, qe[qQ].

The TM estimate admits the following interpretable decomposition structure that clarifies the knowl-
edge transfer mechanism (see Appendix C.2 for the derivation):

3(q) 3(0) 0)\ 4(2)

o= Bu + (L-H?)EY . 3)
~~~ ~~~ | S ——
transfer task  target task  Jate-fusion knowledge transfer

Here, H@ = X(@T (X(q)X(q)T)TX(q) denotes the orthogonal projection onto the design row

space g := span{xEQ)}ZZl for ¢ € [Q]o; conversely, I, — H(?) is the orthogonal projection onto the

null space S such that R” = S, ® S;". Denoting by (v)s, = H®v and (v)s: = (I, - H®)v
the projections of a vector v € RP onto the target row and null spaces respectively, we obtain

(B, =B, (Bif)gs = (L, —HO)EP. @)

That is, the fine-tuning step for TM retains target-learned signal in the span of n( target samples
(i.e., Sp) where benign overfitting ensures high prediction accuracy for the target-only MNI, while

transferring source information only into the null space Si- where the target samples provide no
information with ( A(O)) =0

M Sé‘ P
Given this “retain-plus-transfer” mechanism exhibited by TM, we next analyze its generalization
behaviors by comparing the excess risks of target and transfer tasks. Suppose we are given an
out-of-sample target instance xo € R”. The excess risk of an estimate 3 = (X', £) measured on the
target distribution is defined by the following conditional mean squared loss:

R(B) i= Boxe) | (x0 B—x] BY)” | X] =Ee (8- B9) = (8-89) | ¥]. )



The canonical bias-variance decomposition shows that the excess risk is the sum of the (squared) bias

B and variance V, i.e., R(8) = B(8) + V(B). The bias B and variance V) of the target-only
MNI are obtained by Hastie et al. [19] as follows:

2

BY .= gOTIOgO PO Z—zTr(E(O)TE(O)), 6)
where we write TI(©) := (I, — H©)2©)/(I, — H) and 32(9) := (1/n,)X@T X for ¢ € [Q]o.
The following lemma extends the bias-variance decomposition to our proposed TM estimate.

Lemma 1. Under the mutual independence and mean-zero condition of (X, £) in Assumption 1, the

excess risk of the TM estimate is the sum of bias B&Q and variance V&ZZ such that

Bé‘ﬁ = ﬂ(O)T(Ip _ H(q))H(O) (1, — H(Q))ﬂ(o) +6@THOITOH@D§W@
— 95§ @TH@OITO (I, — H(Q))B(O),

2
V) = %Tr(ﬁ)(qﬁn(o)) +0,

q

=: Vq(_q) (variance inflation)

Remark 1 (Bias reduction versus variance inflation). The variance inflation VT(Q) in Lemma 1 is

positive almost surely, so the knowledge transfer always requires a higher variance as its cost. If

&‘ﬁ reduces its estimation bias enough to outweigh the variance inflation, it attains a lower excess

risk than the target-only MNI, referred to as positive transfer.

3.1 Model Shift under Isotropic Covariates

We analyze the effect of model shift under the isotropic case where X£(0) = X(9) = I,,. Although not
“benign,” this case ensures at least a “harmless” [45] performance for the single-task MNI, making it
a worthwhile subject of investigation. In addition, our analysis provides an important insight: the
dynamics between bias reduction and variance inflation (Remark 1) is determined by the interplay
among p, n,, shift-to-signal ratio (SSR), and signal-to-noise ratio (SNR), where SSR and SNR are
defined for each ¢-th source as

1B

_ IS9P o s, - 0
- ||,6(0)||2 — Y% q 0_3 > 9 qe [Q]a

SSR, :

provided 3 # 0,,.

Theorem 1. Under Assumption 1, and further assuming that (Z(O), ZD) have i.id. standard
Gaussian entries with p > (ng + 1) V (ny + 1) and £ = 29 = 1, the expected bias and
variance (expectation over X ) of the target-only MNI and TM estimate are as follows:

— N — N —n n
ExBY) = L2002, meBl) = B0 (Bl g0 4 Dygo2),
p p p p
2 2
(0) _ 95M0 (0) _ (p - ”0) Tq¢"q (0)
ExVy = — 22— ExVid) = +ExVy .
X VM p— (nO T 1) X V™ D p— (nq T 1) X VM

_ ]Exvgn

From Theorem 1, we observe a trade-off between p and n,. If || 3(?|| > [|6(?||, increasing n,, further
reduces the bias of TM. An increase in p mitigates the variance inflation, but only at the expense of
compromising this bias reduction effect. Based on Theorem 1, we formalize the regime where TM is
expected to outperform the target-only MNI and specify the optimal transfer size maximizing the
improvement in expected excess risk [E XRI(\?) —E XR(T‘L)I.

Corollary 1. Under the setup in Theorem 1, the TM estimate satisfies

p

ExRY <ExR{ <= SSR,<1 and SNR,(1—SSR,) > Py



The improvement in expected excess risk A(ng) :=E XR&,? ) _E XR(qu\)d as a function of n is strictly

concave onng € [1,p — 1). If and only if SSR; < 1 and SNR4(1 — SSRy) > 1(71511_2)12 the optimal

transfer size n; maximizing A(ng) exists and equals ny, = p — 1 — % el,p-1),

*\2 _
with A(n}) = (p_pn") <(nq)pg;,f)SRq)> 18| > 0 being the maximal improvement.

In Corollary 1, negative transfer occurs when model shift dominates the signal with SSR, > 1. The
improvement A(n,) strictly increases in nq up to the optimal threshold n} but strictly decreases
for ng > ng; that is, transferring more source samples helps only up to ny, and beyond ng, it
always degrades the efficacy of knowledge transfer. While Song et al. [56] also investigated the
same isotropic Gaussian setting under model shift, only Corollary 1 provides necessary and sufficient
conditions for positive transfer and identifies the maximal improvement A (7).

3.2 Convergence under Benign Covariates

Taking both model and covariate shifts into account, we now consider general sub-Gaussian covariates
satisfying Assumption 2 and analyze non-asymptotic excess risk bounds and their implication.

Theorem 2. Let Assumptions I and 2 hold. For each q € [Q]o and any t > log(2), define
To(z(q)) +t To(z(q))+t

k* n
t) == T, =24+ —2L—.
lqu( ) g + g ) q ng + Rk;(E(Q))

With probability at least 1 — 2e % and 1 — 4e~" respectively, the biases are bounded above by
0
BY S wo@)=18]2,
B < domIE Q8% + 144 (n)Cxo | Z 1B |12

Furthermore, there exist universal constants cy,cq > 1 such that with probability at least 1 —
Te~"a/% — 2e~¢, the variance inflation of the TM estimate is bounded above by

-1
Vi S op (O (A) =,
and with probability at least 1 — 10e="°/<0, the excess risk of the TM estimate is bounded below by
R’(I‘%\)l 2 03T07

where VI&O) = 02 on the same high-probability event lower-bounding R(quv)l.

The bias dynamics in Theorem 2 mirrors that in the isotropic case. If ro(2(?)) < ng, which is

sufficient for a vanishing target-only bias, and 7(X(?)) =< ro(2(@), B9 also vanishes. Moreover,
it can achieve a faster convergence if || §(? |2 < [|3(?||? and ng < n,. As for variance, the target-
and source-only variances are within a constant factor of Y and T, respectively (see Corollary 3 in
Appendix), and hence the terms vanish when each single-task is benign. The upper bound on VT(q)
is a product of the two “benign” terms T, and vy and the reciprocal of eigenvalue that reflects the
lack of simultaneous diagonalizability in Assumption 1. While the reciprocal may loosen the bound,
our numerical experiments (Section 5) show rapid decay in variances as p > ng V n,. Exploring a
tractable covariance structure to refine this bound is left for future work. Finally, the lower bound on

R(Tq& follows from Lemma 1, where the TM variance is no smaller than the target-only variance; the
bias reduction effect cannot further improve the lower bound.

3.3 Free-Lunch Covariate Shift

In light of the invariance of spectral decay rates to uniform upscaling, we propose a type of covariate
shift that yields a lower TM excess risk than without any covariate shift. To proceed, define the
following minimal index for 3(©) satisfying Assumption 1, which is always well-defined:

7* = min {k <p: A9 = Agf’)}. %)

We may expect 7* ~ kg for some benign covariance structures, where £ is as specified in Assumption
2 for 2(9); the beginning of Appendix C.7 illustrates a case where 7* < p and 7% < ng indeed.



Corollary 2 (Free-lunch covariate shift). For each q € [Q)o, let the spectral decomposition of ()
be B = VWADV@DT ywhere V(@ ¢ RPXP js orthogonal and A9 = Diag()\( 9 .,)\](gq)).

Sup(pose AD = oA for some o > 1, and under (A), the leading T elgenvector pairs in
() align; under (B), eigenvector pairs fully align with V(@ = V() je 30 = o3(0),

Compared to the homogeneous case £(0 = X0 the following holds for each covariate shift case:

(A) The upper bound on B&‘ﬁ remains identical up to a constant factor independent of o, while the
upper bound on VT(q) is multiplied by ™! (i.e., reduced by a factor of o).

(B) The exact bias remains identical, while the exact variance inflation is multiplied by o'

The covariate shift (A) in Corollary 2 shows that as long as each )\;q) is uniformly upscaled from /\(0)

>

preserving their decay rates, any misalignment in “noisy” eigendirections between (%) and E( )
beyond the leading 7* high-signal components does not affect the convergence rate of bias, while
still promoting faster convergence in variance inflation. With all p > 7* eigenvector pairs aligning
between X(?) and X(9), covariate shift (B) offers a greater advantage than (A) by specifying the exact
impact on the bias and variance inflation, rather than on their upper bounds.

Remark 2 (Relaxed free-lunch condition). The 7*-alignment condition for (A) in Corollary 2 can be
relaxed: even if not all of leading T* source eigenvectors align with the target counterparts, we can
still achieve the same free-lunch effect as in (A) whenever

IVE) = VI2 S A2/,

where Vgi) e RPX™" (resp. Viq*) € RPX7") comprises the leading T* eigenvectors in VO (resp.
V(D) as specified in Corollary 2.

4 Informative Multi-Source Transfer Task

In this section, we propose a transfer task that incorporates multiple sources identified as informative,
those that induce positive transfer. The index set of informative sources is given by

7:={gel@: R -RY <0}, @®)

which, however, is unknown in practice. Hence, it is of crucial interest in transfer learning to develop
a data-driven procedure for detecting informative sources. Inspired by Tian and Feng [60], we utilize
the K -fold cross-validation (CV) [1] to detect source transferability by comparing a “proxy” of
excess risks.

First, partition the target dataset into K folds of equal size, each denoted by (X(O)[k] , y(o)[k}) for
k € [K]; a common choice suggests K = 5 [17]. At each training step, we use the left-out folds
(XK yO=H) .= (X O] yOF)E A\ (XOH v O] t0 train an estimate 31+ and then
evaluate the squared loss on the k-th fold given by

£IH(B1H) .= /KHy X O |2,
n

We repeat this across all K folds to obtain the terminal CV loss L( 3) = S LE(BR) /K
which estimates the prediction risk R(ﬁ) + o2. We then estimate the oracle set (8) by

Z:={qe(Q: L(8%) - L(8Y) < D}, ©)

with some detection threshold D(©) > 0 to be specified later that depends on the target CV loss.

If 7 is non- empty, we train the TM estimate ,@TM for each i € 7 and form a weighted linear
combination of ,BTM Each weight w; is initialized by the inverse of the CV loss L( ) and then
normalized so that ZZ 7 Wi = 1, which serves as a data-adaptive measure of source informativeness.
This allows us to leverage |f | sources for knowledge transfer, which we name Informative-Weighted
Transfer MNI (WTM). The entire procedure, from detecting informative sources to computing the
WTM estimate, is outlined in Algorithm 1 (Appendix D), specifying D©) in the set (9).



5 Numerical Experiments

We evaluate the finite-sample performance of our proposed TM and WTM estimates by comparing
them to the target-only MNI as a baseline. For the WTM estimate, we set K = 5and g = 1/2 in
Algorithm 1. Additionally, we test the pooled-MNI (PM) proposed by Song et al. [56] as a benchmark
transfer task, which has an analytical solution:

BPM = arg minﬁem{ 131 XD3 =y vge [Q]g}.

To consider a fine-tuning-based benchmark, we also test SGD, [69] each pre-trained with the g-th
source, adjusting the initial learning rate from their sourcecode to ensure convergence.

Each setup is replicated over 50 independent simulations, and the average excess risk over the 50
simulations is plotted against each value of p € {300,400, ...,1000}. The mutually independent
noise has i.i.d. mean-zero Gaussian components with common variance o> = 1. We adopt the para-

metric configurations described below to simulate distribution shifts. Since only {(Z (%), e(q))}qQ:O in
Assumption 1 are subject to randomness in our setup, all other parameters are generated with a fixed
seed across the 50 simulations to ensure their deterministic nature; see Appendix F.1 for details.

Model shift. Let 3©) = §'/2u(® and §? = (SSR, - S)'/?u(® for S > 0 and ¢ € [Q], where
each u(? is randomly generated from the p-dimensional unit sphere SP~! without any structural
assumption on the coefficients, e.g., sparsity. We write SSR = (SSR4, SSRs, ..., SSRg).

Covariate shift. Let X(?) = Z(9)(x(9))/2 where {z(q)}quo are mutually independent and have
i.i.d. standard Gaussian entries. In Section 5.1 with @) = 3 sources, the “benign” spectral matrices

A@ = Diag(A”,..., A[") are as follows: A'”) = 15;~ 1 log ™" (Lg”e); A = 15577 AP =

1462 —26 cos (jﬂ'/(p+1))

1462 —20 cos (Tr/(p+1))
B=3/2,v=0=1/2, and ¢ = 10~°. While we always fix the target covariance diagonal so that
>0 = A under covariate shift, we assign for each source covariance the spectral decomposition
(@) = V@WA@V@T where {V(q)}gz1 are independently sampled from the orthogonal group
0, ={Q eRP*?:Q"'Q =QQ" =1,}. By doing so, we test the robustness of our methods
to covariate shift without simultaneous diagonalizability, as discussed prior to Assumption 1. We
evaluate the effect of free-lunch covariate shift (Corollary 2) by adjusting the source covariances by
V@ (aA@D)V@T with o > 1, so we do not alter any source eigendirection to align with the target.
In Section 5.2, we set Q = 2 and (© = (1) = 3() = 1, and under free-lunch covariate shift,
=M = %3 = oI, witha > 1.

15~ (1+oa(n2) /n2). )\;3) =15|1(j = 1) +1(j > 1) } where we set 4

5.1 Benign Overfitting Experiments
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Figure 1: We ng = 25 and ny = no = ng = 75 for overfitting with S = 500. Figures (b) and (c)
incorporate covariate shifts as detailed, with (c) additionally benefiting from the “free-lunch” effect.

*According to Bartlett et al. [5], A(®) and A™") are benign if and only if 8 > 1 and v € (0,1), and A®) s
benign if and only if < 1, p > ng3, and pe K ns.



While ,Cf)’PM can outperform our estimates when it only learns source data without any distribution shift
from the target (see Appendix E.1), the aggregate impact of distribution shifts for BPM is catastrophic
throughout Fig. 1. On the contrary, in Fig. 1.(a), each Bé@l remains robust, outperforming the target-
only MNI even under severe model shift (SSR = 0.6). Notably, the ensemble BWTM outperforms

each individual B&fﬁ, validating our data-adaptive weighting scheme based on CV losses.

Figures 1.(b) and 1.(c) additionally introduce covariate shift in the broadest sense, as not only the
spectrum of each (%) differs from that of X(%), but also all eigenvectors of 3(9) arbitrarily misalign
with those of 3(©). As a result, Bﬁ){ evidently suffers negative transfer in Fig. 1.(b); nevertheless,
Bwrw efficiently leverages only informative TM estimates by filtering out ,6&31\2, consistently outper-

forming all competitors. When the free-lunch factor o > 1 is additionally applied in Fig. 1.(c), BS’Q

achieves significantly faster convergence and now performs comparably to the target-only MNI.
5.2 Harmless Interpolation Experiments

—a - Baseline —e— TM1 T™M2 —o— WTM =—A - PM SGD1 =+ - SGD2
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Figure 2: We set ng = ny = 50, and no = |nj |, the optimal transfer size for ,éﬁ)l with S = 10.
Figure (c) adjusts n% in Corollary 1 via the modified signal-to-noise ratio SNR,, := «||3(? || /o2,
which allows Bﬁi to leverage even more source samples than the original [n} | in (a) and (b).

In Fig. 2, the target-only MNI with isotropic covariance demonstrates harmless interpolation [45],
with its excess risk steadily converging to [|3(?)||> = 10. Therefore, the primary evaluation is
whether each transfer task can prevent, or at least delay, its excess risk from converging to 10. In
Fig. 2.(a), despite considerable model shift (SSR = 0.4) and a sub-optimal transfer size, BQ& slightly
outperforms ﬁﬁ? ). While ﬁpM and SGD» eventually surpass the baseline as p grows, they still lag
behind Bﬁi by a significant margin. Notably, even though [:}(Tllv)l performs worse than Bﬁi (while still
inducing positive transfer), their ensemble BWTM substantially further reduces the excess risk.

Our methods benefit from the free-lunch covariate shift in Fig. 2.(b). However, in this scenario, the
transfer size | n3 | is no longer optimal because the variance inflation of TM is reduced by a factor of «,
essentially reducing the source noise level from 03 = o2 to 05 = 02 /a. Thus, transferring even more

than |n} | samples becomes advantageous. Taking this into account, we use SNR,, := «||3(?||? /o2,
which results in a new optimal transfer size that depends on SNR,, and is larger than |n} | used in
Fig. 2.(a)-(b). By incorporating this new optimum, B&i} and BWTM in Fig. 2.(c) further outperform
their counterparts in Fig. 2.(b). We present in Appendix E.2 additional experiment results under model
shift with isotropic covariates, where the target sample size n is optimized for BPM as identified by
Song et al. [56]. To enhance the clarity of plotted figures, we separately report in Appendix F.2 the
empirical mean and standard deviation of excess risks computed over the 50 independent simulations.

6 Conclusion and Future Work

We propose a novel two-step Transfer MNI and a data-adaptive ensemble aggregating multiple
informative Transfer MNIs. These methods address the posed question highlighting the underexplored
nature of transfer learning for MNIs, supported by both theoretical characterizations and numerical



validations under various distribution shift conditions. We further identify free-lunch covariate
shift regimes for Transfer MNI where the trade-off between bias reduction and variance inflation is
neutralized, allowing us to “cherry-pick” the benefit of knowledge transfer at limited cost.

Consistency of informative source detection. Beyond the scope of this paper, we aim to provide
a theoretical foundation for the empirical success of the WTM estimate prominently demonstrated
throughout our experiments. Specifically, we aim to establish the consistency of informative source

detection via cross-validation in Algorithm 1 by proving that the event 7 = 7 holds with high

probability, where Z is the oracle set in (8) and Z is its CV-driven estimate in (9). This agenda
connects to the literature on source transferability detection, a pivotal aspect of transfer learning
research. While classification settings are well studied [3, 47, 58, 22], less is known for regression.
Recently, Nguyen et al. [48] introduced linear MSE as a regression transferability metric, and Tian and
Feng [60] established cross-validation consistency for transfer generalized linear models. However,
both analyses rely on explicit regularization, whereas our setting features benign overfitting with
implicit regularization. Establishing consistency of transferability detection in this regime remains
open and would meaningfully advance the relevant literature.

Extension to minimum-RKHS-norm interpolator. Another promising direction is to analyze the
extension of Transfer MNI from finite-dimensional linear regression to nonlinear, infinite-dimensional
regression in a reproducing kernel Hilbert space (RKHS) [53] via the minimum-RKHS-norm in-
terpolator, including both fixed kernels and network-induced kernels such as the Neural Tangent
Kernel (NTK) [23]. A rich literature has explored benign overfitting in single-task cases; see Ap-
pendix A for a detailed review. However, to the best of our knowledge, transfer learning for the
minimum-RKHS-norm interpolator beyond OOD settings still remains underexplored.

For the RKHS H = Hx associated with a positive semi-definite kernel K : X x X — R and

norm || - ||, let 79 and £9 be the minimum-RKHS-norm interpolators trained on the target and

g-th source datasets, respectively; their analytical forms with empirical kernel (Gram) matrices
K@ ¢ R™*" for q € [Q]o are well-known, where the (7, j)-th entry is KE;I) = K(XEQ), XSQ)).
This naturally motivates the RKHS analogue of Transfer MNI:

) = angmingep {[1£ = A0 1) =, vie o]} a €@l

#(q)

i.e., fru interpolates the target dataset {(XEO) (0))}7-”"

» Ui i=
from the pre-trained fl\(,lq). With the target evaluation operator Ey : H — R™ and its adjoint
E; : R™ — 7{ such that (Eof); = f(x\"), BoE; = K©, and fiY) = E;KOty©, the
projection operator Py onto the target-induced span Sy 3; := span{K (~,x§0))}?:°1 is given by
Py = ESK(O)TEO. The operator acts as the RKHS counterpart to the projection matrix H(®) for

linear regression in that Py = Py and PO2 = Py (i.e., self-adjoint and idempotent). Hence, the
analytical form of Transfer MNI in Equation (3) systematically extends to provide the unique closed

form of fé‘g} :

; while minimizing the RKHS-norm distance

) = 1O+ (I — Po) A2,
where [ is the identity operator. Indeed, the RKHS TM estimate f£§2 fully inherits the “retain-plus-
transfer” mechanism in (4): it matches fl&o ) on So,7¢ and the fine-tuning step transfers knowledge
learned by flslq) only into the complement space, i.e., (I — Fy) fla) _ (I — Py) fl&q).

Given the above formulation, it arises as an important direction to analyze the generalization gains
of RKHS Transfer MNI with respect to factors that govern benign overfitting in an RKHS-such as
the ground truth function class, kernel type, ambient input dimension, and sample size-as well as
distribution shifts in the ground truth function and covariates between target and source tasks. We
anticipate that our proposed scheme can serve as a versatile baseline for further studies on transfer
learning with implicitly regularized minimum-norm interpolators that span a broad class of norms
and, on a separate axis, extend beyond linear models, encompassing fixed RKHS kernels, NTK-type
network-induced kernels, and data-adaptive kernels from deep representation learning.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract accurately reflects the paper’s scope by clearly stating its focus on
transfer learning for benignly overfitted MNI in high-dimensional regression. It outlines the
main contributions, including theoretical analysis under distribution shifts, an informative
source selection algorithm, and empirical validation, without overstating the generality of
the results.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses limitations in Section 6, particularly noting the lack of
theoretical consistency guarantees for the proposed informative source detection algorithm.
The authors also suggest that bridging this gap presents an opportunity for novel theoret-
ical advancement, demonstrating awareness of the scope and current limitations of their
contribution.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical results stated in the main manuscript, including Lemmas,
Theorems, and Corollaries, are accompanied by complete proofs provided in Appendix.
Additionally, all assumptions are clearly stated, and preliminary lemmas are presented with
appropriate citations in Appendix before the main proofs.

4. Experimental result reproducibility
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Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides full details necessary to reproduce the main experimental
results, including synthetic data generation process specified in Section 5 and Appendix
F.1. Additionally, the authors release anonymized R sourcecodes at submission time that
reproduce all figures in the paper to ensure the transparency and reproducibility of the
empirical claims.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The authors release anonymized R sourcecodes at submission time to repro-
duce all reported figures. Each sourcecode script includes clearly written comments and
instructions.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The authors specify in Section 5, Appendix E, and Appendix F all necessary
training and testing details, including data generation process, sample sizes, dimensionality,
evaluation metrics, and the value of hyperparameter in Algorithm 1.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: To enhance the visual clarity of the reported figures, the authors separately
report in Appendix F.2 the mean and standard deviation of 50 excess risk values computed
across independent simulation runs.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The authors specify in Appendix F the computational resources used and
preliminary simulations conducted prior to the finalized experimental results reported in the

paper.

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research fully conforms to the NeurIPS Code of Ethics. The authors
maintain anonymity throughout the submission process and in the released sourcecodes, and
there is no ethical concern related to data usage, experimentation, or potential societal harm.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer:

Justification: While the authors expect their work to contribute to the theoretical development
of transfer learning under benign overfitting, they do not foresee any direct societal impact
at the time of submission. As the paper focuses on foundational methodology without
immediate application to real-world systems, the answer is appropriately marked as

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The authors release anonymized R sourcecodes at submission time to repro-
duce all reported figures. Each sourcecode script includes clearly written comments and
instructions.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
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A Additional Literature Review

Minimum-/,,-norm interpolators with p # 2. For the minimum-/;-norm interpolator, i.e., Basis
Pursuit (BP) [11], its consistency hinges on the ambient input dimension d, sample size n, and
model sparsity level s. Li and Wei [36] analyzed the asymptotic excess risk as d/n — v € (0, c0)
with isotropic design and linear sparsity, illustrating multiple descent phases with increasing degree
of overparameterization. Wang et al. [65] demonstrated matching excess risk bounds of order
02 /log(d/n) for noisy BP with isotropic design and noise variance o2, provided s < n/log(d/n)?
and n < d < exp(n'/®). Complementary to these results, Donhauser et al. [15] showed an
interpolation-specific bias-variance tension across £,,: interpolation achieves fast polynomial rates
near 1/n for p > 1, but only logarithmic rates for p = 1. As an instructive counterpoint for BP,
Chatterji and Long [10] proved lower bounds under Gaussian design, showing that the excess risk
of BP can converge exponentially more slowly than that of the minimum-/5-norm interpolator even
when the ground truth is sparse.

A separate, algorithm-agnostic line controls the population error of any interpolator via uniform
convergence: Koehler et al. [29] analyzed generalization in terms of Gaussian width and, instantiating
the result on the ¢; simplex, obtained BP consistency. Beyond Hilbert-focused arguments, Chinot
et al. [13] developed a robustness framework for minimum-norm interpolators with potentially
adversarial errors, where their bounds track localized complexity, the norm of interpolated noise, and
the subdifferential at the ground truth. Finally, Kur et al. [31] placed minimum-norm interpolators in
general Banach spaces: under 2-uniform convexity, the bias is controlled by Gaussian complexity,
while under cotype 2, they established a reverse Efron—Stein variance lower bound and sharpness of
¢, regression with p € [1,2].

Minimum-RKHS-norm interpolator. Within a reproducing kernel Hilbert space (RKHS) [53],
a line of recent works has examined when the minimum-RKHS-norm interpolator, often called
kernel ridgeless regression (KRR)?, generalizes well. Liang and Rakhlin [37] attributed implicit
regularization in an RKHS to high input dimension, kernel curvature, and favorable spectral decays
and provided out-of-sample guarantees under such conditions.

In fixed dimension, interpolation can fundamentally fail: Rakhlin and Zhai [52] showed that Laplace-
kernel-based KRR is inconsistent for any bandwidth selection, making consistency a high-dimensional
phenomenon. Refining this fixed-d paradigm, Haas et al. [16] proved that for “smooth” kernels,
benign overfitting is impossible in fixed d, yet “spiky-smooth” kernels (with large derivatives) can
achieve rate-optimal benign overfitting; they further transferred the mechanism to wide networks
by modifying activations. For the widely used Gaussian kernel, Medvedev et al. [43] showed that
in fixed d, KRR is never consistent even when the bandwidth is tuned and, with sufficiently large
noise, is often worse than the null predictor; with increasing d, they tracked transitions among benign,
tempered, and catastrophic regimes, where a sub-polynomial-d example typically exhibits benign
overfitting.

In high-dimensional regimes, Donhauser et al. [14] identified a structural barrier for a broad class of
rotationally invariant kernels (RBF, inner product, and fully connected NTKs): KRR is consistent
only for low-degree polynomial targets, so spectral decay alone does not guarantee benign overfitting.
Finally, Mallinar et al. [41] proposed a unifying taxonomy of benign, tempered, and catastrophic
overfitting linked to the kernel eigenspectrum and ridge regularization parameter \ > 0: overfitting
is benign with a positive A > 0, whereas for KRR with A = 0, it depends on spectral decay rates;
Laplace kernels and ReLU NTKs typically lay in the tempered regime.

*While the acronym KRR often refers to kernel ridge regression with a regularization parameter A > 0 in the
literature, we use KRR to denote the ridgeless minimum-norm interpolator with A = 0.
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B Preliminary Lemmas
B.1 Matrix Properties

Lemma 2 (Expectation of quadratic forms). Let 6 € R? be a random vector with mean E [é] and
covariance Cov (é) and M € RP*P be a deterministic (or conditioned) symmetric matrix. The
expectation of the quadratic form 6TMBS is given by

E[67M6] = E[0] 'ME[0] + Tr(MCov(9) ).

Proof. Since trace is invariant to cyclic permutation, we have

E|0TMO| = E[Tr(6T™M0) | = Tr(ME[607])

O

The following lemma is an adjustment of Lemma 3 in Ju et al. [26] and Proposition 3 and Lemma 16
in Ju et al. [25], tailored to align with our setting of well-specified linear models. The result follows
from the rotational invariance of Gaussian distribution.

Lemma 3 (Standard Gaussian orthogonal projection). Let X(?) € R"™*P have i.i.d. standard
Gaussian entries with p > n, + 1. Since the matrix has full row rank almost surely, the orthogonal

projection onto the ny-dimensional row space of X (9 s given by

-1

H@ = X@T (X(Q)X(q)T) X (9)

)

and I, — H(9 s the orthogonal projection onto the (p—nq)-dimensional null space, with expectations

EH® = 241, E[1, - H@] = (1 - @)Ip.
P p

Thus, for any fixed vector a € RP, we have

E|H@a|? = % lal*,  EJ|(T, - H@)a = (1~ %) lal®.

The following lemma can be generalized to a broad class of norms, with our focus on the norms of a
real matrix.

Lemma 4 (Holder’s inequality for Schatten p-norm). Given two real matrices A and B, Holder’s
inequality yields

Te(ATB)| < A, IB],.

where % + % = Land ||Al|, is the Schatten p-norm of A defined as

IA]|, = (Tr(|A|p)>1/p L A= (ATA)V2

The above inequality also holds when p = 1 and q = oo, where the infinity norm corresponds to the
operator norm, i.e,

Bl = IIBI-
In particular, if both A and B are symmetric and positive semi-definite, we have

Tr(AB) < Tr(A) |B] .
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Lemma 5 (Sherman-Morrison-Woodbury formula). Let A € R"*™ be an invertible matrix and
Z € R" ¥ be a matrix with k < n such that ZZ" + A is invertible. By the Sherman-Morrison-
Woodbury formula, it follows that

27(22 +A) ' Z=2T (A - ATZ(L+2TATZ)'ZTAT) Z

—ZTA'Z(1,+Z27A'Z)
and

Z7(ZZT +A) 2= (L, +ZTA'Z) 'ZTAZ(1, +Z2TA'Z)
B.2 Concentration Inequalities

For simplicity, we present the subsequent lemmas using the target design matrix X = X(©) and
covariance ¥ = X(¥), whose eigenvalues are denoted by

/\12/\22...2/\p>0,
and assume without loss of generality that X has full row rank so that XX T is invertible. We further

define the target sample covariance 3= (1/n0)X "X, and the eigenvalues of a matrix M € R%x9
are denoted by
p1(M) > pp(M) > ... > pg(M).

All subsequent results readily extend to the source counterparts X@, 3@ )\gq)’ and 3@ under
Assumptions 1 and 2.

The following lemma provides a high-probability upper bound on the operator norm of a sub-Gaussian
sample covariance, characterized by the effective ranks in Definition 1.

Lemma 6 (Exercise 9.2.5, Vershynin [63]). Let Assumption I hold. There exists a constant u > 0
that depends only on the sub-Gaussian parameter v, in Assumption 1 such that with probability at
least 1 — 2e~¢ for t > log(2),

I£-%|<u

ro(X)+t  re(X)+t

no

Next, we restates some key results from Bartlett et al. [S] and Mallinar et al. [42] for ease on the
reader and completeness. The central focus of their analysis is the normalized variance of target-only

MNI VB(AO) in Equation (6), where
1 ~
W /o8 = —Tr(B7E) = Tr(XT(XXT)2X%). (10)
o
Following Bartlett et al. [5], we fix X = ZX'/2 in the eigenbasis of X, where Z = Z(0) € R"0*P js

the sub-Gaussian whitened design matrix as specified in Assumption 1. Then, the gram matrix and
its reduced-rank variants can be expressed as

P
T T T T
A =XX' = Z)\jzjzj , A_; = Z/\izizi , Ay = Z/\jzjzj , (11
j=1 i#j i>k
where {z; }le C R"™ are i.i.d. columns of Z; each j-th column z; has i.i.d. v,-sub-Gaussian
mean-zero, unit-variance components. Consequently, the trace term in Equation (10) can be written

as
» -2
2, T T
)\jzj E NiZiZ; Z;
i=1

—2
Nz] (\jzjz) +A-j) 2

M=

Tr(XT(XXT)_QXE> -

j=1

I
<.

(]
I

<l

2, T A —2
Z )\jzj A~ jzlj
= (1+ Az AZjz))?
where the last equality holds by Lemma 5. Opening the discussion, the following lemma gives the
concentration of the spectrum of the matrices in (11).

(12)
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Lemma 7 (Lemma 5, Bartlett et al. [5]). Let Assumption 1 hold. There exist universal constants
b,c > 1 such that for any k > 0, with probability at least 1 — 2e~"/¢,

1. forall j > 1,

Pk (A—j) < pr1(A) < pi(Ag) <c (Z Ai + no>\k+1> ;
i>k

2. foralll <j <k,
1
Pong (A) 2 fing (A—j) 2 ping (Ar) = = DA = enodes,
i>k
3. ifri(X) > bng, then

1
E>\k+1rk(2) < png (Ak) < p1(Ak) < cApprri ().

B.2.1 Upper Bound on Single-Task Variance

The following lemma provides high-probability bounds on the norm of random sub-Gaussian vector
with independent components. The result is used to provide an upper bound on the trace term in
Equation (12).

Lemma 8 (Corollary 1, Bartlett et al. [5] and Corollary B.5, Mallinar et al. [42]). There exists a
universal constant ¢ > 0 such that for a random vector z € R™ with independent v,.-sub-Gaussian
mean-zero, unit-variance components, any random subspace G C R™ of co-dimension k that is
independent of z, and any t > 0, with probability at least 1 — 3e™ ¢,

HZH2 <ng+ cui(t + v/not),
IMgz|* > no — e (k + t + v/not),

where Ilg is the orthogonal projection onto G. Furthermore, lett € (0,n0/co] and k € [0,n0/c1]
for c1 > co with sufficiently large co. Then, with probability at least 1 — 3e™¢,

HZ||2 < eanp,
|TIgz||* > no/cs,

where c3 and c3 only depend on c, cy, and v;. For each z; € R™ and the corresponding subspace
G; defined analogously to z; and G;, define the event

Ej = {Il2]1? < cano 0 ||Tg, 21 = no/es}, j € [6].

Then, the union bound argument implies

L

P Uer) < P((2))
j=1 j=1

4
<Y et =3te!
j=1

4
— P B | >1-30 =13 (1710600
j=1

which necessitates 0 < t — log(£) < n/cq to complete the bound. Since each event E; is defined for
t € (0,n/co), by taking t = n/co pre-event and requiring that

log({) <n/ey — €< e/

all events {E; }le hold simultaneously with probability at least 1 — 3e"/<0.
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We further introduce a lemma concerning the weighted sum of sub-exponential random variables.

Lemma 9 (Lemma 7, Bartlett et al. [5]). Suppose that {\;};cn is a non-increasing sequence of non-
negative numbers such that ZjeN Aj < 0o (as is the case of the eigenvalues of 3) and that {; } jen

are independent centered v2-sub-exponential random variables. Then, there exists a universal
constant a > 0 such that for any t > 0, with probability at least 1 — 2e~¢,

A -’< 2 AL [t A?).
‘Zj 13 aummax( 1 Zj 3

We are now ready to provide a high-probability upper bound on the variance of single-task MNI.

Lemma 10 (Lemma 6, Bartlett et al. [5]). Let Assumption 1 hold. There exist universal constants
b,c > 1 such that if
0<k<mng/e, m(X)>bng, €<k,

then with probability at least 1 — Te~"0/¢,

2 ) n A2
&Tr (zﬂz) < cag £ + % )
no no (>\k+1rk(2))

Proof. 1t suffices to upper-bound the trace term in Equation (12), which is given by

2. T A—2
+Z>\jzj A Zj.
j>e

2, T A2, .
)\jzj Aijz]

(1 + )\jZ;-rA:}Zj)?

¢
T&"(XT (XXT)‘QXE) =
j=1
Fix b, ¢; > 1 as specified in Lemma 7. Then, with probability at least 1 — 2e~"/¢1, if 7, (X) > bng
then for all vectors in {z; }5:1 C R™, we have
T A2 -2 2 -2 2 cf||z; |
z; AZjz; < m(AZ))lZ )7 < pno(A) g7 £ ———
(/\;H_ﬂ”k(z))

and on the same high-probability event, we have simultaneously
2] AZjz; > (Ilg,z;) " AZ;(Ilg,z;)
> fing (AZ}) | Mg, 2|
> py1(A_y) 7 [ Tg, 2|
|1 Tg, z,|*
T (X))’

where ITg, is the orthogonal projection onto the span of the bottom (no — k) eigenvectors of A _j,
independent of z;. Therefore, for all j < ¢, it follows that

2, T A —2 TA—2
Ajzj A5z, z; ATz 2 zl?

< — <c .
(14 XNz AZlz;)? = (2] AZ}z;)? ' Tg,z; |4

Here, we recall Lemma 8 with a union bound over ¢ events. Let ¢ < ng/co and k € [0,no/c| for
sufficiently large ¢y < ¢, where c is as specified in the lemma. Since ¢ < k, with probability at least
1 — 3e—"0/ ¢ the intersection of all ¢ events

)4
N {1212 < cono 0 [Thg, 212 = no/es |
j=1

hold for constants cy and c3 that only depend on v,, ¢, and c. Combining the results, with probability
at least 1 — 5e "0/ for some sufficiently large co, we have

¢ 2, T A —2
)\jzj A_jzj
T A —1 5 S Cq—.
o (L+ Az ATjz5) o

Jj=1
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Next, we consider the sum of the tail summands. On the same high-probability event in Lemma 7 we
used, we have fin, (Ag) > App17k () /c1 if 7 (2) > bng. Also, since i3 (A™2) < pr2(A), this
implies that on the same event, if 7, (%) > bng, then
2
T A2 -2 2 -2 2 -2 2 il 2
TA2z; < ui(A A7 < s (A A2 < e (A 12 < ——2 —_z]?,
z; A7z < pn(A79)IZ5]17 < pang (A) 2517 < pmg (Ak) ™ llz517 < O (3))2 12
which implies
2 2 2

Z )\Q_ZTA_QZ_ < (551 Zj>z )‘j HZ]”

= T (Nera(3))?
Notice that each ||z;||? is a sum of no independent v2-sub-exponential random variables such that

E|z;||> = no. Therefore, by Lemma 9, there exists a universal constant a > 0 such that with
probability at least 1 — 2e~* for ¢ < ng/cq,

9 2 2 2 2 4
D Wl < o 37X o awma | Myt femo 3 X
Y j>L i>t

< ng Z )\? + azxﬁ max tz )\?, Ving Z )\?
>t >t j>t
<m0 Y0
>t
for some sufficiently large c5. Combining the above results yields
2
Zj>£ )‘j
(Art1ri(2))?

Thus, putting both summations together and taking ¢ > max(cy, ¢4, ¢g) complete the proof. O

E )\?ZIA_2ZJ' < cgng
J>0

B.2.2 Lower Bound on Single-Task Variance

To establish a lower bound on the trace term in Equation (12), we first present a preliminary result
that extends a lower bound on individual random variables, each holding with equal probability, to a
unified lower bound on their entire sum.

Lemma 11 (Lemma 9, Bartlett et al. [5]). Suppose p < oo. Let {n; }§=1 be a sequence of non-
negative random variables and {t; }§:1 be a sequence of non-negative real numbers (at least one of
which is strictly positive) such that for some 6 € (0,1) and any j € [p], P(n; > t;) > 1 — 6. Then,

b
>t | =1-26
j=1

Next lemma provides the lower bound by first establishing a general bound that holds regardless of
r,(2) and then refining it for the case where r(X) is at least ng, using Lemma 11.

Lemma 12 (Lemma 10, Bartlett et al. [S]). Let Assumption I hold. There exist universal constants
b,c > 1 such that if

P
P nj =
j=1

DN | =

0<k<mng/e, rp(XE)=>bng,
then with probability at least 1 — 10e~"™0/¢,

2 R 1 b2n . A2
By (272) = —5 ofmin Ly rodped )
no cb <k \ ng (>\k+17'k(2))

Proof. Fix j > 1 and k € [0,n¢/C]. By Lemma 7, there exists a universal constant C; such that
with probability at least 1 — 2e~"0/C1,

prr1(A—;) < Cq <Z Ai + no)\k+1> .

i>k
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Let G; be the span of the bottom (no — k) eigenvectors of A _; and Ilg, be the projection onto the
orthogonal complement of G;. Then, we have

TA-1 TA-1 -1 2 HHGJZJ'”Q
z: A"z > (IIg.z;) A_.(Ilg.z;) > A_ IIg .z || > .
j =% = ( G; g) _J( G; J) > ]) | g; ]” = O (Zi>k¢)‘i+n0)‘k+1)

By Corollary 8, with probability at least 1 — 3e~¢,
ITLg,2;|* > no/Co,

provided that ¢ < ng/Cy for some sufficiently large Cy < C. Thus, with probability at least
1 — 5e~mo/Cs,

TA-1 1o
z: A"z >
AN (X iak Ai + 10 Nk41)

Cs (Yo Ni +n0Xkt1)
TLQ/\]'

= 1+ )\z] A}z < (1 + ) Nz AZlz;,

and taking the squared reciprocals of both sides and then multiplying them by )\?z;A:?zj yield

- -2 -
Nzl A%z, o (1. O (X isk i + 120 Mk11) z] A%z, .
1+ )\jZ;rA:;Zj)Q - noA; (Z;»FA:}ZJ‘)2

Also, by the Cauchy-Schwarz inequality and the same high-probability event from Lemma 7, we have
Z;A:?Zj Z;A:?Zj 1 1

(2] AZiz;)2 ~ Az )22 lz;][2 — Cano

Thus, taking C' sufficiently large, for any j > 1 and k € [0,ny/C], with probability at least
1—5e"/ .

)\iz;rA:?ZJ N 1 (1 i Zvﬁ>k i + no/\k+1 > -2
(1 +AJZ;—A:;ZJ)2 - C'flo nO)‘j ’

which establishes a general lower bound. We refine it by establishing a lower bound on the summation

over j € [p] as follows: by Lemma 11, with probability at least 1 — 10e~"0/¢1,

P Nzl A%z,
Tr(XT(XX")2X%) = 21 _—J
( ( ) ) ; (1+)\jz] A”lz,)2

J =
P -2
> 1 Z <1 n D ik i +n0)\k+1)
Cc1Ng 1 no)\j
|2 n2x A2
> min | 1, J , J
€210 ]; ( (i Mi)? /\Z-H

1 < ( bno )2 A2 A2
> min | 1, | J ,
~ eabng ; ( me(2)) A A

where b > 1 is as specified in Lemma 7. Thus, if 7, () > bnyg, then
1 & 1 b2ngA2
2 Zmin o’ = 2
Cgb = U0 ()\k+1rk(2))
1 b’n A2
03 min £ + . Z]>Z ]2 )
cob? 1<k \ ng ()\k+1m(2))

where the equality follows from the fact that A; are non-increasing. Taking ¢ > max(c1, ¢2)
completes the proof. O

v

Tr (XT (XXT)‘QXE)
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B.2.3 Matching Upper and Lower Bounds
Combining Lemmas 10 and 12, if r; (%) > bng for some k < n/c, the variance Vh(qo ) is within a
constant factor of ,
Y n P
U%min — 4+ 702:]% j2 .
<k \ nog (>\k+17“k(2))
Choosing k& = k§, which is the smallest one among all qualifying £’s, simplifies the bound as follows.
Lemma 13 (Lemma 11, Bartlett et al. [S]). Let Assumption I hold. For any b > 1, if the minimum
ks = min{k >0:7m(X) > bno}
is well-defined, then

<Z+ o Y o A2 )Z K, brodisig A ks, bmg
bnO ()\k5+17‘k3 (2))2 bnO ()\ks+1rk3 (2))2 bnO ka{ (E)

min
o<kt

Proof. Observe that

/ b Zj>€ )‘5 _ : 1 bn())\?
0 (Argarrig (2))7 5= 00 527 (Akgarig (2)
kg 2 2
> Zmin (b’ 0J2> %
= 0 (Apr417k: (X)) J>k (Mg 41715 (2))
b’I’LQ)\?

G
DI I et
=1 oo S8 (gaares (3))
where £* denotes the largest value of j < k{ for which
bnoA?
bi < #27
"0 (kg +are (2))
since /\? are non-increasing. This condition holds if and only if
N> Mg +17k5 ()
bTLO

By the definition of kg, we have ry: _1(X) < bng, which implies

Dk N Djskio1 N — Akg Ak Ak
TEx () = 0 = 0 = 0 (rp_1(X)—1) < 9 (bng — 1 s
0( ) kg +1 Akz+1 Ak +1 ( ° 1(®) ) kg+1( 0 )
so the minimizing ¢ is kj. This completes the proof. O

Using Lemma 13, we can obtain the upper and lower bounds that match up to a constant factor in the
desired form that aligns with the formal definition of benign overfitting in Definition 2.

Corollary 3. Let Assumptions I and 2 hold; that is, there exist universal constants by, co > 1 such
that the minimal index

ks = min {k >0:re (%) > bono}
is well-defined with 0 < k§ < ng/co. Then, with probability at least 1 — Te—no/co
2 A é n . )\2 k*
&Tr (ETE) S C(]J(2) m]}’} ( + M) = C()O'(Q) (0 + no ) ’
"o =R\ M0 (Mgrareg (2)) no - Rig(2)
and with probability at least 1 — 10e~"0/co,

2 « 1 bing S ., A2 1 x

no CObO £<kg \ Mo (Ak6+1rk;6 (E))Q Co 770 ng (2)
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C Proofs

Throughout our proofs, we assume without loss of generality as in Section B that each design
X (@) e R™*P ig of full row rank, i.e., rank(X(q)) = ng < p, so that X(@OX(@T i invertible. Thus,

we write the matrices (X(‘Z)X(‘J)T)T and (X(‘I)X(‘J)T)_1 interchangeably.

C.1 Proof of Equation 2

Proof. The identity in Equation (2) is well-known; we provide a proof here for completeness.
Recall that each single-task MNI is given by BI(\?) =X@T (X(Q)X(q)T) 71y(Q).Given an arbitrary
interpolator B trained on the same dataset (X(q), y(Q)), we have

X@ (8 — BI(M‘I)) =y@ _y@ —g, .
This implies
ﬁ(Q)) (X(q)X(q)T)*ly(q)

B-8) B = (3
(X (Q)))T(X(q)x(q)'l')*ly(tﬁ
0,

ie., (B — Bh(,?)) and Bﬁf) are orthogonal. Thus,
18]= 18 + (3~ B2)|= 11321 +16 - 82| > |82

and the equality holds if and only if B = [:31(\?); that is, the MNI has the minimum /-norm among all
possible interpolators and is uniquely determined. This completes the proof. O

)

C.2 Proof of Equation 3
Proof. We present a detailed derivation of the TM estimate in Equation (3). First, we may write
B = argminges, {[18 - B[ : X8 =y}
= argmingeg, {8 - B[ : XV (8- BY) =y - XOP}
= arg mingcpy { [|6] : X©0g=yO _ X(O),C:}'lsf)}.

Here, we have 8 = 3 — ﬁAﬁf) and the minimizer 0* of 0 is given by * = 3* — (Q) , Where 3* = (T({\Z
is the minimizer of 3. By the definition of MNI in Equation (2), the minimizer 0* is given by

9 — XOT (X(O)X«J)T)T(ym) _ X(O)Bﬁf)).
Therefore, we have
39 — B0 = XOT(XOXOT)T (30 _ x50
e B = B+ A - HOBY
=87 + (1, -HO)BY,
where H®) = X(O)T (X(O)X(O)T) X (), This completes the proof. O
C.3 Proof of Lemma 1
Proof. By Equation (5), the excess risk of the TM estimate is given by
R = Be [ (B0 - 89) 2O (B0 - 89) | 2],
where (X, £) are as specified in Assumption 1. For simplicity, we write
E[]=Eel-| 4], Cov()) = Cove(-[ ),
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so that we always take expectations over the randomness of noises £ conditional on the designs X,
unless specified otherwise. Lemma 2 gives

R = (58— 80) 5O (BA — 8O +Tx (S0 Cov (L) ).

(a) (a)
B Vi

i.e., the excess risk decomposes into a sum of bias and variance.

Bias of TM. Recall from Equation (3) that

50 = B + (1, - HO)B),
where H(@ = X(@T (X(Q)X(Q)T)TX(Q) is the orthogonal projection onto the row space of X(9).
Here, the expectation of the single-task MNI ,@S’ ) is given by

EBY — X(Q)T(X(Q)X(Q)T)TE[X(Q),B(Q) +e@] =HDBW, ¢ e[Ql,

since €(9) is mean-zero by Assumption 1. Thus, the following expectation holds:

]EQ(T‘{V)[ =H®BO 4 (Ip _ H(O))H(q)ﬂ(q)

— BA -8 = (1, - HO)(HO O - 5O).

Denoting IT¥ = (I, — H() 2 ©) (1, — H®) where the orthogonal projections H(?) and I, — H(?
are symmetric, we have

B = HDBW — gOHTIHOH@GW — g0 440,
where
HY3@ — 30 = H@ (,6(0) + 5(4)) — B0 =Hg@§ _ (Ip _ H(Q))B(O).
Thus, we have
B\Y = gOT (1, - HO IO (1, - H?) 8 4+ 6O THOTIOH §@
— 95§ @TH@OITO (Ip — H(Q)),@(O),
which completes the derivation of Bg‘ﬁ in Lemma 1.

Variance of TM. As for the variance ngv)l, we may write

Cov(BY) = Cov( 3O 1 (1, - H<o>>ﬁf§g>)
= COV( AIE/[O)) + (Ip _ H(O))COV(BIE;])) (Ip _ H(O))7

where the second equation holds since Bﬁ? ) and ﬁﬁ,f’ ) are independent. Here, the covariance of the
single-task MNI Bﬁf) is given by

COV( AI(V?)) = Cov (X(Q)T (X(q)x(q)T)Ty(q))
= Cov((X(0TX @) X@Ty®)
= (X(q)TX(q))TX(q)TCOV<€(q))X(q) (X(q)TX(q))T
=i (XOTX@), g e [Qh,

where the last equality holds since Cov(e(?)) = ¢2I,,, by Assumption 1 and MMM = M for
any M by the definition of Moore-Penrose inverse. Denoting 33(4) = (1/nqy)X@TX () we have

2
~ 0, ~
Cov(BiY)) = —£8@1 g [Ql.
q
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which yields

2 2
Cov(B'%) = 2—22(0” + % (I, — HO)S@F (1, - HO).
q

Plugging this into V{2 yields

V%Iz =Tr (COV(,@&%}I) E(O))

2 2
_ Sy (50i5©) 4 %1 _HOYS@H(T, — HO) 5O
_nOTr(E 2 >+anr((Ip HO) @1 (1, - HO)z®)

2 2
— @Tr(g;wﬁg(m) I ﬁTr(g;@)fH(m)
o Mg

This completes the derivation of V£ﬁ in Lemma 1. O]

C.4 Proof of Theorem 1

Proof. Since we assume i.i.d. standard Gaussian design for (X(®), X(9)) in Theorem 1, we have
20 =%@ =1, and T® = (I, - HO)=O\(1, - H®) =1, — H® for idempotent H®).

Bias of TM. Under the standard Gaussianity assumption, the bias of the target and transfer tasks,
which are provided in Equation (6) and Lemma 1 respectively, are reduced to as follows:

B — ﬁ(O)T(Ip _ H(O)),@(O),
B9 = gOT (I, - HD) (1, - HO) (I, - H©)B© + 60 TH® (I, - HO)H®§®
—95@TH(@ (Ip _ H(O)) (Ip _ H(q))ﬁ(o).

First, by Lemma 3, the expected bias of target task is derived as

ExBY) = Exo (I, - HO)BO|* = (p‘f()) 18"

Next, to derive the expected bias risk of the transfer task, we again use Lemma 3. The expectation of
the first term in Bg{,)[ is obtained as follows:

Ex© x@) [B(O)T(IP ~HW)1, -HO)(1, - H(q))ﬂ(O)]
= ExwExo [ﬁ(O)T(Ip —HO)(L, - HO)(1, - H®)3 | X(q)]
- (257 Bxo @, - BB
- (=m) (=) 190 a0,
p p

where we use the law of total expectation in the second line and the equality

Exo [T, —HO] = (p_;“)) I,

given by Lemma 3 to obtain the third line. Applying the law of total expectation in the same way, we
derive the expectation of the second term in B(T?\Z as follows:

Ex© x@) S@OTH® (Ip _ H(O))H(Q)J(Q)] - <p —pno> Ex HH((I)‘S(Q) Hz

- (p—no> @Hg(q)HQ’ q#0.
p p
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Lastly, the expectation of the third term in Bé‘ﬁ vanishes, since
E o xo {_ 26 TH® (1, — HO)) (I, — H®) 5(0)]
= 26T Ex o Exo [H(q) (1, - H(O)) (1, - H(q)) { X(Q)} B
=_-2 (T’) DT Ey o) [H(Q) (I, - H(Q))}ﬁ(o),

and H@ (I, — H(¥) = 0,,,,, almost surely as H(? is idempotent. Combining the results, we have

BBl = (2200 ) (E200) o) 4 (2200) B oo

p p
P~ (p_mzuﬁm)H? 4 %H(;@)H?) :
p p p

which completes the derivation of the expected bias in Theorem 1. Note that Lemma 3 requires
p > ng + 1and p > n, + 1, which is assumed in Theorem 1.

Variance of TM. Under the standard Gaussianity assumption, we can simplify the variances in
Equation (6) and Lemma 1 as follows:

WY = B(£01) = e (xOxOT) ™),

2
Vi) = &Tr(fl(q”(lp _ H(0>)) YO,
Tq

variance inflation = Vq(f’)

since, for each ¢ € [Q]o, we have

T T
s@i _ (XTXONT o (XOT) =, X@T (X@XDT) X (@
nq q q ’
and trace is invariant to cyclic permutation. As we assume p > (ng + 1) V (ng + 1) in Theorem
1, we may use the result from Section 2.2 in Belkin et al. [8]: for each ¢ € [Q]o, (X(@X(@T) !
follows inverse-Wishart distribution with scale matrix I, and p degrees-of-freedom. This implies

that each diagonal entry of (X(q)X(q)T) -t

{(X(Q)X(Q)T)*l} i€ ng),
has a reciprocal that follows the x?-distribution with p — (n, — 1) degrees-of-freedom. Therefore,
we have 1

@Ox@mM~-} -+
E[(X(0X@T) Lﬁp—(nqﬂ)’ i € [ng),
and
no 2
0) _ 2 (0)x (T~} _ 2 (x(@Ty"1] _ _ %"
ExV) = ofETr((XOXO)T) )_UOE;[(X X(@T) Li_p_(noﬂ).

Now it remains to derive the expectation of variance inflation. The law of total expectation gives

2 2
Ex 0 x@) {ZZTr(XA](q)T(Ip - H(O)))} = Z—Z Ex o Tr (Exm [f](q)T(Ip -HO) | X(q)D
2
= Z—Z <p p?’L()) EX(Q>Tr<nq(X(q)X(q)T)71)
_ 2 <p - n0> ng
a p p—(ng+1)’
which completes the derivation of the expected variance in Theorem 1. O
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C.5 Proof of Corollary 1

Proof. From Theorem 1, we have

2
E R(O) — P—"Nno 502 + Mo 7
R = e+ )

2 2
_P—no/p—n oz . Maysa)2 D —"no Tq"q )
EL R = < )82 4 2250 )+( ) + .
T " 5 1B+ o p o= +) T oo+ D)

Thus, it follows that
ExRY < ExRY

2
b—no/p—m n p—no aqn b—To
= B (BR824 0@ 2) + (B ) it < B g0
p p p p /p—(ng+1) p

2
Mg 1 s(q))12 Tq"q Tg 1 2(0))12
= APy —1 T _ <1
e T
2

1 o
)12 _ 15@12 4q
e /3 0 > . 13

Using the definitions SNR, = ||3(?[|? /o2 > 0 and SSR, = [|6(D[|2/||3?) || > 0, we may write
IBQ|* =07 SNRy,  [|69]|* = o7 SNR, SRy,
and therefore, inequality (13) can be written as

p

SNR, (1 —SSR,) > ————.
(I( q) p_(nq+1)

(14)

From inequality (14), observe that its right-hand side is always positive, which makes SSR, < 1

a necessary condition for EXR(T‘{V)I < ]EXRI(V?). Also, the right-hand side minimized with respect

tong € [1,p — 1) is p/(p — 2), which makes SNR, (1 — SSR,) > p/(p — 2) another necessary
condition.

Provided the condition SSR, < 1, define the following function of ny:
A(ng) :=E+RY —E,RY

2

—n —n n —n o*n —n

- u(u”ﬁ@)”? + J||5(q)“2> + (p 0) ¢7a P70y 50)2
p p p p /p—(ng+1) P

2

_ (P00 )T (ys@)2 _ 1302 %
(= ){p(qu I8 n)+mp_0%+n}

_ pP—ng (0) 2n <SSRq1+ 1 )
( p )”'B I p SNRy(p —ng —1) )’

—: BO)
where we write B(?) = (%) B2 > 0 and define A(n,) := —A(n,) as in Corollary 1.
Holding all quantities other than n, constant and differentiating A with respect to 14, we obtain
dA SSR, — 1 1 1
= _ B q BO
Ong p TR, —ng-1) T M\ SNR, 0y - 1)2
P SNR,(p —ng—1) SNR,(p —ng —1)?
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For the first-order COl’ldlthI’l = 0, multiplying both sides by p - SNR,(p — n, — 1)2/B( > 0,
we obtain
(SSRq — 1)SNRg(p — nj — 1)* + p(p — nj — 1) + pn} =0
= (SSR; — 1)SNR,(p — nj — 1)* + p(p —1):0

plp—1)
— Py 1\/ Rq(l—SSR)>O
(p

. _ o 1_ p(p—1)
= ng=p—1 \/SNRq( ~SSR,)

Here, since SSR; < 1 and SNR, > 0, ny is strictly less than p — 1. Furthermore, we have n; > 1 if
and only if

plp—1)
= SNR, (I — SSRy)

(p—2)2> - SNR,(1 - SSR,) = p;p_zl).

To check the second-order condition at ny, consider the second derivative of A given by

82A oA ©) [ SSRq—1 1 Ng
n2 B + + 2
on; 3nq D SNR,(p —ng—1)  SNR,(p —ng —1)
- BY < 1 +(p—nq—1)2+nq-2(p—nq—1)>
SNRq \ ( -1) (p—nqg—1)*
- BY <Q(p—nq—1)2—|—2nq(p—nq—l)>
SNR, (p—ng—1)*
2B p—1 )
= >0, Vng,e[l,p—1).
sow, (62 ety

That is, E(nq) is strictly convex on the interval [1, p — 1); conversely, A(n,) = ExR — ExR),
is strictly concave on the same interval, and thus the improvement in expected excess risk A(ng)
strictly increases on n, € [1,77] and strictly decreases on n, € (ng,p — 1).

Now it remains to show that A(n;) > 0. Recall from the first-order condition that we have

oA SSR, — 1 1 n*
A =B ( e + : ) =0
Ong -~ D SNRy(p—n; —1)  SNR,(p —n} —1)?
0),,%*
P SNR,(p — n; — 1) SNR,(p —ni —1)2

Plugging this into ﬁ(nq) at ng = n; and flipping the sign yield the maximal improvement value

2

1 _ p(p—1) _
Afn?) = p—no (P 1 SNRq(ksSRq)) (1 —SSRy) 1892
¢ p pp—1)
*\2
- (5) (M= e >0
p pp—1)
This completes the proof. O

C.6 Proof of Theorem 2

Proof. We first recall the notations 32(9) = (1/n,)X@TX @, H@ = X(@T (X(‘Z)X(Q)T)_IX(‘?),
and I = (I, - H®)x2O)(1, - HO).
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Upper bound on bias. First, notice that the bias of the target-only MNI in Equation (6) can be
written as

BIE/(I)) =0T (Ip _ H(O))E(O) (Ip _ H(O))ﬁ(o)
=pOT (1, - H(U)) (2(0) — 2(0)) (1, - H(O))B(O),

since

(Ip _ H(q))ﬁ(q) - ni (Ip _ X(Q)T(X(q)x(q)T)*lx(tIU X@OTx (@) — 0pxps € [Qlo

q

This implies
B < (1~ 1) (91— ) 1, — 1) 3
<[[=0 -0,
where ||[H@|| = ||T, — H@|| = 1 for all ¢ € [Q]o. By Lemma 6, there exists a constant u > 0 such

that with probability at least 1 — 2~ for § > log(2),

ro(Z®) + 6 N ro(E@) + 6

no no

[=® =50 <u =

; (15)

which completes the proof for the upper bound on BIE? ); note that the constant v > 0 in Lemma 6
depends only on the sub-Gaussian parameter v,, in Assumption 1. As in Bartlett et al. [5], we assume
that v, is fixed and therefore regard u as a universal constant.

Next, recall that the bias of the TM estimate in Lemma 1 is given by
B&‘i} =6 OTHOIOHW@W§D 4 gOT (Ip _ H(Q))H(O) (Ip _ H(q))ﬁ(o)
=U; >0

— 95 @TH@TTO) (Ip _ H(q))ﬁ(o)’

=:Uz >0

where the Cauchy-Schwartz and AM-GM inequalities yield
2|6@THONO) (I, - HD)8O)| < 2\/U1T; < Uy + U,

and therefore
B <2(Uy + Ua).

So it suffices to upper-bound the terms U; and Us, and their concentration inequalities can be obtained
similarly. Notice that U/; is bounded above by

U, =89TH@ (Ip — H(O)) (2(0) — 2(0)) (Ip — H(O))H(Q)J(Q)
< |[H@ (1, - HO)(2© - £©) (1, - HO)H®||||6@ H2
< |20 - 50 j5",
where the concentration inequality for | (?) — 33(0)|| has already been established in inequality (15).

Here, we only substitute the variable § in (15) by n; > log(2): with probability at least 1 — 2¢ =™,

(0) (0)
7”0(2%)+771 Jr7“()(§3no)+771 [ZO1][|8 . (16)

U1§u

Next, recall that by Assumption 1, there exists a universal constant Cy gy > 0 such that
[ZOED) | < Cpw,s

with which we define the following set of matrices:

©:= {A R |A]| < Crw }.
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Consider any A € ©. We have
(5, ~ FO9) (5, ~ HO) = 1, - 1) 1, — 1) |
< [T, - HO)=O(1, - HD)|
= (4, — H) (2 — ARO) 1, - 1) |
< min HE(O) — Aﬁ](q)H.
Ac®
This implies
Uy =BT (Ip _ H(q)) (Ip _ H(O))Z(O) (Ip _ H(O)) (Ip _ H(Q)),B(O)
< |1, ~ HO) 1, - HO) =) (1, - HO) (1, - 1)}
< quin |2 — AB@][[|5]"
Ac®O

< min (Hg(O) ~AZ@|| 4 |AS©® — Ag;(q)H) Hﬂw)H?
AcO

- Hg(O) (@)™ (2@ — £@)

‘Hﬁ(O)HQ with the minimizer A* = 2(0)(2(11))*1
< |BO@m@) 1|50 - £@])||3©]]
< Co |29 - 2@ 189,

and the tail bound on H =@ — 3 H holds similarly by Lemma 6. That is, there exists a universal
constant © > 0 such that with probability at least 1 — 2e~"2 for 1 > log(2),

(a) (q)
Uy < u < TO(E q )+T]2 " TO(E q )+T]2> O}:('I)HE(Q)HHﬁ(O)||2~ 17

Nq Nq

Now, let U (1)1) and U (n2) denote the events (16) and (17) respectively, emphasizing the dependency
on 771 and 79 of the corresponding inequalities. Then, it follows that

[P’(Z/Il(nl)) >1—2e ™M, P(Ug(ng)) >1—2e ",

By taking the union bound, we have

P (ﬁ Ut(ﬁt)) >1- ZQ:IP(Ut(m)C)

>1—2e ™M —2e7 "2,

Taking 71 > log(4), 12 > log(4), and n = — log (%) yields

P (ﬂ Ut(m)> >1—4e™", n=>log(4).

Thus, with probability at least 1 — 4e~" for np > log(4),

(0) (0)
U+ U, < u( ro(E®) +n o )+77) BRI

no no

(q) ()
4w ( ro(X@) + 17 n ro (3 )+77> Coo | 2@ |8,

Nq Nq

which completes the proof for the upper bound on Bg‘ﬁ.
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Upper bound on variance inflation. By Lemma 4, the variance inflation Véq) is bounded above by
g 2 ~
a7y (E(q)TH(0)>
Mg
&

=1Tr ((E(Q))l/Qﬁ;(q)T (2(11))1/2 (E(q))*1/21—[(0) (5@) —1/2)

Nq

< ‘Lgﬁ(g;(q)@(q)) | (2(@)—1/2 (I, - HO) (2 — ) (1, - H®) (2«1))—1/2“

Mg
< ‘Lgﬂ(g(q)fg(q)) H(E(Q))_l/2H2HZ(O) —- 20,
g

where H (E(q))fl/2 H2 =)\ ((E(Q))*l) = ()\,(,Q)) - By Corollary 3, there exist universal constants
by, cq > 1 as specified in Assumption 2 such that with probability at least 1 — Te "a/Cq,

0'2 A kX n
—am (2((1)T2(Q)) < 22 , "¢
e r ~ Cq0y ng + sz (E(q)) )

and by Lemma 6, with probability at least 1 — 2e~¢ for £ > log(2),

r(EO)+¢ ro(B©) 4 ¢
no no

[=© =50 <u =]

Combining the results, with probability at least 1 — 7e "4/ — 2¢~¢ for £ > log(2),

igTr (g;m)fn(m)

Nq

ky n ro(B@) 4 & ro(BO) 4 ¢ 1
Sol | L+ 2 0 0 A@) 5O
~ Uq (nq + Rk; (Z(q))> ngo + no ( 14 ) || ||

Lower bound on excess risk. Even when the TM estimate induces positive transfer, i.e., R(T%V)I <
RI(\? ), which is sufficient for B&‘ﬂ < Bl(v? ), its excess risk is bounded below by

0 = B + VY
= B+ W 4 VY
>V,

and by Corollary 3, there exist universal constants by, cg > 1 as specified in Assumption 2 such that
with probability at least 1 — 10e~"0/¢0,

o _ 2k o
M = 0q <7’L0 + Rka (E(O))> )

which implies R(T‘L)[ > 02 (% + W) on the same high-probability event. This completes the
0

proof. O

C.7 Proof of Corollary 2

Before proceeding to the proof, we illustrate a case where 7* in Equation (7) satisfies 7% < ng. A
canonical example with “benign” spectrum is given by the spiked covariance model [24], where the

target covariance (0 has eigenvalues )\50) > ... > AS)) > )\gr)l >...> )\,(,0) such that

A0 —q

y , J<s; A§O)xs, Jj>s.
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Here, the first s largest eigenvalues are referred to as spikes, while the rest p — s eigenvalues are
non-spikes; a similar structure is considered by Mallinar et al. [42]. Suppose the covariance satisfies
D > np, pe K ng, and s <K ng. Then, we have 7* = s and 7* = k{j indeed, where & is as specified
in Assumption 2. In this case, X(%) is “benign” according to Definition 2, since
ro(2®) s+ (p—s)e s no no

— 0, — =0,

= = — 0.
ng no no R(X®) " " p—s

We now proceed to the proof of Corollary 2.

Proof. Recall the high-probability upper bounds (ignoring constant factors) on the bias and variance
inflation of the TM estimate obtained in Theorem 2:

B [ JoED) +n  1ED) 40 ) o502
b= o T [0 [6)
(@) (@)
+ ( TO(E q ) +n I TO(E )+77> C):(q)||2(q)||||,3(0)”2, (18)
Nq Ng
k* n ro(ZO) +¢&  ro(BO) +¢ .
=og | St 2 (9) (0)
V= <nq * Rk;(E(q))> o + - AT =9 a9

Case (A) of Corollary 2. If there is no covariate shift, i.e, 2@ = 20O the upper bounds BandV
in (18) and (19) are reduced to as follows:

_ ro(Z@) + 1 ro(B®) +q 2
BHM = : ng + > no HE(O)HHé(q)H
(0) (0)
N ( 70(20) 47 n To(% )+77> ||z:<°>||||ﬁ<°>]|2, (20)
Ng Ng

(A =@, @n

v ._ 2(k g TO(E(O))+§+T0(E(O))+§
' )) no no

where Cxy0) = [|2©)(2©)=1|| = 1 for Byy. Under the covariate shift (A) in Corollary 2, we have
() _ (0) .
AT =aN”, e D),

for some o > 1 and the top 7* eigenvectors (corresponding to the 7* largest eigenvalues) of g(‘?)
and () align where 7* is defined in Equation (7). Under this covariate shift, the upper bound B in
(18) becomes

_ (@) +1  1o(5) +1 15O |6

By =
no no
ro(ZO) +1  re(EO) +
+a02<q>< of ) 77+ o )+ HE(O)HHﬁ(O)HQ’ (22)
Nq Nq
since » ©
Tr(X\¢ aTr(X2
ro(s@)y = TED) _ oIED) _ 50y @) = )20,

T RO T ez

To derive the upper bound Cy(,) on || X0 (2(2))~1||, we first recall the spectral decompositions of
> and £(9) in Assumption 1 with simplified notations:

O =vAV' 2@ =U(eA)UT,
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where A = Diag()\go), )\éo), e )\5,0)), and V(@ € RP*P and U € RP*? are orthogonal matrices
whose columns consist of the eigenvectors of (9 and 3(9) respectively. We partition V and U by
their leading 7* and the rest (p — 7*) columns as follows:

V=V, V_..), U=(Uq. U_ )=V~ U_.),

where V.. € RP*™ (resp. U,. € RP*™") consists of the leading 7* eigenvectors of X (resp.
(9 and
Vo =U,-

due to the alignment of the leading 7* eigenvector pairs of 3(¢) and 3(?). For

_ 1
2O (5@) ™ = VAV U(aA)'UT = —VAVTUA'UT,
«

we have
Tvr_ (VLU VLU ..\ _ j - 0+ (p—r+)
VU= (VL*UT* VIT*U_T*) - (o(p_f*)xf* VL*%J* :
Denoting A« = Diag()\go), cees )\(T*)) and A_;« = Diag()\g)ﬂ, ey /\](00)) yields
1 I (( JE—
(0) (9) — T T*X(p—7*) 11T
2O (s@)™! aVA< (poreyxr VTT*UT*> AU
1 0« (p—r+) T
EV (0(p 7-* X T* 77-*Vj7-*6€7-* (AT*)_l) U ’
where
A VT U () < A VT U Ay
< A7"‘-‘,—1
=N,
Therefore, we have
-1 T 0, (p_rr
=0 < 2V (0,7 AL {f”ﬂ(kﬂ)—l)H o)

< (I A~V U ()
< é ()\T*H/)‘p ) ’

and by taking C,) = a~ ( - +1 /A U)) the upper bound B in Equation (22) becomes

_ ro(2(0>)+n+ro(2(0))+77 HE(O)HH(;(q)HZ

Byr =
no no
ALY $0)) + 0) 4
4 )\((;;1( To( n) 77+7'0( - Ui HE HHBO)H (23)
» q q
where

0

)\g*)‘H =<1

Ay

by the construction of 7* in Equation (7). Therefore, comparing Bin in (20) under the homogeneous
covariate case and By in (23) under the covariate shift case (A), it follows that

Buym < Bur,

i.e., the upper bounds are within a constant factor independent of «.
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In contrast, under this covariate shift, the upper bound V in (19) is adjusted to Vi as follows:

v -02<’f5+ ng > (E0) +€  roE®) +¢) 2]
T \ng Ry (2O) no no E)
1—
= —Vuw,
o

since (@ and 2 have the same effective ranks (Definition 1) for all £ > 0, and therefore they

share the same minimum
* 1.k
kq — ko,

provided Assumption 2 for 3(°). Thus, the upper bound on the variance inflation is reduced by a
factor of a > 1, when compared to the upper bound V), in (21).

To summarize, the following holds for the covariate shift (A) in Corollary 2 when compared to the
homogeneous case X(?) = X(0);

e The upper bound on the bias of the TM estimate remains identical up to a constant factor
independent of a.

* The upper bound on the variance inflation of the TM estimate is reduced by a factor of « > 1.

Case (B) of Corollary 2. Suppose X(?) = Z(9)(3(0))1/2 is the ¢-th source design matrix under the
homogeneous case where X(9) = 3(0) where Z(9) is as specified in Assumption 1. Recall that the
bias and variance inflation of the TM estimate in Lemma 1 are given by

B9 = gOT (1, - HO)IO) (1, - H®) 8O 4+ § @ THOTOH® §)
— 95 @TH@TTO) (Ip _ H(q))ﬁ(o)’
VT(q) — 2T <X(q)T (X(q)x(Q)T)’Qx(Q)H(O)) ,

where
H@ = X@T (X(q)X(q)T) “Ix(a)

Let X(@) = Z(@ (i(q)) "2 be the source design under the covariate shift (B) in Corollary 2 where

@ = a2 a>1,

so that _
X(@ — o1/2x (@)

Compared to the homogeneity case, the bias B&'ﬂ under this covariate shift remains unchanged, since
HO — X@T (f((q)f((Q)T)‘lfg(Q) —H®.
On the other hand, the variance inflation Véq) is reduced by a factor of «, since

X(@T (f((q)fg(q)T>_2 X@ — o~ Ix(@T (X(Q)X(q)"')_2 X (@)

To summarize, the following holds for the covariate shift (B) in Corollary 2 when compared to the
homogeneous case £(9) = 3(0);

¢ The exact bias of the TM estimate remains the same.

 The exact variance inflation of the TM estimate in case is reduced by a factor of o > 1.

This completes the proof. O
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D Computation Algorithm

Algorithm 1: Informative-Weighted Transfer MNI (WTM)

Input: all datasets {(X (9, y(2) )}Q o» humber of folds K, detection threshold gy > 0

Qutput: estimated index set of informative sources I, the WTM estimate BWTM

{(XOIF] yOF)IE  + randomly partition the target dataset into K folds of equal size ng/ K
forg=1to Q do

for k = 1to K do

2 (O)[=K] y(O)[—k]) — {(X(O) ,y Ok )}K \ (X(O)[k] y(O)[k])

BOER L MNIT trained on the left-out target folds (X (O)[=#], y(O)[=k])

3K 4-th TM pre-trained with (X(@, y(@)) and fine-tuned on (X (O)1=#l y(0)[=])
LIF] (Bﬁ?)[_k]) — ﬁ Hy(o)[k] — X(O)[k],ég?)[_k] ||2: per-fold loss of target-only MNI

LIk] (ﬂféﬂ[fk]) — Tol/K |y Ok — X )k {D)] HQ: per-fold loss of ¢g-th TM

end
LY« % Z L[k] ( A&?J""]): terminal CV loss of ¢-th TM

end
L LB 1= ]) terminal CV loss of target-only MNI

o 2
be ¢ﬁ S (2R @Oy 20y
T+ {qelQ]: L% - LY <eo(6. Vv 0.01)}

if 7 = (, i.e., no informative source is detected then

‘ ﬁAWTM — BAIE? ): no knowledge transfer

else
fori € Z do
B « i-th Tl}/[ pre-trained with informative (X(*), y(*)) and fine-tuned on (X(©), y(0))
w; < (Eéz)) ~: weight initialized by the inverse CV loss of i-th TM
end

w; — w;/ ( > 7 wl) for all i € Z: weight normalization
end

Bwrwm Zief W; ”(I‘ll\)l

E Additional Numerical Experiments

This section presents additional experimental results along with their implications. The experimental
setups are identical in Section 5. The average excess risk over 50 independent simulations is plotted
against each value of p € {300,400, ...,1000}. When implementing Algorithm 1, we set K = 5
and g9 = 1/2. As for the ground truth in Equation (1) given by

y(@ = X@g8@ 4 @) — (zm)(z(q))l/z) (ﬂ(o) n 5<q>) 1D, ge [0l

where §(0) = 0, all parametric configurations are as specified in Section 5. See Appendix F.1 for
more details on the generating process of the deterministic parameters {3(%), (§(2), %(a ))}qQ:0

E.1 Benign Overfitting Experiments

Here, we replicate the experimental setup used for Figure 1.(a) under benign overfitting, but now
compare to three single-source versions of the pooled-MNI [56]. Specifically, for each of @ = 3
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source datasets, we employ the following forms of pooled-MNI:
3 = argmingem{ 18] : XW3 =y qe{o, 1}},
Al(’%\i = argminBERP{ ||B|| : )(([1)16 = y(q)7 q S {07 2}}7

30 1= argmingez, { 18] : XWB =y, qe {03},

That is, we consider each pooled-MNI as a single-source transfer task, by having each ,él(fi,)l interpolate
the target and only the g-th source.
— B~ Baseline —e— TM1 ™2 ™3 —e— WTM — PM1 — PM2 —4— PM3
12[ ¥ 12] SO e -4

.

Excess Risk
®
Excess Risk

P

>

P P

(a) SSR = (0,0.3,0.6) (b) SSR = (0,0.3,0.6)

Figure 3: We compare the performance of our proposed methods to single-source-pooled-MNIs under
model shift, with the same setting as Figure 1.(a). Figure (a) re-uses the exact seeds for Figure 1.(a),
so the excess risk curves for Bﬁ,? ), A&‘iﬁ, and ﬁWTM are identical across the two figures. In contrast,
(b) uses distinct seeds, hence its curves differ from those in Figure 1.(a).

In Fig. 3, the first source has no distribution shift, as > = 30 = A0 where A© is as specified
in Section 5 and SSR; = 0. While ﬁ%ﬁ pre-trained with the first source clearly outperforms the

target-only MNI, the first-source-pooled-MNI BS\Z even performs better. This confirms the strength
of the early-fusion approach of Song et al. [56] for leveraging source data when the source and target
distributions are exactly identical.

However, the effectiveness of our approach is much more pronounced in terms of its robustness to
model shift. Once model shift is introduced for the second and third sources with SSR, = 0.3 and
SSR3 = 0.6 respectively, the depicted curves change markedly. Both corresponding pooled-MNIs,

3 9& and [31(;3, not only undergo negative transfer but also show unstable convergence in excess risk.

On the other hand, both TM estimates ,éﬁ)l and B&?\Z exhibit steadily decreasing excess risk with

B&Q consistently inducing positive transfer. Even under model shift severe as SSR3 = 0.6, ,@éﬁ

still matches (Fig. 3.(a)) or surpasses (Fig. 3.(b)) the target-only MNI. Overall, under the present
experimental design, the model shift severe as SSR, = 0.6 appears to mark a threshold for the TM
estimate in inducing positive transfer, whereas it deteriorates the performance of pooled-MNI below
the target-only baseline.

E.2 Harmless Interpolation Experiments

We extend the experiments in Section 5.2 to the case where () = 1 and the target sample size varies.
We first set n; to be the optimal transfer size n] for ,8&11\)1 as identified in Corollary 1:

N p(p—1)
"= {p '\ svr@ —SSRl)J ! @4

where we use the floor function to ensure the optimum be an integer.

While ng = 50 is fixed throughout Section 5.2, we now optimize ng for the pooled-MNI BPM
as suggested by Song et al. [56]. Specifically, under the same isotropic Gaussian setting as our
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experiment, Corollary 3.4 in Song et al. [56] gives

. 2

ny = argmin R(ﬁPM) = |p—n]— \/p +ni -SSRy | Vv 0. (25)
no: no+ni<p SNR

That is, given each value of p, nj, SNR, and SSR;, the optimal target sample size that minimizes

the excess risk of Bg, is determined by ng, which can be zero. The constraint in Equation (25)

ensures that the total training sample size ng + nj is less than p, so BPM always operates in an
overparameterized regime enabling interpolation.

— B— Baseline —o— TM1 = A= PM SGD1

12 12 12

A-—h--h__\_ p-AA-

o
=
=

o —m - -E - —m - - - - - —m- - -a
A A A A
A--A- A _ K- L=z

- —m - =B — B — B — —E— — —E— — &

Excess Risk
@

Excess Risk
@

Excess Risk
@

P
P

P

3o o so oo 7o o sho 1000 3o o so oo 7o o sho 1000 o o so 6o 7o o sho 1000
[ [ [

(a) SSR1 =0.1 (b) SSR1 = 0.4 (c) SSR1 =0.7

Figure 4: As in Figure 2.(a), the target and source covariates are i.i.d. N'(0,, I,) with SNR = 10.
Once n; = nj is determined by (24), the corresponding target sample size ng follows from (25).

Table 1: Optimal target and source sample sizes (ng, n}) for each value of p in Figure 4

Figure  Optimality Sample size for each p € {300, 400, . ..,1000}

() ng 6 8 9 11 13 14 16 18
ni 199 265 332 399 465 532 599 665

(b) ng 28 38 46 55 65 74 84 93
ni 176 235 295 354 413 472 531 590

© ng 78 105 131 157 183 209 235 262
ni 126 168 210 252 295 337 379 421

We observe an interesting pattern from Table 1: for each value of p, the total sample size ng + nj
remains identical across Figures 4.(a)-(c). (In some instances, the totals differ by 1 due to the use of
floor function when computing n(; and n7.) To provide context, once n] source samples are provided,
ﬁpM appears to select an appropriate number of target samples n to balance the overall quality of the
training inputs. Specifically, in Fig. 4.(a), the pooled-MNI already has a large amount of high-quality
inputs with SSR = 0.1 obtained from the source, so it requires fewer additional target samples. In
contrast, in Fig. 4.(c), the training inputs are highly “corrupted” by source data of poor quality with
SSR = 0.7, and consequently, the model pools much more target samples to “dilute” the corruption.
This results in a significant increase in n§ compared to Fig. 4.(a). This decision-making process of
the pooled-MNI appears natural, considering that the estimate is an early-fusion approach [56], where
the source is integrated at the input level and then jointly learned with the target data.

When comparing B(Tll\,)l with ,épM, their performances are nearly identical in Fig. 4.(a), with our method
performing slightly better. In fact, if SSR = 0, i.e., no model shift, we have n§ = 0 by Equation (25).

In that case, both PM and TM estimates are reduced to the source-only MNI ﬁ&l ) trained on 1
samples, resulting in identical performance. However, once under model shift, f)’%ﬂ is consistently
superior even when the model shift is so low that it is favorable for 3;,,, as illustrated in Fig. 4.(a)

where SSR = 0.1. The superior performance of B%)I is further highlighted in Fig. 4.(c) where model
shift is severe as SSR = 0.7, as it is the only method that consistently induces positive transfer.
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Throughout Fig. 4, the performance of SGD remains consistent regardless of the degree of model
shift. This is plausible because, while the total sample size nj§ + nj is fixed for each value of p, the
estimate pre-trains with fewer source samples and instead fine-tunes with more target samples in
proportion to the degree of model shift.

F Experimental Details

This section provides further details on the experiments presented in Section 5 and Appendix E. All
numerical experiments are conducted by R using a standard laptop (ASUS ZenBook UX331UN,
Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz, 16 GB 2133 MHz DDR3). All sourcecodes we
release are scripted from scratch, relying on standard R packages such as MASS and mvtnorm.

For the evaluation metric, we compute the excess risk of an estimate Bt trained at the ¢-th simulation
run by

(8.~ B) 5O (8, - p),
for t € [50], where 50 is the number of independent simulations conducted. The deterministic
parameters 3(°) and X(?) are generated once and kept fixed across the 50 simulations, guaranteeing
they are agnostic to the replicate index ¢. We then report the average excess risk

150

0 (B: - ﬂ(o))TE(O) (8: — BY).
t=1

To ensure the stable convergence of SGD [69] we test as a benchmark transfer task, we tune the initial
pre-training and fine-tuning learning rates for each experimental setup. While Wu et al. [69] adopted
an initial learning rate of 0.1 (both for pre-training and fine-tuning) in their experiments, we find this
value leads to divergence across all of our experimental setups. Accordingly, we reduce the learning
rates based on preliminary implementations; for example, we use 0.001 for both pre-training and
fine-tuning in Fig. 2.(a).

F.1 Parameter Generation Process

In the formulation of the ground truth model
y(@ — <Z<q)(g<q>)1/2) (ﬁw) n 5<q>) 1D qe[Qlo,

where §(%) = 0,, only the random quantities {(Z(®, e(Q))}?:O vary across the 50 simulations. The

deterministic parameters {3(), (§(®), E(q))}qQZO remain fixed across all runs. While these fixed
quantities are sampled from specific probability distributions, we generate them using a fixed random
seed, thereby ensuring their deterministic nature.

Model coefficients. As specified in Section 5, the target coefficient 3(?) and the contrast vectors
{5(‘1)}?:1 are given by

B0 = §1/240) 6@ = (SSR, - 9)'/2u'?)

where (S, SSR,,) are pre-specified hyperparameters. Each p-dimensional vector u? is independently

sampled from (0, 1,,) and then normalized so that |[u(? || = 1 for all ¢ € [Q]o. Each u?@ is held
fixed across the 50 replications.

Spectral decomposition of covariance. Random sampling for covariance generation is used only in
producing Figures 1.(b) and 1.(c). In these figures, the source covariances are defined via the spectral
decomposition

(@ = v@ADV@OT e (@],
where {A(‘I)}QQ:1 are fixed as specified in Section 5, and ~{V(‘5’)}qQ:1 are independently sampled
from the orthogonal group 0, := {Q € RP*? : Q'Q = QQ'" = I,}. Specifically, we first
independently sample the matrix G(9) € RP*P with i.i.d. standard Gaussian entries (which is
then fixed across the 50 simulations), perform its QR decomposition G(?) = Q(@R(9) and assign
V(@ = Q9. Consequently, the matrices {V(Q)}qQ:1 are held fixed.
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F.2 Variability of Experiment Results

Table 2: Mean and standard deviation (in parenthesis) of excess risk

Figure  Estimate p
300 400 500 600 700 800 900 1000
Tarcetonly MNT L1577 9846 6978 6321 5389 4721 4719 3.920
arget-only (1.686)  (1.734) (1.008) (1.187) (0.796) (1.030) (0.743) (0.701)
™I 7.491 6.021 5105 4453 4140  3.690  3.563  3.249
(1396)  (1.019) (0.915) (0.713) (0.709) (0.687) (0.503)  (0.560)
1@ MO 9.151 7318  6.191 5356 458 4216  4.148  3.810
(1.602)  (1.404) (1.153) (0.905) (0.812) (0.713) (0.688) (0.695)
™3 10.006 8289 6760 6313 5855 4724 4543 4282
(2.021)  (1.378) (1.128) (l.164) (0.787) (0.934) (0.795) (0.678)
WIM 6.370 5462 4865  4.024 3735 3244 3249 2986
(1423)  (1.154) (1.083) (0.584) (0.382) (0.553) (0.469) (0.882)
Pooled-MNI 71942 39543 12258 12788 11343 4805 5795  5.638
ooled- (16986) (3.745) (1.772) (1.184) (1.484) (0.665) (0.857) (0.582)
SGD1 14864 11359 8749 7558 6421 5627 4956  4.470
(1379)  (1.069) (0.957) (0.742) (0.467) (0.581) (0.427) (0.447)
SGD2 16.129 13576 9251 9444  7.095 5521 498 5519
(1.751)  (1.983) (1.024) (1.322) (1.020) (0.608) (0.471) (0.937)
SGD3 18504  18.032 10328 7729 7766  5.744 6384 5488
(3.544)  (3918) (1.336) (0.970) (1.359) (0.789) (1.169) (0.683)
Tareotonly MNT L1577 9846 6978 6321 5380 4721 4719 3.920
arget-only (1.686)  (1.734) (1.008) (1.187) (0.796) (1.030) (0.743)  (0.701)
M 9.744 7975  6.638 5591 5024 4531 4198  3.858
(1.836)  (1.395) (1.179) (0.975) (0.832) (0.861) (0.741) (0.624)
1.®) ™ 0416 7695 6772 6047 5066 4592 4467  3.860
(1.695)  (1469) (1.217) (1.073) (0.771) (0.949) (0.717) (0.616)
M3 20849 14105 10661 8655 6819 5995 5352  4.600
(4591)  (2.828) (1.985) (1.765) (1.165) (1.067) (0.938) (0.778)
WIM 8.648 7614 6288  5.638 4853 4457 4464  3.614
(1404)  (1.858) (0.865) (1.115) (0.649) (1.181) (0.754) (0.478)
Pooled-MNI 75355 22625 14484 9.085  7.697 6592 5476  4.884
ooled- (22.828)  (4.058) (4.170) (1.799) (1.164) (1.320) (0.948) (0.738)
SGD1 20011 14223 11006 9.630 8247 6970 6293  5.710
(2.690)  (1.551) (1.328) (1.108) (0.963) (0.877) (0.616) (0.606)
SGD2 19957 15045 11291 9973 8543 7317 6500  5.824
(2.149)  (1.341) (1.136) (1.102) (0.817) (0.835) (0.602) (0.531)
SGD3 20247 15198 11462 9916 8545 7332 6515  5.763
(2226)  (1.301) (1.135) (1.092) (0.820) (0.831) (0.591) (0.529)
Tarcctonly MNI L1577 9846 6978 6321 5389 4721 4719 3.920
arget-only (1.686)  (1.734) (1.008) (1.187) (0.796) (1.030) (0.743)  (0.701)
™I 9.735 7977 6638 5589 5021 4531 4198  3.857
(1.845)  (1.397) (1.181) (0.972) (0.833) (0.862) (0.741) (0.622)
L© ™D 9.361 7657 6747 6038 5048 4570 4454  3.840
(1.680)  (1.469) (1.219) (1.072) (0.774) (0.940) (0.708) (0.621)
™3 11.031 8763  7.70 6295 5361 4720 4392 3813
(2251)  (1.668) (1.170) (1.104) (0.873) (0.832) (0.721) (0.564)
WIM 8.296 7357 6018 5480 4814 4238 4376  3.541
(1351)  (1.671) (0.846) (1.076) (0.667) (0.956) (0.783) (0.521)
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Pooled-MNI 26400 9480 7341 5910 5306 4540 4373 3777
ooled- (6.839)  (1.586) (1.525) (1.004) (0.727) (0.842) (0.782) (0.464)
SGD1 20.181 14498 11.164 9715 8336  7.060 6353  5.772
(2.567)  (1478) (1.275) (1.083) (0.918) (0.844) (0.597) (0.623)

SGD2 20.174 15208 11422  10.029 8.603 7379 6542  5.883
(2.162)  (1.355) (1.140) (1.114) (0.813) (0.825) (0.593) (0.591)

SGD3 20405 15328 11.561 9.983  8.606 7391 6554  5.833
(2225 (1.320) (1.140) (1.106) (0.818) (0.822) (0.585) (0.594)

Tarectonly MNT 5510 8839  9.166  9.249 9346 9440 9490  9.555
arget-only (0.259)  (0.299) (0.169) (0.119) (0.135) (0.130) (0.124)  (0.091)
M1 7.790 8344 8698 8808 9014  9.112 9222 9314
2.(a) 0426)  (0.291) (0.292) (0.252) (0.251) (0.186) (0.167)  (0.170)
. 6.715 7146 7253 7318 7403 7407 7555  7.606
(0.555)  (0.466) (0.445) (0.335) (0.318) (0.324) (0.320) (0.318)

WM 5.526 5831 5962 5923 6213 6251 6363 6342
(1.040)  (0.900) (0.797) (0.951) (0.936) (1.006) (0.959) (1.051)

Pooled-MNI 33.144 15647 12361 11.092 9.842  9.663 9413  9.117
ooled- (6.900)  (2.941) (1.540) (1.204) (0.580) (0.697) (0.573) (0.266)
SGDI 9.424 9445 9506 9496 9531 9549  9.603  9.619
(0.103)  (0.110)  (0.118)  (0.103) (0.108) (0.080) (0.098)  (0.093)

SGD2 8.886 8.833 878  8.626 8676 8613 8660  8.655
(0.160)  (0.182) (0.139) (0.149) (0.161) (0.160) (0.135) (0.152)

Tareetonly MNT 5510 8839  9.166  9.249 9346 9440 9490  9.555
arget-only (0.259)  (0.299) (0.169) (0.119) (0.135) (0.130) (0.124)  (0.091)
M1 7.640 8219 8607 8741 8958  9.059  9.168  9.273
2.(b) (0413)  (0.288) (0.289) (0.239) (0.251) (0.186) (0.171)  (0.168)
. 5.654 6016 6083  6.147 6253 6255 6343 6387
0439)  (0.359) (0.322) (0.275) (0.268) (0.263) (0.253) (0.273)

WIM 4.858 5290 5313 5239 5535 5520 5774 5901
0.651)  (0.677) (0.243) (0.307) (0.268) (0.280) (0.759)  (1.133)

Pooled-MNI 24454 12022 9331 8486 7776  71.576 7481  7.266
ooled- (5.173)  (2.586) (1.132) (0.822) (0.541) (0.550) (0.334) (0.287)
SGDI 9.468 9482 9540  9.524 9554 9565  9.607  9.623
0.094)  (0.101) (0.106) (0.096) (0.099) (0.076) (0.093)  (0.085)

SGD2 9.015 8957 8905 8745 8764 8679  8.692  8.640
(0.143)  (0.156) (0.122) (0.134) (0.142) (0.144) (0.123) (0.137)

Tareetonly MNT 592 8830  9.178 9251 9345 9435 9491  9.551
arget-only (0.261)  (0.302) (0.168) (0.117) (0.137) (0.137) (0.128)  (0.089)
2.9 M1 7.647 8.192 8592 8747 8960  9.059  9.166  9.261
0.420)  (0.281) (0.271) (0.247) (0.256) (0.177)  (0.193)  (0.158)

. 4813 5073 5142 5222 5366 5297 5368 5451
0376)  (0.271) (0.343) (0.259) (0.333) (0.243) (0.228)  (0.246)

WIM 3.943 4178 4279 3974 4328 4153  4.188  4.058
0.864)  (0.902) (0.937) (0.335) (0.359) (0.316) (0.190) (0.244)

Tarectony Mg 11577 9846 6978 6321 5389 4721 4719 3.920
arget-only (1.686)  (1.734) (1.008) (1.187) (0.796) (1.030) (0.743)  (0.701)
™1 7.491 6.021 5105 4453 4140  3.690 3563  3.249
3.2) (1396)  (1.019) (0.915) (0.713) (0.709) (0.687) (0.503) (0.560)
. 9.151 7318  6.191 5356 458 4216  4.148  3.810
(1.602)  (1.404) (1.153) (0.905) (0.812) (0.713) (0.688)  (0.695)

™3 10.006 8289 6760 6313 5855 4724 4543 4282
.021)  (1.378) (1.128) (1.164) (0.787) (0.934) (0.795) (0.678)
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WIM 6.370 5462 4865 4024 3735 3244 3249 2986
(1.423)  (1.154) (1.083) (0.584) (0.382) (0.553) (0.469) (0.882)

Pooled-MNI1 5.266 4481 3867 3470  3.199 2913 2672 2519
ooled- (0.540)  (0.435) (0.459) (0.389) (0.318) (0.380) (0.283)  (0.299)
Pooled-MNI2 12062 14689 11461 15202 8666  3.829 4907 6335
ooled- (1.703)  (1.827) (1.627) (1.983) (1.406) (0.449) (0.615) (0.873)
Pooled-MNI3 35867  43.077 12266 10.009 17.337 6611 8298 7215
ooled- (4.602)  (5.516) (1.418) (1.290) (2274) (1.047) (1.338) (1.084)
Tarectonly MNp 13150 11451 0587 7813 7186 6870 6328 551
arget-only (1.665)  (2422) (1.894) (1.015) (1.073) (1.382) (1.089) (1.017)

M 7.329 6477 5936 5263 4871 4269 4138  3.829
3.0) (1229)  (1.073) (1.252) (1.098) (0.804) (0.742) (0.693) (0.766)
™D 9.073 8249 6711 5800 5532 4857 4836  4.544
(1.643)  (1407) (1.391) (1.148) (1.092) (0.664) (0.759)  (0.903)

M3 11.002 8839 7858  7.154 6263 5519 5317 4714
(1.969)  (1.590) (1.456) (1.305) (1.120) (1.066) (1.073) (1.002)

WIM 6.403 5516 5260 4462 4282 3541 3994 3515
(1.144)  (1.139)  (1.467) (0.576) (1.054) (0.510) (1.194)  (0.596)

Pooled-MNI 5371 4887 4262 3935 3611 3377 3110  2.883
ooled- (0.620)  (0.506) (0.416) (0.474) (0.381) (0.432) (0.409) (0.325)

Pooled- MNI2 16679 14829 7570 7246 10062 4507  11.547  9.949
ooled- (1.930)  (1912) (0.869) (1.117) (1.460) (0.477) (1.624) (1.487)
Pooled-MNI3 16011 16383 14135 30615 11072  12.042 12065 19.334
ooled- (2.094)  (2.609) (2.164) (3.426) (1.285) (1.826) (1.423) (2.228)
Tareetonly MNT 2831 9798  9.843 9815 9816  9.847  9.840  9.835
arget-only (0.106)  (0.116) (0.075) (0.085) (0.067) (0.061) (0.067) (0.056)
O 5966 5864 5811 5886 5953 5958 6026 5945
(0.500)  (0.467) (0.380) (0.380) (0.364) (0.372) (0.304)  (0.299)

Pooled MNI 6.179 6.006 5913 5984 6071 6074 6161 6072
ooled- (0.551)  (0.525) (0.396) (0.383) (0.360) (0.395) (0.325) (0.341)

SGDI 9.016 8916 8791 8613 8535 8464 8418 8367
(0.149)  (0.134)  (0.120) (0.145) (0.148) (0.129)  (0.154)  (0.154)

Tarectoonly MNT | -186 9216  9.157 9215  9.186 9226  9.175  9.147
arget-only (0.246)  (0.201) (0.180) (0.159) (0.164) (0.135) (0.137)  (0.141)
O 7269 733 7225 7316 7297 7301 7289  7.284
(0.638)  (0.552) (0.401) (0.332) (0.394) (0.380) (0.293) (0.293)

Pooled-MNI 8.341 8516 8381 8423 8369 8480 8408  8.382
ooled- (0.872)  (0.728) (0.648) (0.547) (0.508) (0.548) (0.435) (0.418)

SGDI 9.091 8885 8796  8.647 8626 8526 8535 8522
(0.129)  (0.160) (0.149) (0.164) (0.155) (0.196) (0.151) (0.167)

Tareetoonly MN 686 7673 7734 7679 7710 7709 7726  7.751
arget-only (0.381)  (0.299) (0.276) (0.276) (0.299) (0.258) (0.212)  (0.218)

4 ™1 7.274 7254 7313 7368 7286 7354 7309  7.351
0.618)  (0.523) (0.463) (0.376) (0.350) (0.351) (0.319)  (0.338)

Pooled-MNI 10574 10703  10.688 10.545 10579 10.824 10.850  10.684
ooled- (1.025)  (0.945) (0.917) (0.784) (0.680) (0.728) (0.737)  (0.806)

SGDI 8.971 8826 8785 8615 8599 8481 8555  8.508
(0.178)  (0.160) (0.132) (0.179) (0.171) (0.182) (0.196)  (0.149)
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