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Abstract

Human communication is a complex and di-001
verse process that not only involves multiple002
factors such as language, commonsense, and003
cultural backgrounds but also requires the par-004
ticipation of multimodal information, such as005
speech. Large Language Model (LLM)-based006
multi-agent systems have demonstrated promis-007
ing performance in simulating human society.008
Can we leverage LLM-based multi-agent sys-009
tems to simulate human communication? How-010
ever, current LLM-based multi-agent systems011
mainly rely on text as the primary medium.012
In this paper, we propose SpeechAgents, a013
multi-modal LLM based multi-agent system014
designed for simulating human communica-015
tion. SpeechAgents utilizes multi-modal LLM016
as the control center for individual agent and017
employes multi-modal signals as the medium018
for exchanged messages among agents. Ad-019
ditionally, we propose Multi-Agent Tuning to020
enhance the multi-agent capabilities of LLM021
without compromising general abilities. To022
strengthen and evaluate the effectiveness of023
human communication simulation, we build024
the Human-Communication Simulation Bench-025
mark. Experimental results demonstrate that026
SpeechAgents can simulate human communi-027
cation dialogues with consistent content, au-028
thentic rhythm, and rich emotions and demon-029
strate excellent scalability even with up to 25030
agents, which can apply to tasks such as drama031
creation and audio novels generation. Demos032
are available at https://speechagents.033
github.io/.034

1 Introduction035

Human communication is a complex and diverse036

process involving various factors such as language,037

emotions, non-verbal expressions, and cultural038

backgrounds (DeVito, 2018). It also encompasses039

multiple modalities, such as speech (Holler and040

Levinson, 2019). Utilizing artificial intelligence041

for simulating human communication can enhance042

Figure 1: (a) LLM-based Multi-Agent System is built
on text-based LLM and rely on text as the medium for
information exchange. (b) Multi-modal LLM-based
Multi-Agent System is built on multi-modal LLM and
rely on multi-modal signals as the medium for informa-
tion exchange

our understanding of the essence of language and 043

interaction, enabling the exploration of cognitive 044

processes and social mechanisms in human soci- 045

ety (Troitzsch, 2012). Current simulation systems 046

for multi-modal human communication often focus 047

on the modality extension but failed to generate 048

high-quality dialogue content without relying on 049

additional textual references (Nguyen et al., 2022; 050

Mitsui et al., 2023). Leveraging the powerful un- 051

derstanding and generation capabilities of large 052

language models (LLM) (OpenAI, 2023; Touvron 053

et al., 2023), LLM-based multi-agent systems (Li 054

et al., 2023b; Talebirad and Nadiri, 2023; Chen 055

et al., 2023) has demonstrated promising perfor- 056

mance in simulating human society (Park et al., 057

2023), historical events (Hua et al., 2023), and de- 058

bating (Chan et al., 2023). Can we use LLM-based 059

multi-agent systems to simulate multi-modal hu- 060

man communication? 061

However, current LLM-based multi-agent sys- 062

tems employ text-based LLM as the central con- 063

trol and utilize text as the medium for information 064

exchange among agents (Qian et al., 2023; Hong 065

et al., 2023; Talebirad and Nadiri, 2023), as shown 066

in Figure 1 (a). Consequently, they lack the ca- 067

pability to perceive and generate multi-modal sig- 068

nals. Current multi-modal agents primarily utilize 069
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text-based LLM as the central control hub, inter-070

acting with other modalities through tool use of071

modality-specific experts (Shen et al., 2023; Yang072

et al., 2023; Wu et al., 2023; Huang et al., 2023).073

In such system, multi-modal capabilities are not074

inherently ingrained in agents, unlike text, posing075

challenges for seamless information integration and076

knowledge transfer across modalities. Meanwhile,077

current exploration of multi-modal agents focus078

on individual agents (Li et al., 2023a), lacking ex-079

ploration into the construction of a multi-modal080

LLM-based multi-agent system .081

We propose SpeechAgents, a multi-modal LLM082

based multi-agent system designed to simulate083

human communication. Concretely, we adopt084

SpeechGPT (Zhang et al., 2023), a multi-modal085

LLM that supports multi-modal input and output,086

as the control centor for individual agent. Differ-087

ent agents communicate with each other through088

speech signals. To enhance and evaluate the multi-089

modal human communication simulation capabil-090

ities, we introduce the Human-Communication091

Simulation Benchmark. We propose multi-agent092

tuning to improve the multi-agent capabilities of093

the LLM without compromising general abilities.094

Experimental results demonstrate that SpeechA-095

gents can generate human-like communication di-096

alogues with accurate content, authentic rhythm,097

and rich emotions and demonstrate excellent scala-098

bility even with up to 25 agents, which can apply099

to tasks such as drama creation and audio novels100

generation.101

Our contributions include the following:102

• We build a multi-modal LLM based multi-agent103

system for human communication simulation104

and demonstrate the effectiveness of multi-modal105

signals as the medium of information exchange106

between agents.107

• We propose Multi-Agent Tuning to enhance the108

multi-agent capabilities of LLM without compro-109

mising general abilities.110

• We introduce the Human-Communication Simu-111

lation Benchmark.112

2 Related Work113

Human-Communication Simulation Several114

studies have explored the generation of human-like115

dialogues. For instance, dGSLM (Nguyen et al.,116

2022) autonomously generates two-channel spoken117

dialogues, demonstrating realistic interactions be-118

tween agents, including vocal interactions, laughter,119

and turn-taking. Similarly, CHATS (Mitsui et al., 120

2023) transforms written dialogues into spoken 121

form, ensuring coherence with the input text while 122

introducing backchannels, laughter, and smooth 123

turn-taking. However, these systems mentioned 124

above fall short in producing high-quality content 125

without additional textual reference. In SpeechA- 126

gents, we leverage the powerful text comprehen- 127

sion and generation capabilities of LLM and build a 128

multi-modal LLM SpeechGPT (Zhang et al., 2023) 129

based multi-agent system, which can generate mul- 130

timodal signals while producing high-quality con- 131

tent. This advantage enables its application to tasks 132

like drama creation and audio novels generation. 133

Multi-Agent System A Multi-Agent System 134

(MAS) consists of multiple intelligent agents that 135

collaboratively formulate decisions and execute 136

corresponding actions in a distributed and paral- 137

lel manner, significantly enhancing work efficiency 138

and effectiveness (Stone and Veloso, 2000). Cur- 139

rently, numerous LLM-based MASs are employed 140

to accomplish complex tasks or simulate real-world 141

scenarios. One noteworthy example is CAMEL (Li 142

et al., 2023b), a role-playing communicative agent 143

framework that incorporates scenarios where two 144

agents engage in interactive role-playing, show- 145

casing the system’s potential in addressing com- 146

plex real-world situations. Another notable MAS 147

involves a generative agent framework within a 148

West World simulation (Park et al., 2023), introduc- 149

ing agents capable of mimicking human behavior 150

in an interactive sandbox environment. However, 151

existing MASs predominantly rely on text as the 152

information carrier (Talebirad and Nadiri, 2023; 153

Chen et al., 2023), lacking effective processing and 154

utilization of speech or other modal signals. In 155

SpeechAgents, we use multiple agents to commu- 156

nicate through multi-modal signals. 157

Multi-Modal Agent Current multi-modal agents 158

typically use text-based LLM as the central con- 159

trol, enhancing language-only models like Chat- 160

GPT (OpenAI, 2023) with various multi-modal 161

tools. Leveraging the robust knowledge base and 162

reasoning capabilities of LLM, these agents can 163

successfully tackle a variety of complex multi- 164

modal tasks. For example, Visual ChatGPT (Wu 165

et al., 2023) facilitates dialogue-based image edit- 166

ing by integrating various image generation tools. 167

MM-ReAct (Yang et al., 2023) demonstrates that 168

by collaborating with advanced vision experts, 169

ChatGPT can execute complex multi-modal actions 170
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Figure 2: An overview of Hmuan-Communication Simulation Benchmark construction process. We initiate the
process by creating diverse scenes that simulate human communication. Subsequently, a role pool containing
various roles is generated for each scene. Roles are then selected from the pool, and communication scripts are
generated, depending on the specific scene and roles involved. Ultimately, multi-modal human communication
scripts are crafted through text-to-speech conversion.

and reasoning. AudioGPT (Huang et al., 2023)171

extends ChatGPT’s capabilities by incorporating172

audio foundation models to handle complex audio173

tasks. However, the exploration of multi-modal174

agents predominantly focus on single-agent sce-175

narios, lacking investigations into the construction176

of multi-agent systems. In SpeechAgents, we de-177

velop a multi-agent system based on a multi-modal178

LLM, SpeechGPT (Zhang et al., 2023), to simu-179

late Human-Communication interactions, demon-180

strating the potential of a multi-modal LLM-based181

approach in achieving realistic human-like commu-182

nication simulations.183

3 Hmuan-Communication Simulation184

Benchmark185

Human communication is an exceedingly diverse186

phenomenon, characterized by a wide range of sce-187

narios, content, and participants. In order to en-188

hance and evaluate the effectiveness of LLM-based189

agents in simulating human communication, we de-190

velop Human-Communication Simulation Bench-191

mark, as illustrated in Figure 2. We employ Chat-192

GPT (GPT-3.5-turbo) to generate human commu-193

nication data hierarchically at three levels: scene,194

role, and scripts. Finally, we extend the modality195

of the data from text to speech through modality196

extension.197

Scene Generation Scenes serve as specific loca-198

tions where communication activities take place.199

We employ the zero-shot approach by prompt-200

ing ChatGPT to generate various communication201

scenes, each with unique story backgrounds. This202

involves providing detailed descriptions of the time203

and location, as well as overall atmosphere to en- 204

sure the model can produce imaginative and diverse 205

stories across various contexts. Detailed prompts 206

are shown in Appendix A. We generated 300 scenes 207

for the training set and 50 scenes for the test set. 208

Examples of generated scenes are listed in Ap- 209

pendix G. 210

Role Assignment Character portrayal plays a cru- 211

cial role in simulating human communication. For 212

each specific scene, we prompt ChatGPT to cre- 213

ate a diverse role pool comprising 30 named char- 214

acters, each accompanied by a brief description 215

detailing their age, background, personality, and 216

current state. Detailed prompts are shown in Ap- 217

pendix B. When generating dialogue scripts for 218

particular scenarios, we can randomly select char- 219

acter candidates from this pool, adding variation 220

and depth to the conversational scenes. Examples 221

of generated roles are listed in Appendix H. 222

Scripts Crafting After determining the commu- 223

nication scene and background, we begin by ran- 224

domly sampling a specific number of roles from the 225

role pool, which will be used to generate dialogue 226

scripts. We set the role number to 2, 4, 6, 8, and 227

10. Subsequently, we instruct ChatGPT to generate 228

communication scripts that adhere to these spec- 229

ified conditions. Detailed prompts are shown in 230

Appendix C. These scripts take the form of multi- 231

party, multi-turn dialogues, ensuring that the dia- 232

logue content aligns with the scene description and 233

that each character’s speech corresponds to their 234

personal profile. We require the dialogues to be 235

logically consistent, contextually relevant, and rich 236

in content. To enhance the simulation’s realism, 237

each character is expected to output the textual con- 238
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tent and corresponding speaking style. Generated239

scripts examples are listed in Appendix I.240

Modality Extension We aim to construct multi-241

modal human communication scripts, expanding242

communication scenarios from text to speech. As243

SpeechGPT utilizes discrete units as speech repre-244

sentation, we employ a pretrained text-to-unit gen-245

erator1 to transform textual scripts into unit-form246

spoken scripts.247

4 SpeechAgents248

To simulate multi-modal human communication,249

we establish a Multi-modal Multi-Agent System.250

To enhance the multi-agent capabilities of the multi-251

modal LLM, we propose Multi-Agent Tuning.252

4.1 Multi-modal Multi-Agent System253

The characteristics of multi-modal multi-agent sys-254

tem include: 1) Employing a multi-modal LLM as255

the central control unit for individual agents, and 2)256

Multimodal signals serve as the medium for com-257

munication among different agents, as shown in258

Figure 1 (b). We denote the set of agents in the259

system as A and the set of messages as M .260

Multi-modal Agent Each agent i ∈ A is repre-261

sented as Ai = (Li, Si, Ri), where Li refers to the262

multi-modal LLM. The selection of the LLM can263

be decided by modality requirements. For instance,264

as we aim to extend human communication from265

text modality to speech, we choose the SpeechGPT266

series models as the central control for our agents.267

Si refers to the scene in which the agent is situ-268

ated, including the corresponding background. Ri269

denotes the role of the agent along with its associ-270

ated profile. The scene and role guide the agent’s271

actions and interactions. In each round, the agent272

receives the message stream from other agents and273

generate appropriate an response consist with the274

scene and its role.275

Speech Message Stream Agents communicate276

with each other through spoken interaction. Each277

agent’s utterance serves as a message transmitted to278

all other agents. A speech message stream bank is279

maintained to store the content of each participant’s280

utterances in a spoken format. Before each round,281

messages are retrieved from the message stream282

bank to inform the agent of what others have con-283

veyed. After generating its response, it is then284

written into the message stream bank for reference285

in subsequent rounds. Each message mi,t ∈ M ,286

1https://huggingface.co/fnlp/text2unit

sent from agent Ai at turn t, can be represented as 287

mi,t = (ui,t, yi,t), where ui,t refers to the speech 288

message and yi,t refers to the corresponding style. 289

Think Before You Speak When humans engage 290

in communication, upon hearing others’ words, 291

they typically engage in internal thought processes 292

before expressing their own opinions. Similarly, 293

when each agent generates spoken output, we ad- 294

here to the principle of Think Before You Speak. 295

This approach is akin to the Chain-of-Thought 296

(CoT) method, which has significantly enhanced 297

the reasoning capabilities of LLM through step- 298

by-step progress. Specifically, we incorporate the 299

guidance in the prompt: You should first think about 300

the current condition and write your thoughts, and 301

then output your response in this turn. This in- 302

structs the agent to contemplate the present situa- 303

tion, formulate thoughts, and then articulate their 304

response. Specifically, before an agent generates 305

speech output, it should first create a textual mes- 306

sage stream and then produce the corresponding 307

text-based output, decomposing the complex task 308

into several intermediate steps. 309

Multi-Speaker Multi-Style Vocoder To enhance 310

the diversity and realism of simulated speech com- 311

munication, we trained a multi-speaker multi-style 312

vocoder following (Nguyen et al., 2023). This 313

vocoder takes speech discrete units, speaker, and 314

style as inputs, producing speech with correspond- 315

ing timbre and style. In each round, the output 316

of each agent includes discrete units and the cor- 317

responding style, which are fed into the vocoder 318

to generate expressive speech. The vocoder archi- 319

tecture consists of a generator G and multiple dis- 320

criminators D. The generator uses look-up tables 321

(LUT) to embed discrete representations and the 322

embedding sequences are up-sampled by a series 323

of blocks composed of transposed convolution and 324

a residual block with dilated layers. The speaker 325

embedding and style embedding is concatenated to 326

each frame in the up-sampled sequence. The dis- 327

criminator features a Multi-Period Discriminator 328

(MPD) and a Multi-Scale Discriminator (MSD), 329

which have the same architecture as (Nguyen et al., 330

2023). 331

4.2 Multi-Agent Tuning 332

To enhance the multi-agent capabilities of LLM, 333

we introduce multi-agent tuning, similar to (Zeng 334

et al., 2023). Multi-agent tuning comprises two 335

components: agent-trajectory instruction dataset 336
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Figure 3: Illustration of training and inference process of an individual agent in SpeechAgents. The solid arrows
represent the data flow during the inference process. During one agent’s turn, it receives inputs includes the scene,
background, role, profile, and the message stream from the speech message stream banks. The agent’s output
consists of its inner thoughts, the generated speech response and corresponding style. The response with style is
then written to the speech message stream bank. The dashed arrows represent the data flow during the training
process. Agent trajectory instructions, parsed from scripts in the Human Communication Simulation Benchmark,
are visually represented in the form of the concatenation of agent input and output in the diagram and utilized for
multi-agent tuning of the multi-modal LLM.

derived from Human-Communication Simulation337

Benchmark dataset and a mix-tuning strategy. This338

strategy serves to augment the agent’s multi-agent339

abilities while preserving its general capacity.340

Agent-Trajectory Parsing Agent trajectory refers341

to the specific input and output corresponding to342

an individual agent, serving as training data for the343

agent’s LLM. However, the training set in Human-344

Communication Simulation Benchmark consists345

of the input and output for the entire multi-agent346

system, not for individual agents. Consequently,347

it is necessary to parse the dataset into the format348

of agent trajectory. In the Human-Communication349

Simulation Benchmark, each data pair can be rep-350

resented as (S,B,R, P, TN , UN ), where:351

• S and B denote the scene and background,352

• R and P represent the selected roles and cor-353

responding profiles,354

• TN refers to textual communication scripts355

containing N round dialogues356

• UN refers to spoken communication scripts357

containing N round dialogues.358

After parsing, each data point in the agent trajec-359

tory instruct-tuning dataset can be expressed as360

(S,B, r, p, Ti:j−1, Ui:j−1, Tj , Uj), where:361

• r ∈ R and p ∈ P denote the specific role and362

its profile for this turn, respectively.363

• The textual message stream Ti:j−1 denotes the 364

ith to j − 1th round dialogue from TN . 365

• The speech message stream Ui:j−1 denotes 366

the ith to j − 1th round dialogue from UN . 367

• The textual output Tj represents the jth turn 368

dialogue of TN . 369

• The speech output Uj represents the jth turn 370

dialogue of UN . 371

After parsing all the data in the Human- 372

Communication Simulation Benchmark, a total of 373

751,691 agent trajectories were obtained. Each 374

agent trajectory will be fed into a template in Ap- 375

pendix D, creating a sequence that will be utilized 376

as the training data for multi-agent tuning. 377

Mix-Tuning We utilize the agent-trajectory in- 378

struction dataset to fine-tune the Language Model 379

(LLM), enhancing the multi-agent ability of 380

SpeechGPT. Simultaneously, we use Chain-of- 381

Modality Instruction set of SpeechInstruct dataset2 382

to preserve the model’s general ability. The train- 383

ing objective for instruction tuning can be formated 384

as: 385

L(θ) =− ·E(x,y)∼Dagent [log p(y|x)]
− α · E(x,y)∼Dgeneral [log p(y|x)]

386

2https://huggingface.co/datasets/fnlp/
SpeechInstruct

5

https://huggingface.co/datasets/fnlp/SpeechInstruct
https://huggingface.co/datasets/fnlp/SpeechInstruct


where Dagent denotes the agent-trajectory in-387

struction dataset, Dgeneral denotes SpeechInstruct388

dataset and α represents the mixure ratio of Dagent389

and Dgeneral. We set α = 1.390

5 Experiments391

5.1 Experimental Setups392

Datasets For multi-agent tuning, the agent-393

trajectory instruction dataset is parsed from Human-394

Communication Simulation Benchmark dataset.395

We also use Chain-of-Modality Instruction in396

SpeechInstruct dataset. For multi-speaker multi-397

style vocoder training, we use Expresso (Nguyen398

et al., 2023), LJSpeech (Ito and Johnson, 2017) and399

VCTK dataset.400

Configuration We train SpeechGPT from401

LLaMA2-7b-CHAT as the multi-modal LLM. We402

use the SpeechInstruct dataset and follow the stages403

of Cross-modal Instruction Fine-Tuning and Chain-404

of-Modality Instruction Fine-Tuning as described405

in (Zhang et al., 2023). We train for 77000 steps406

with batch size 1152 and maximum sequence407

length 1024 on 24 A100 GPUs. For multi-agent408

tuning, we train for 6000 steps with batch size409

288 and maximum sequence length 4096 on 24410

A100 GPUs. For decoding, we set the maximum411

sequence length to 4096 and set the temperature to412

0.8. We use Top-k sampling with k=60. We also413

use Top-p sampling with p=0.8.414

5.2 Baselines415

Speech-ChatGPT is a multi-agent system built416

upon cascaded spoken conversational systems,417

consisting of off-the-shell ASR systems 3, Chat-418

GPT (GPT-3.5-turbo) as well as off-the-shell TTS419

systems 4.420

LLaMA2-MAT is a text-based multi-agent system.421

The single agent is built upon a large language422

model obtained by performing textual multi-agent423

tuning on LLaMA2-7B-chat using agent-trajectory424

instruction dataset in section 4.2. Textual multi-425

agent tuning leverages textual message stream in-426

stead of speech message stream. Template for tex-427

tual multi-agent tuning is shown in Appendix E.428

All other settings remain consistent with those de-429

scribed in section 4.2.430

Speech-LLaMA2-MAT is a multi-agent system431

built upon cascaded spoken conversational sys-432

3https://openai.com/research/whisper
4https://platform.openai.com/docs/

guides/text-to-speech

tem, consisting of off-the-shell ASR systems 5, 433

LLaMA2-MAT as well as off-the-shell TTS sys- 434

tems 6. 435

5.3 Evaluation 436

We evaluate two key capabilities of SpeechA- 437

gents: the ability to simulate human communica- 438

tion and general ability. For human communication 439

simulation evaluation, we use test set in Human- 440

Communication Simulation Benchmark and utilize 441

ChatGPT (GPT-4) as an evaluator, primarily evalu- 442

ating the generated scripts from two perspectives: 443

consistency with the scenario and characters, and 444

the quality and logical coherence of the script con- 445

tent. As for general ability, we evaluate SpeechA- 446

gents based on its performance in speech-to-speech 447

dialogue tasks, as described in (Zhang et al., 2023). 448

Consistency Score evaluates whether the scripts 449

align with the provided scene and character descrip- 450

tions and contextual elements such as time and 451

atmosphere. We leverage the off-the-shell ASR 452

model in section 5.2 to transform the speech scripts 453

into its corresponding text, which is subsequently 454

submitted for evaluation. We feed the prompt in 455

Appendix J to ChatGPT to score the model’s out- 456

puts based on response quality, with scores ranging 457

from 1 to 5. The higher score represents the better 458

consistency. 459

Quality Score focuses on language quality, emo- 460

tional expression, logical consistency, and over- 461

all reasonableness of each dialogue, evaluating 462

whether the scripts are natural, fluent, and free from 463

grammatical and lexical errors. We leverage the 464

pre-trained ASR model in section 5.2 to transform 465

the speech scripts into its corresponding text, which 466

is subsequently submitted for evaluation. We feed 467

the prompt in Appendix K to ChatGPT to score the 468

model’s outputs based on response quality, with 469

scores ranging from 1 to 5. The higher score repre- 470

sents the better quality. 471

Spoken Dialogue Score To assess the general 472

ability, we evaluate the performance of LLM in 473

SpeechAgents on speech-to-speech instruction- 474

following task proposed in (Zhang et al., 2023) and 475

focus on the quality of dialogue content. The pro- 476

cessing progress, test dataset and evaluation met- 477

rics are consistent with those described in (Zhang 478

et al., 2023). 479

5https://openai.com/research/whisper
6https://platform.openai.com/docs/

guides/text-to-speech
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Human-Communication Simulation General Ability
2-Role 4-Role 6-Role 8-Role 10-Role Avg.

Method C-Score Q-Score C-Score Q-Score C-Score Q-Score C-Score Q-Score C-Score Q-Score C-Score Q-Score ChatGPT Score

Baselines
Speech-ChatGPT 4.7 4.3 4.6 4.2 4.6 4.1 4.5 4.4 4.3 4.2 4.5 4.3 -
LLaMA2-MAT 4.4 3.8 4.3 3.8 4.1 3.6 4.2 3.8 4.2 3.9 4.2 3.8 -
Speech-LLaMA2-MAT 4.1 3.7 4.2 3.7 3.9 3.5 4.0 3.6 4.0 3.6 4.0 3.6 -

SpeechGPT 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 3.6
SpeechAgents 4.1 3.7 4.2 3.6 4.0 3.7 3.9 3.9 4.3 3.9 4.1 3.8 3.9

-Mix-Tuning 4.1 3.8 4.1 3.5 4.1 3.8 4.0 3.9 3.9 3.9 4.0 3.8 1.0
-Think Before You Speak 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 -

Table 1: Evaluation results of SpeechAgents under Human-Communication scenarios containing different role
numbers and speech-to-speech dialogue performance which represents general ability. C-Score refers to Content
Score. Q-Score refers to Quality Score. ChatGPT Score follows the same setting in (Zhang et al., 2023).

5.4 Main Results480

Table 1 presents the evaluation of human-481

communication simulation on different roles and482

speech-to-speech dialogue for general ability. Com-483

paring the performance of SpeechAgents and484

SpeechGPT in Human-Communication Simulation,485

it is observed that SpeechAgents exhibits a clear ad-486

vantage across all role numbers. This highlights the487

effectiveness of multi-agent tuning in enhancing488

the model’s multi-agent ability. Additionally, when489

contrasting their performance in spoken dialogue,490

SpeechAgents even outperforms SpeechGPT, in-491

dicating that general ability has not been compro-492

mised. Moreover, the multi-agent tuning employed493

for Human-Communication Simulation tasks also494

contributes to the improvement of general ability.495

In comparison to LLaMA2-MAT, SpeechAgents496

achieved similar consistency and quality scores.497

This underscores the effectiveness and signifi-498

cant potential of using multi-modal signals as the499

medium for information exchange among agents.500

Speech-ChatGPT performs best in Human-501

Communication Simulation, primarily due to Chat-502

GPT’s great language understanding and gener-503

ation capabilities. SpeechAgents outperforms504

Speech-LLaMA2-MAT in both consistency and505

quality scores, indicating that when a cross-modal506

LLM possessing inherent speech capabilities serves507

as the central control for agent, it yields better re-508

sults than agents relying on modality experts to get509

multi-modal capabilities. This highlights the advan-510

tage of intrinsic cross-modal knowledge transfer in511

achieving superior performance in a multi-modal512

setting.513

Figure 4: Consistency and Quality scores of SpeechA-
gents under Human-Communication scenarios contain-
ing different role numbers.

6 Analysis 514

6.1 Ablation Study 515

Effect of Mix-Tuning Removing mix-tuning 516

refers to finetuning multi-modal LLM solely on 517

agent trajectory instructions without SpeechIn- 518

struct dataset. As shown in Table 1, the removal 519

of Mix Training had no impact on the performance 520

in Human-Communication Simulation. However, 521

there was a significant loss in the performance in 522

speech-to-speech dialogue. This indicates that Mix 523

Training is highly effective in preserving general 524

ability. 525

Effect of Think Before You Speak Removing 526

Think Before You Speak means training and in- 527

ference without Thoughts. The template for re- 528

moving Think Before You Speak is shown in Ap- 529

pendix F. As indicated in Table 1, the removal of 530

Think Before You Speak essentially rendered the 531

Human-Communication Simulation task unachiev- 532

able. This highlights the critical significance of this 533

design element. 534
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6.2 Scalability of Agent Numbers535

As depicted in Figure 4, with the increase of agent536

numbers, the consistency score and quality score537

do not show a noticeable decrease, almost remain-538

ing unchanged. Even in a conversation scenario539

involving 25 agents, scripts with relatively high540

consistency and quality can be produced. This541

illustrates the SpeechAgents framework’s strong542

scalability, demonstrating its ability to generalize543

to scenarios beyond the maximum agent number544

encountered in the training set.545

6.3 Case Study546

The following lists an generated scripts.547

Scene: Summer Community BBQ
Background: Community members organize a summer barbecue, bringing people together for
grilled food, music, and outdoor fun, fostering a sense of unity and camaraderie.
Roles:
Michael Turner: 45-year-old grill master and friendly, taking charge of the barbecue station.
Jessica Rodriguez: 30-year-old event planner and energetic, organizing the logistics of the
community BBQ
David Nguyen: 40-year-old local business owner and generous, sponsoring the event by providing
refreshments.
Olivia Simmons: 33-year-old parent and enthusiastic, organizing children’s activities

Generated scripts:
Michael Turner: Hey everyone, it’s time for our summer community barbecue!(default)
Jessica Rodriguez:Great job,Michael! I’ve made sure everything is set up perfectly. Now, let’s start
the barbecue!(excited)
David Nguyen:I’m glad to see everyone enjoying the barbecue. It’s a great opportunity for local
businesses to connect with the community.(happy)
Michael Turner: Thank you all for coming! I’m proud to see the community coming together to
enjoy this barbecue.(default)
Olivia Simmons: Now, let’s have some fun with face painting and games!(happy)
Olivia Simmons: kids, gather around! I’ve set up some face painting and games.(happy)
Michael Turner: That sounds like a great idea, Olivia. I’ll make sure to have some tasty snacks
ready for everyone.(happy)
Jessica Rodriguez: Great, thanks, Michael! I’ve already booked a caterer for the event. (happy)
David Nguyen: That’s fantastic, Jessica. I’m glad everyone is excited.(default)
Olivia Simmons: Let’s make sure we have plenty of space for the kids to play.(happy)
Michael Turner: Absolutely, Olivia! I’ll make sure the barbecue station is child-friendly.(happy)
Jessica Rodriguez: Thank you, Michael. I’ve made sure to have a separate grilling area just for the
kids.(default)
David Nguyen: I’m grateful to have the opportunity to sponsor this event and support our commu-
nity.(default)

548

7 Conclusion549

This work proposed SpeechAgents, a multi-modal550

LLM-based multi-agent system designed for sim-551

ulating human communication. SpeechAgents uti- 552

lize multi-modal LLM as the central control for 553

agents and employing multi-modal signals as the 554

medium for exchanged messages among agents. 555

Experimental results demonstrate that SpeechA- 556

gents can simulate human communication dia- 557

logues with correct content, authentic rhythm, and 558

rich emotions and demonstrate excellent scalabil- 559

ity even with up to 25 agents, which can apply 560

to tasks such as drama creation and audio novels 561

generation. 562
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8 Limitation563

Despite SpeechAgents exhibiting impressive hu-564

man communication simulation abilities, it still565

presents certain limitations: 1) Due to the longer se-566

quences of speech tokens, message streams cannot567

be particularly extensive. 2) Due to the constraints568

of cross-modal LLM, it currently only supports569

speech modality as the multimodal information570

form, not supporting facial expressions and the571

like.572
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A Prompt for Scene Generation 678

Help me design 100 diverse and realistic human communication scenes, each described in 20-40
words. Ensure that each scene is suitable for multiple participants, and each scene should not be
complex. In the scene descriptions, please provide detailed depictions of the time and location
while avoiding specifying the exact number of theatrical characters. The scenes should be different
from each other and diverse.

679

B Prompt for Role Assignment 680

Please allocate 30 characters for this human communication scene, provide names and one-sentence
profile for each character. The profile could include age, background, personality, and status. The
profile must be a complete sentence, not words separated by commas. The descriptions should be
within 10-30 words. Organize the assignment in a python dict, with names as key and profiles as
value. Ensure diverse character allocation and minimize duplications. You must allocate 30 roles.
{scene}

681

C Prompt for Scripts Crafting 682

Please create a complete human communication scripts based on the scene description and
character assignments. The scripts should consist of {n_role} characters.

Here is the scene for the scripts: {scene}: {background}

These are the characters and their profiles for the scripts in this scene: {roles} : {profiles}

Please compose a scripts based on the scene and characters. The scripts should have 10-
60 rounds of dialogue. The content of the scripts should fit the scene description, and each
person’s speech should match their profile. The scripts should be logically coherent, contextually
consistent, and vivid in content. Each round should have only one speaker, and the speaker should
be chosen from the given characters. The order of speakers is not fixed. Each person can speak up
to 6 times. Each person’s speech should fit the context and their role, and each person’s dialogue
should include the corresponding style. The style must be chosen from [default, happy, sad, angry,
projected, calm, sleepy, bored, fearful, whisper, sympathetic, fast, desire, disgusted, confused,
enunciated, laughing, sarcastic, narration, awe, animal, child, childdir, animaldir, nonverbal], and
style choices can be diverse but must be consistent with the logical flow of the conversation. Your
output must only include the dialogue content. The output needs to be saved in a Json file, with
each line corresponding to the key: turn, role, style, content.

683
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D Template for Agent Trajectory684

Input:
Assuming you are an actor, currently joining a communication about {scene}. The background is
{background}. You are {role}. Below is the description of your role: {profile}

You should first think about the current condition and write your thoughts, and then out-
put your response in this turn. You should response in speech.

When responding, please output a response in the following format with two fields "Style" and
"Output", your output must strictly follow this format:

STYLE: (You should put the speaking style here)
OUTPUT: (You should put what you want to speak use here)

Here is the message streams:
{speech_message_stream}

You should now give your response based on the above messages. Remember to give
your response STRICTLY in the above response format. Do not add any additional field or line
break to your response!

Output:
[Thoughts]:
The textual message stream is {text_message_stream}. According to the scene, my role and
message stream, I should answer {text_output} with {style} speaking style.

[Response]:
STYLE: {style}
OUTPUT: {speech_output}

685
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E Template for Textual Agent Trajectory 686

Input:
Assuming you are an actor, currently joining a communication about {scene}. The background is
{background}. You are {role}. Below is the description of your role: {profile}

When responding, please output a response in the following format with two fields "Style" and
"Output", your output must strictly follow this format:

STYLE: (You should put the speaking style here)
OUTPUT: (You should put what you want to speak use here)

Here is the message streams:
{text_message_stream}

You should now give your response based on the above messages. Remember to give
your response STRICTLY in the above response format. Do not add any additional field or line
break to your response!

Output:
[Response]:
STYLE: {style}
OUTPUT: {text_output}

687
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F Template for Agent Trajectory Without Thoughts688

Input:
Assuming you are an actor, currently joining a communication about {scene}. The background is
{background}. You are {role}. Below is the description of your role: {profile}

You should response in speech.
When responding, please output a response in the following format with two fields "Style" and
"Output", your output must strictly follow this format:

STYLE: (You should put the speaking style here)
OUTPUT: (You should put what you want to speak use here)

Here is the message streams:
{speech_message_stream}

You should now give your response based on the above messages. Remember to give
your response STRICTLY in the above response format. Do not add any additional field or line
break to your response!

Output:
[Response]:
STYLE: {style}
OUTPUT: {speech_output}

689
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G Examples for Scene Generation 690

City Park Picnic: Friends gather for a weekend picnic in the city park, discussing relationships,
aspirations, and hidden conflicts.,

Beach Bonfire: A group of friends shares stories around a bonfire on the beach, reveal-
ing secrets and challenging long-standing friendships.,

Hospital Cafeteria: In the hospital cafeteria, healthcare workers cope with the stress of
their jobs and confront ethical dilemmas.,

Rural Farmhouse Kitchen: A family argues in the farmhouse kitchen over the future of
the family farm, bringing generational conflicts to light.,

Street Market in Marrakech: Vendors and tourists clash at a bustling street market in
Marrakech, highlighting cultural misunderstandings and personal disputes.,

Yoga Studio: Participants in a yoga class navigate personal insecurities and tensions, ex-
ploring the intersection of physical and emotional well-being.,

Train Station Platform: Strangers waiting for a delayed train engage in conversations, ex-
posing their diverse backgrounds and life stories.,

Comedy Club Backstage: Comedians deal with backstage drama and rivalry before a
stand-up show, shedding light on the cutthroat world of comedy.,

Vineyard Harvest Celebration: At a vineyard celebration, workers and owners confront
issues of fair wages and appreciation for their labor.

691

H Examples for Role Assignment 692

The following lists the 10 roles and profiles selected from the 30 roles generated for the "City Park Picnic" 693

scene from Human Communication Benchmark. 694

Victoria: 27-year-old journalist with a relentless pursuit for the truth and a turbulent love life.,

Andrew: 29-year-old journalist with an adventurous spirit and a tendency to push bound-
aries.,

Ella: 25-year-old aspiring writer filled with wanderlust and a hopeless romantic.,

James: 27-year-old lawyer with perfectionist tendencies and a fear of commitment.,

Sophia: 23-year-old fashion designer with a bubbly personality and a penchant for drama.,

Oliver: 28-year-old architect with a mysterious past and a guarded demeanor.,

Emma: 24-year-old ballet dancer striving for perfection and struggling with self-doubt.,

Liam: 26-year-old musician with a carefree spirit and a charming andplayful nature.,
695
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I Examples for Scripts Crafting696

The following lists an example communication script from Human Communication Benchmark for697

"Andrew" and "Victoria" under "City Park Picnic" scene.698

{ "turn": 1, "role": Andrew, "style": default, "content": Hey Victoria, I’m glad we could finally
enjoy this picnic together. },

{ "turn": 2, "role": Victoria, "style": default, "content": Yes, Andrew. It’s nice to take a
break from work and spend time with friends. },

{ "turn": 3, "role": Andrew, "style": happy, "content": Absolutely! So, how’s your love
life going lately? Any exciting stories to share? },

{ "turn": 4, "role": Victoria, "style": sad, "content": Well, to be honest, it’s been quite
turbulent. I just can’t seem to find the right person. },

{ "turn": 5, "role": Andrew, "style": sympathetic, "content": I’m sorry to hear that.
Don’t worry, Victoria. The right person will come along. You just need to be patient. },

{ "turn": 6, "role": Victoria, "style": default, "content": I know, but it’s frustrating sometimes. I
just want someone who understands my passion for journalism. },

{ "turn": 7, "role": Andrew, "style": calm, "content": I can understand that. Being a
journalist myself, it’s important to have someone who can relate to your work. },

{ "turn": 8, "role": Victoria, "style": angry, "content": Exactly! But most guys I meet
either don’t understand or feel threatened by my dedication. },

{ "turn": 9, "role": Andrew, "style": sympathetic, "content": That’s their loss, Victoria.
You deserve someone who appreciates your drive and ambition. },

{ "turn": 10, "role": Victoria, "style": sad, "content": I hope so, Andrew. Sometimes I
feel like I’ll never find that person. },

{ "turn": 11, "role": Andrew, "style": happy, "content": Don’t lose hope. Love has a
mysterious way of finding us when we least expect it. },

{ "turn": 12, "role": Victoria, "style": default, "content": You’re right, Andrew. I’ll
keep searching and hope for the best. }

699
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J Prompt for Consistency Score Evaluation 700

I will provide you with a scenario, characters, and scripts for the characters’ communication within
this scenario. Please evaluate and score the consistency between the script and the given scenario
and characters. Specific requirements are as follows: When assessing the consistency between the
script and the scenario, characters, delve into the key elements of each dialogue to ensure that the
generated script closely aligns with the provided scenario, background, and character descriptions.
First, focus on the descriptions of the scene and characters, evaluating whether the generated
dialogue accurately presents the features of the scenario, including location, time, and atmosphere.
Below is the data:
[BEGIN DATA]
***
[scene]: {scene}
***
[roles]: {role}
***
[scripts]: {scripts}
***
[Criterion]: consistency:
"1": "Not consistent - The scripts is completely irrelevant with the provided scenario, characters,
and dialogue."
"2": "Somewhat consistent - The scripts partially aligns with the provided scenario, characters,
and dialogue. While some aspects are accurate, there are notable inconsistencies that affect the
overall cohesion and believability of the response."
"3": "Moderately consistent - The scripts demonstrates a reasonable level of consistency with the
provided scenario, characters, and dialogue. It generally aligns with the context, but there may be
occasional lapses or minor discrepancies."
"4": "Consistent - The scripts is largely consistent with the provided scenario, characters, and
dialogue. It effectively captures the essence of the context, providing a coherent and believable
response. However, there might be a few minor inconsistencies that do not significantly impact the
overall consistency."
"5": "Highly consistent - The scripts is exceptionally consistent with the provided scenario,
characters, and dialogue. It accurately reflects the given context, maintaining a high level of
coherence and believability throughout. There are no notable inconsistencies that detract from the
overall consistency."
***
[END DATA]
Does the scripts meet the criterion? My score is: [insert score based on the provided consistency
criteria].

701
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K Prompt for Content Score Evaluation702

I will provide you with a scripts for the multiple characters’ communication. Please evaluate and
score the quality and logical coherence of the script content. Specific requirements are as follows:
Please conduct a thorough examination of each dialogue’s language quality, emotional expression,
logical consistency, and overall reasonableness. Begin by evaluating the language of each dialogue,
ensuring that it is natural, fluent, and free from grammatical and lexical errors. Pay attention to
emotional expression to ensure that the dialogues adequately convey the characters’ emotions.
Emphasize the assessment of logical coherence and reasonableness in the dialogues, ensuring that
the characters’ speech and actions align with common sense and that their decisions and behaviors
possess sufficient rationale within the plot development.
Below is the data:
[BEGIN DATA]
***
[scripts]: {scripts}
***
[Criterion]: content quality and logical coherence:
"1": "Poor - The script lacks clarity, with language that is unclear or inappropriate. Emotional
expression is poorly conveyed, and the dialogue lacks logical coherence, making it difficult to
follow or believe."
"2": "Below average - The script demonstrates some clarity, but language usage may be inconsistent
or contain errors. Emotional expression is present but may be inconsistent or not well conveyed.
The logical coherence of the dialogue is compromised at times, affecting believability."
"3": "Average - The script generally maintains clarity in language, with few errors or inconsis-
tencies. Emotional expression is reasonably conveyed, and there is a moderate level of logical
coherence in the dialogue. However, some aspects may still lack depth or believability."
"4": "Above average - The script is clear and well-written, with minimal language issues. Emotional
expression is effectively conveyed, and the dialogue exhibits a high level of logical coherence.
The interactions and decisions of the characters are mostly believable, contributing to the overall
quality."
"5": "Excellent - The script is exceptionally well-crafted with clear, engaging language. Emotional
expression is vivid and effectively communicates the characters’ feelings. The dialogue demon-
strates outstanding logical coherence, ensuring that the characters’ actions and decisions align
seamlessly with the plot. The overall content quality is exceptional."
[END DATA]
Does the scripts meet the criterion? My score is: [insert score based on the provided content quality
and logical coherence criteria].

703
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