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Abstract

State-of-the-art multiple object tracking (MOT) models have recently been shown to
behave in qualitatively different ways from human observers. They exhibit superhuman
performance for large numbers of targets and subhuman performance when targets disap-
pear behind occluders. Here we investigate whether human gaze behavior can help explain
differences in human and model behavior. Human subjects watched scenes with objects
of various appearances. They tracked a designated subset of the objects, which moved
continuously and frequently disappeared behind static black-bar occluders, reporting the
designated objects at the end of each trial. We measured eye movements during tracking
and tracking accuracy. We found that human gaze behavior is clearly guided by task rele-
vance: designated objects were preferentially fixated. We compared human performance to
that of cognitive models inspired by state-of-the-art MOT models with object slots, where
each slot represents the model’s probabilistic belief about the location and appearance of
one object. In our model, incoming observations are unambiguously assigned to slots using
the Hungarian algorithm. Locations are tracked probabilistically (given the hard assign-
ment) with one Kalman filter per slot. We equipped the computational models with a
fovea, yielding high-precision observations at the center and low-precision observations in
the periphery. We found that constraining models to follow the same gaze behavior as
humans (imposing the human-measured fixation sequences) best captures human behav-
ioral phenomena. These results demonstrate the importance of gaze behavior, allowing the
human visual system to optimally use its limited resources.

Keywords: human dynamic object vision, multiple object tracking, visual occlusion, eye
movements, computational modelling

1. Introduction

Human vision parses the world into representations of objects. These representations persist
as objects in the world move, leave our field of view or disappear behind occluding objects.
This ability emancipates vision from the immediate sensory input and enables us to see
the world in terms of its physical constituent components, providing a basis for prediction
and successful action. Such robust and efficient inference of task-relevant objects from the
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sensorium is a challenge for machine vision and so far lacks clear solutions (Peters and
Kriegeskorte, 2021; Greff et al., 2020).

Human vision may, in part, derive its efficiency and robustness from targeted sampling
of the environment through foveation (Gegenfurtner, 2016). Understanding inference-driven
human foveation, i.e., why people look where, may inspire novel robust and data-efficient
machine vision models. Understanding (and thus being able to predict) human foveation
(Kümmerer and Bethge, 2023) is also of high interest for applications like computer graphics
(Padmanaban et al., 2017), accessibility (Ward and MacKay, 2002), UX design (Bylinskii
et al., 2017), and relevant for the diagnostics of neurological and psychiatric disorders (Liu
et al., 2021).

Multiple object tracking (MOT) is a class of tasks that directly taps into a system’s
ability to stably represent task-relevant objects in a dynamic visual input. MOT tasks
have a long tradition in cognitive science (Pylyshyn and Storm, 1988; Scholl and Pylyshyn,
1999) and machine learning. We recently compared state-of-the art MOT models (Bewley
et al., 2016; Wojke et al., 2017; Zhang et al., 2022; Cao et al., 2022) to humans on a novel
task designed to take steps toward bridging the gap between the real-world complexity of
machine learning tasks and the abstraction of cognitive tasks (Peters et al., 2022). The
task combined object recognition demands, visual occlusions and tracking. We observed
that models displayed qualitatively different behavior from humans: their performance was
independent of the set size, i.e. the number of objects, but deteriorated below human
performance when objects were subject to extended periods of full occlusions.

This study investigates whether the qualitative difference in behavior between models
and humans may be due to the fundamental differences in how models and humans sample
the world. In contrast to standard machine vision models, human vision obtains high-
precision observations at the fovea and low-precision observations in the periphery, actively
sampling the environment to build a visual representation of the world that is useful for
current behavioral goals. Human gaze behavior has been shown to be highly relevant for
successful object tracking (Fehd and Seiffert, 2008; Zelinsky and Neider, 2008; Hyönä et al.,
2019) and individual gaze behavior is predictive of MOT task performance (Upadhyayula
and Flombaum, 2020).

We here equip a computational model, inspired by machine learning multiple object
tracking models, with two features of human vision. We first introduce observation noise to
the model, lowering the fidelity of the visual input. We then equip the model with a fovea
and constrain the model to follow the gaze trajectories of humans performing the same trial.
We find that both features lead to more human-like performance as a function of set size
and occlusion.

2. Related work

2.1. Cognitive science

Previous work in cognitive science has modeled human multiple object tracking behavior in
highly abstracted tasks, where objects have the same appearance (i.e., dots without texture)
and are visible throughout the motion period (i.e., no occlusion) (Zhong et al., 2014; Vul
et al., 2009; Srivastava and Vul, 2016). E.g., Vul et al. (2009) used a probabilistic slot-model
(i.e., particle filter) to explain human multiple-object tracking behavior as a function of the
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number of objects, velocity, and object distance. Srivastava and Vul (2016) incorporated
an attentional controller into the particle filter that modulates the attentional gain of in-
ternal object representations, explaining moment-by-moment spatial precision of tracked
object representations. Here, we use gaze behavior to align the beliefs of computational
models with those of human observers. Similar to Upadhyayula and Flombaum (2020),
who could explain individual differences in MOT performance by ”following” the gaze of
individual participants, we implement gaze-following by incorporating fixation distance-
dependent noise. Our work goes beyond the highly abstracted tasks typically employed in
cognitive science, incorporating object appearance information, and modeling how active
sampling of positions and appearances of objects may help maintain object representations
through extended periods of occlusion.

2.2. Machine learning

A central area of machine vision research is the development of real-time online methods to,
e.g., track multiple objects in videos (Luo et al., 2021; Bewley et al., 2016; Wang et al., 2020).
This may require online mechanisms that selectively process and combine certain aspects
of the available information. Such attention mechanisms have been employed in computer
vision (Guo et al., 2022; Sun et al., 2021; Meinhardt et al., 2022; Zeng et al., 2022), including
spatial attention mechanisms (akin to overt and covert attention in humans) (Larochelle
and Hinton, 2010; Mnih et al., 2014; Eslami et al., 2016) and in tracking tasks (Denil et al.,
2012; Kahou et al., 2017; Kosiorek et al., 2017, 2018). While advancements in hardware
and architectures (Vaswani et al., 2017) may eventually admit online processing of the full
input for standard fixed camera MOT benchmarks (Milan et al., 2016), spatial sampling
will remain highly relevant in areas like active robot vision (Zeng et al., 2020).

3. Methods

3.1. Model

The computational model is a slot-based model, which tracks object identities over time
by maintaining and updating beliefs about the position and appearances of objects in the
scene (Fig. 1). The model is inspired by modern multiple object tracking models from
machine learning like SORT (Bewley et al., 2016) and DeepSORT (Wojke et al., 2017).
SORT is a simple and fast algorithm that for each of N objects, tracks a Gaussian belief
about the object’s location and size (represented as a bounding box) and its velocity. On
each frame, M new observations are detected via an object detection network. These
observations are then assigned to the current tracks (slots) such that the overall distances
between observations and tracks is minimized by the assignments (using the Hungarian
algorithm). Object beliefs are then updated using Kalman filtering. DeepSORT extends
SORT with a deep appearance-based association metric. On each frame, a crop is extracted
for each observation from the detected bounding box and embedded into latent space that
was optimized to disambiguate tracked objects by their appearances. Each slot then, in
addition to the Gaussian belief about the position, keeps a library of embeddings that have
been previously associated with the track. The assignment of observations to tracks is then
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Figure 1: Tracking model. The base tracking model is a slot-based tracking-by-detection
model. See text for details.

obtained by minimizing a combined cost of position-related beliefs and observations, as well
as the distance between observed embeddings and the memory of past embeddings.

3.1.1. Base model

On the first frame, the model initializes a series of tracks (slots), one for each detection,
representing the objects to be tracked. Each track represents the belief about an object’s
position and appearance. In particular, the i-th object’s position state at time t is an
eight-dimensional variable (bounding box center, height, aspect ratio, and their velocities)
and the belief over this variable is represented as Gaussian distribution with mean zposi,t and
covariance Ppos

i,t . Similarly, the object’s appearance is represented as a Gaussian belief in a
128-dimensional deep embedding space. Mean zappi,t and covariance Papp

i,t are the empirical
moments computed over the past 10 embeddings associated with track i at time step t.

Assignment of tracks to new observations is performed by minimizing an assignment
cost using the Hungarian algorithm. We use the negative log-likelihood of position and
appearance observations under the tracked beliefs about position and appearance. For
position, we project the Gaussian filter belief about the track i into the observation space
forming the prediction N (ôposi,t ,S

pos
i,t ). In the base model (without observation noise), the

uncertainty about the object’s location in observation space Spos
i,t is purely a function of

the belief uncertainty: Spos
i,t = HP̂pos

i,t H
T. Similarly, in the base model, the prediction of

appearance is purely a function of the belief uncertainty about appearance N (zappi,t ,Papp
i,t ).

The position and appearance costs, dpos(i, j) and dapp(i, j) (see Appendix A for details),
of associating track i with detection j are then the negative log-likelihoods of observed
position and appearance of detection j that are combined into a single cost c(i, j) using λ:
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c(i, j) = (1 − λ)dpos(i, j) + λdapp(i, j) (1)

We set λ = 0.056 to roughly match the negative log-likelihood cost scales for position
and appearance, but we did not fit it to human behavior. After an observation is assigned
to a track, the track updates its belief about the position using the Kalman update and
incorporates the new embeddings into its embedding library.

3.1.2. Observation noise model

The observation noise model adds constant normally distributed noise to the position de-
tections õposj,t and incoming embeddings õappj,t :

oposj,t = õposj,t + N (0,
σ2
pos

τ2j,t,pos
I) (2)

oappj,t = õappj,t + N (0,
σ2
app

τ2j,t,app
Σapp) (3)

Here, õposj,t is the ground truth location of detection j (which is known to us because we
control the generation of the stimuli), while õappj,t is the embedding associated with detection
j obtained by passing the bounding-box-cropped image to a neural network that extracts
visual features. Σapp denotes the empirically estimated covariance of the embeddings, and
it is used to ”color” the noise of the embeddings according to the covariance structure of the
embedding space. We simulated model behavior with σpos = [15.0, 25.0] and σapp = [0.2, 0.3]
as these approximately performed at human accuracy levels. When comparing to human
behavior, we averaged across these noise levels, as they had negligible effects on the results.
Since we treat the observation noise model as a special case of the fixation model, the
precision values τ2j,t,pos and τ2j,t,app are are fixed at 22.5 (which is the inverse of the intercept
c from the cortical magnification formula below).

3.1.3. Fixation model

Finally, we implemented an artificial fovea that spatially modulates the observation noise.
Following neuroscientific literature (Dumoulin and Wandell, 2008; Rovamo and Virsu, 1979;
Carrasco et al., 1995), detections in the fovea have a lower observation noise than detections
in the periphery. This modification allows us to feed human eye fixation data to the model,
and make the model ”fixate” according to human gaze.

In practice, for each detection, we calculate its eccentricity (distance from fixation) E in
visual angles. We follow vision science literature (Strasburger et al., 2011) and find the pre-
cision for appearance and position using an inverse linear function that relates eccentricity
E to cortical magnification:

τ2j,t,pos = 1/(bpos × E + c) × npos (4)

τ2j,t,app = 1/(bapp × E + c) × napp (5)
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Slopes for position and appearance precision bapp and bpos are parameters in our model,
while c = 0.044 is fixed according to plausible values from human peripheral vision literature
(Strasburger et al., 2011). Intuitively, the slope parameters determine how fast the precision
falls off with distance from fixation. We can recover the constant observation model by
setting the slopes to 0, rendering precision independent of eccentricity E. The normalization
factors npos and napp ensure that average precision across the screen is the same for different
slope values.

Importantly, the fixation model expects higher levels of observation noise for tracks that
are far away from fixation. So it computes track-based precision values for each track i τ2i,t,pos
and τ2i,t,app that are then used to make predictions for that track in position and embedding
observation spaces (note that these are different from the detection-based precision values
used in simulating observation noise in the detections). For instance, the uncertainty about
the object’s location in observation space Spos

i,t = HP̂pos
i,t H

T + Rpos
i,t becomes a function of

the belief uncertainty P̂pos
i,t and fixation-dependent observation noise Rpos

i,t =
σ2
pos

τ2i,t,pos
I.

3.2. Task
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Figure 2: Task. a Sequence of events. b Experimental factors (see 3.2 for details).

The object-tracking task was identical for both humans and models, unless indicated
differently (see Figure 2a). Each trial started with the display of either 4, 6, or 8 objects.
In Phase 1, the cueing period, objects remained still for 1.5s. During this time, half of the
objects were highlighted as target objects for human participants for 1s. Phase 2, the motion
period, lasted five seconds, where objects moved independently on random trajectories inside
the motion area. Objects moved with constant speed, and their trajectory was simulated
either through a linear or more complex non-linear dynamics model (see Appendix B for
details). Object speed vectors were reflected at the boundaries of the motion area. Two-
thirds of all trials contained a central large rectangle (”occluder”) that spanned the full
vertical (horizontal) extent and either 20% or 40% of the horizontal (vertical) extent of
the motion area. Object starting positions were sampled such that (1) all objects were
unoccluded at the start of the trial and (2) all objects ended up in positions such that no
two were closer to each other than a threshold distance. In phase 3, the response period, the
objects stopped moving and target identification was required. Humans did so by clicking
on them. If objects ended their motion hidden by the occluder, they were made visible
either by making the occluder semi-transparent (for humans), or by moving their depth
plane in front of the occluder (for models, which were not assumed to be familiar with semi-
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transparency). Object stimuli were crops extracted from the MS Coco challenge (Lin et al.,
2014) using the provided segmentation masks. For each of the 80 categories, we extracted
a large set of different exemplars, excluding fragmented objects.

Humans and models were presented with 144 motion sequences, for which we varied
several factors (Figure 2b). We varied the number of objects (4, 6, or 8; always half of
them were targets), the extent of the occluder (no occluder, 20%, 40%), and its orientation
(horizontal or vertical). Object dynamics were either linear or following a more complex
motion model. Object appearances could be sampled either randomly from all 80 Coco
categories or only from a single category.

3.3. Human behavior

For the human participants (N = 9), target objects were highlighted in the cueing phase
with a glowing outline and a coin icon placed atop each target. In the response phase,
participants selected half of the objects which they believed were the original targets. Once
all responses were made, the selected objects’ identities were revealed (target or non-target)
by displaying an animation of the coin being collected for targets and no animation for
selected non-targets. Humans were not constrained by a time limit for their responses.
Trials were presented in 12 blocks of 12 sequences (trials) each. Human gaze position was
recorded simultaneously using an eyetracker (see Appendix C).

3.4. Model behavior

Following previous work (Peters et al., 2022), we provide models with ground truth bounding
boxes for unoccluded objects in the current frame. This is similar to public detections in
the MOT challenge (Milan et al., 2016) allowed us to focus on the tracking challenge rather
evaluating the quality of the object detector. To obtain responses to objects at the end of
the motion period, we determined whether a model tracked the target objects consistently
throughout the whole trial. A target object was considered to be successfully tracked if its
final detection was assigned to one of the target tracks of the first frame. The model then
”selected” those final detections that were assigned to a target track. In case less than T
detections were assigned to target tracks, the model randomly selected responses from the
remaining detections (i.e., guessing) until T responses were made. We report the average
accuracy over 2 × 9 = 18 model evaluation runs (2 independent runs for each of the 9
participant gaze data, or simply 18 runs in the case of no noise or constant noise models).

4. Results

4.1. Human behavioral phenomena

We assessed the impact of the number of objects, occlusion levels, object category similarity,
and trajectory complexity (see Figure 3). We found that tracking performance decreases
with the number of objects tracked and the degree of occlusion, replicating previous findings
in the MOT literature (Intriligator and Cavanagh, 2001; Pylyshyn and Storm, 1988; Scholl
and Pylyshyn, 1999; Yantis, 1992). We also found that performance diminishes when targets
and distractors belong to the same category, replicating our own previous findings (Peters
et al., 2022). Moreover, tracking performance was slightly reduced when objects moved on
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more complex trajectories compared to linear trajectories. We were particularly interested
in capturing these broad patterns of human object-tracking behavior with our computational
modeling efforts.

4 6 8
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model (fixation noise)

Figure 3: Human and model accuracy. a. Number of objects (half of them were tar-
gets), b Occlusion level (no occlusion, 20%, and 40% width of the occluder). Low
and high category similarity (c) and trajectory complexity (d).

4.2. Models without fixation

We first modeled human behavior without any observation noise in the model, setting
σpos = 0 and σapp = 0. As seen in Figure 3 (blue bars, ”model (no noise)”), this model
outperforms humans in all conditions, yielding a qualitatively bad fit to human data.

In contrast to this model, humans have limited precision in their observations. In the
next step, we therefore added observation noise to all detections (observed positions and
appearance embeddings, as explained in the Methods section). This observation noise was
identical (constant) across the whole visual field. We find that adding constant observation
noise made the model capture human phenomena much more closely than the model without
observation noise (Figure 3, green bars, ”model (constant noise)”). However, state-of-the-
art object tracking models tend to outperform humans when there is no occlusion and
underperform when there is high occlusion (Peters et al., 2022). The constant noise model
seems to still suffer from this problem (see Figure 3B).

4.3. Introducing gaze-following makes model behavior more human-like

We hypothesized that a model equipped with a fovea and following human gaze would
yield a better fit to human behavior. In particular, we observed that human gaze behavior
is directly related to the task, revealing a participant’s beliefs about tracked objects (see
Appendix D). A qualitative inspection of the results (Figure 3, red bars, ”model (fixation
noise)”) suggests that the fixation model does indeed better capture human behavior than
the constant noise model. In particular, unlike the constant noise model, the fixation model
does not seem to outperform humans in the lower occlusion settings (”None” and ”0.2” in
Figure 3B). To quantify the effects of introducing fixations into the model, we computed
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the correlation between model and human average accuracy across the 36 experimental
conditions (3 levels of the number of objects × 3 occlusion levels × 2 levels of category
similarity × 2 levels of trajectory complexity) (Figure 4A). This metric reflects the extent
to which the model captures key human behavioral phenomena while being invariant to
overall level of performance (Figure 3).

We found that the best-performing fixation model (bpos = 1.0, bapp = 0.055) captured
human phenomena significantly better than a model without fixation (i.e., bpos = 0, bapp =
0) (t(8) = 8.29, p < .001). In fact, every fixation model with non-zero slope for both
fixation and appearance is a better fit to human behavior than any model in which either the
appearance or the position slope is set to 0 (for any comparison, t(8) > 2.33, p < 0.048); and
every model with one non-zero slope is better than the zero-slope model (for any comparison,
t(8) > 3.13, p < 0.014). See Figure 4B first column/row for a visual intuition. In general,
we found that model correlation to human behavior increases for higher slopes (Figure 4C),
suggesting that fixations are indeed key to explaining human tracking behavior.
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Figure 4: Human and model fit. a Accuracy of humans and models for each experimental
condition (sorted by human accuracy in each condition). b Similarity between
human and model behavior across experimental conditions. Note that models
with at least one 0-slope (no fixation effect for observed position, appearance, or
both, i.e., the last five rows/columns of the matrix) have a lower correlation to
human behavior. c Correlation to human behavior as a function of position slope
bpos and appearance slope bapp. Models behave more human-like when increasing
the slope (i.e. when increasing the effect of fixation).

5. Limitations and future work

Our model is a slot-based tracking-by-detection algorithm, which allowed us to isolate the
tracking challenge from the detection components of the task. Tracking-by-detection is
a well-established paradigm in machine vision (Bewley et al., 2016; Wojke et al., 2017).
However, the separation of detection from association is an oversimplification of human
vision, in which detection and association across time and space occur continuously and
concurrently at all stages of visual processing. Departing from the classic tracking-by-
detection paradigm (e.g., Sun et al., 2021; Feichtenhofer et al., 2017; Bergmann et al.,
2019) and perhaps even including less structured (i.e., non-slot) representations of the visual
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world (Eslami et al., 2018; Vondrick et al., 2018) may yield a closer alignment of human
and machine vision.

6. Conclusion

We here equipped a computational model, inspired by state-of-the-art multiple object track-
ing models in machine learning, with a fovea, yielding high-precision observations at the
center and low-precision observations in the periphery. We found that constraining mod-
els to follow the same gaze behavior as humans (imposing the human measured fixation
sequences) better captures key behavioral human phenomena compared to models without
fixation. These results demonstrate the importance of gaze behavior and provide a stepping
stone for building resource-efficient machine vision models that sample their environment
adaptively.

7. References

References

Philipp Bergmann, Tim Meinhardt, and Laura Leal-Taixe. Tracking without bells and
whistles. In Proceedings of the IEEE international conference on computer vision, pages
941–951, 2019.

Alex Bewley, Zongyuan Ge, Lionel Ott, Fabio Ramos, and Ben Upcroft. Simple online
and realtime tracking. In 2016 IEEE International Conference on Image Processing
(ICIP), pages 3464–3468. IEEE, 2016. doi: 10.1109/ICIP.2016.7533003. URL https:

//ieeexplore.ieee.org/document/7533003.

Zoya Bylinskii, Nam Wook Kim, Peter O’Donovan, Sami Alsheikh, Spandan Madan,
Hanspeter Pfister, Fredo Durand, Bryan Russell, and Aaron Hertzmann. Learning Vi-
sual Importance for Graphic Designs and Data Visualizations. In Proceedings of the
30th Annual ACM Symposium on User Interface Software and Technology, UIST ’17,
pages 57–69, New York, NY, USA, October 2017. Association for Computing Ma-
chinery. ISBN 978-1-4503-4981-9. doi: 10.1145/3126594.3126653. URL https:

//dl.acm.org/doi/10.1145/3126594.3126653.

Jinkun Cao, Xinshuo Weng, Rawal Khirodkar, Jiangmiao Pang, and Kris Kitani.
Observation-Centric SORT: Rethinking SORT for Robust Multi-Object Tracking. arXiv
preprint arXiv:2203.14360, 2022. doi: 10.48550/arXiv.2203.14360. URL https:

//arxiv.org/abs/2203.14360.

Marisa Carrasco, Denise L. Evert, Irene Chang, and Svetlana M. Katz. The eccentricity
effect: Target eccentricity affects performance on conjunction searches. Perception &
Psychophysics, 57(8):1241–1261, November 1995. ISSN 1532-5962. doi: 10.3758/BF0320
8380. URL https://doi.org/10.3758/BF03208380.

Misha Denil, Loris Bazzani, Hugo Larochelle, and Nando de Freitas. Learning Where to
Attend with Deep Architectures for Image Tracking. Neural Computation, 24(8):2151–

10

https://ieeexplore.ieee.org/document/7533003
https://ieeexplore.ieee.org/document/7533003
https://dl.acm.org/doi/10.1145/3126594.3126653
https://dl.acm.org/doi/10.1145/3126594.3126653
https://arxiv.org/abs/2203.14360
https://arxiv.org/abs/2203.14360
https://doi.org/10.3758/BF03208380


Human-like multiple object trackers via gaze-following

2184, August 2012. ISSN 0899-7667. doi: 10.1162/NECO a 00312. URL https:

//doi.org/10.1162/NECO_a_00312.

Serge O. Dumoulin and Brian A. Wandell. Population receptive field estimates in human
visual cortex. NeuroImage, 39(2):647–660, 2008. ISSN 10538119. doi: 10.1016/j.neuroi
mage.2007.09.034. URL http://www.ncbi.nlm.nih.gov/pubmed/17977024. Edition:
2007/11/03 ISBN: 1053-8119 (Print)\n1053-8119 (Linking).

S. M. Ali Eslami, Nicolas Heess, Theophane Weber, Yuval Tassa, David Szepesvari, koray
kavukcuoglu, and Geoffrey E Hinton. Attend, Infer, Repeat: Fast Scene Understanding
with Generative Models. In Advances in Neural Information Processing Systems, vol-
ume 29. Curran Associates, Inc., 2016. URL https://proceedings.neurips.cc/paper

/2016/hash/52947e0ade57a09e4a1386d08f17b656-Abstract.html.

S. M. Ali Eslami, Danilo Jimenez Rezende, Frederic Besse, Fabio Viola, Ari S. Morcos,
Marta Garnelo, Avraham Ruderman, Andrei A. Rusu, Ivo Danihelka, Karol Gregor,
David P. Reichert, Lars Buesing, Theophane Weber, Oriol Vinyals, Dan Rosenbaum,
Neil Rabinowitz, Helen King, Chloe Hillier, Matt Botvinick, Daan Wierstra, Koray
Kavukcuoglu, and Demis Hassabis. Neural scene representation and rendering. Sci-
ence, 360(6394):1204–1210, June 2018. ISSN 0036-8075, 1095-9203. doi: 10.1126/scienc
e.aar6170. URL https://www.science.org/doi/10.1126/science.aar6170.

Hilda M. Fehd and Adriane E. Seiffert. Eye movements during multiple object tracking:
Where do participants look? Cognition, 108(1):201–209, July 2008. ISSN 0010-0277. doi:
10.1016/j.cognition.2007.11.008. URL https://www.sciencedirect.com/science/ar

ticle/pii/S0010027707002776.

Christoph Feichtenhofer, Axel Pinz, and Andrew Zisserman. Detect to Track and Track to
Detect. pages 3038–3046, 2017. URL https://openaccess.thecvf.com/content_iccv

_2017/html/Feichtenhofer_Detect_to_Track_ICCV_2017_paper.html.

Karl R. Gegenfurtner. The Interaction Between Vision and Eye Movements. Perception,
45(12):1333–1357, December 2016. ISSN 0301-0066, 1468-4233. doi: 10.1177/03010066
16657097. URL http://journals.sagepub.com/doi/10.1177/0301006616657097.

Klaus Greff, Sjoerd van Steenkiste, and Jürgen Schmidhuber. On the Binding Problem in
Artificial Neural Networks. arXiv:2012.05208 [cs], December 2020. doi: doi.org/10.485
50/arXiv.2012.05208. URL http://arxiv.org/abs/2012.05208. arXiv: 2012.05208.

Meng-Hao Guo, Tian-Xing Xu, Jiang-Jiang Liu, Zheng-Ning Liu, Peng-Tao Jiang, Tai-Jiang
Mu, Song-Hai Zhang, Ralph R. Martin, Ming-Ming Cheng, and Shi-Min Hu. Attention
mechanisms in computer vision: A survey. Computational Visual Media, 8(3):331–368,
September 2022. ISSN 2096-0662. doi: 10.1007/s41095-022-0271-y. URL https:

//doi.org/10.1007/s41095-022-0271-y.
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Appendix A. Model details

On the first frame, the tracker initializes a series of tracks, one for each detection, represent-
ing the objects to be tracked. Each track represents the belief about an object’s position
variables (bounding box center, height, aspect ratio, and velocities) and appearance. New
observations are assigned deterministically to tracks/slots and update beliefs about position
and appearance.

We denote observations with o (position observations: opos, appearance observations:
oapp) and latent variables with z (position latent variables: zpos, appearance latent variables:
zapp).

A.1. Position model

Each track’s position state is an eight-dimensional variable (bounding box center, height,
aspect ratio, and velocities), which is updated with new observations by a Kalman filter.

On time step t, first the predicted posterior N (ẑposi,t , P̂
pos
t ) is computed with

ẑposi,t = Fzposi,t−1 (6)

P̂pos
t = FPpos

t−1F
T + Q (7)

where zpost−1, and Ppos
t−1 are the state vector and covariance of the posterior belief from

the previous frame, F is the state-transition matrix:

F =



1 0 0 0 ∆t 0 0 0
0 1 0 0 0 ∆t 0 0
0 0 1 0 0 0 ∆t 0
0 0 0 1 0 0 0 ∆t
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


and the covariance of the process noise Q =

[
2.1, 2.1, 0.01, 2.1, 0.26, 0.26, 1 × 10−5, 0.26

]
I.

The new posterior for time step t is then updated as a combination of the predicted
posterior and the assigned new observation oj,t, weighted by the Kalman gain:

zposi,t = (I−KtH)ẑposi,t + Ktoj,t (8)

Ppos
i,t = (I−KtH) P̂pos

i,t (9)

where H projects latent beliefs into the observation space:

H =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
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The Kalman gain weighs the contribution of the predicted posterior belief and the
current observation to the new state belief, depending on the uncertainty in the predicted
posterior P̂pos

i,t and the uncertainty over the expected observation Spos
i,t = HP̂pos

i,t H
T +Rpos

j,t ,
where Rpos

j,t is the covariance matrix of the observation noise. Note that observation noise
is zero for the base model, constant (Rpos

j,t = Rpos) for the constant model, and a function
of the distance between fixation and observation position in the fixation model.

A.2. Appearance model

For each bounding box observation, the corresponding image crop is extracted and embed-
ded into a latent space to yield a 128-dimensional appearance observation (extracted via a
pre-trained re-identification model with a ResNet50 backbone). A track’s belief about the
object’s appearance is modeled as an empirical distribution over past observations of the
object. In particular, the Gaussian belief distribution N (zappi,t ,Papp

i,t ) is parameterized via
the precision-weighted mean zappt and covariance Papp

i,t over the past K (K = min{t, 10})
appearance embeddings. The precision weight of a sample in memory corresponds to the
inverse variance of the observation noise associated with the observation.

The predicted appearance observation for a particular track i at time-point t is then
modeled as N (ôappi,t ,Sapp

i,t ) with ôappi,t = zappi,t−1 and Sapp
i,t = Papp

t−1 + Rapp
j,t (the projection H

from latent into observation space is simply the identity matrix I).

A.3. Assignment

New observations are associated with those tracks that minimize the distances between the
tracker’s belief about object positions and appearances and the new observations.

In particular, we compute the distance dpos(i, j) between the tracker’s belief about
the i-th track’s position and the position of the j-th observation oposj,t as the negative log
probability of the observation under the model’s probabilistic prediction of the object’s
position, N (ôposi,t , Spos

i,t ), with ôposi,t = Hẑposi,t as the predicted position in observation space.

dpos(i, j) =
1

2

(
(oposj,t − ôposi,t )

T
(
Spos
i,t

)−1
(oposi,t − ôposi,t ) + log |Spos

i,t | + k log(2π)
)

(10)

Similarly, the distance between distance dapp(i, j) between the tracker’s belief about
the i-th track’s appearance and the observed appearance is computed as the negative log
probability of the observed appearance embedding oappj,t under the model’s belief about the
track’s appearance ôappi,t and the associated uncertainty Sapp

i,t

dapp(i, j) =
1

2

(
(oappj,t − ôappi,t )

T
(
Sapp
i,t

)−1
(oappi,t − ôappi,t ) + log |Sapp

i,t | + k log(2π)
)

(11)

on each time step, the entries of the assignment cost matrix Ct is computed as a weighted
sum of the position cost Dpos and the appearance costs Dapp between the i-th track and
the j-th observation.

ci,j = λdpos(i, j) + (1 − λ)dapp(i, j) (12)
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Appendix B. Object motion trajectories

Initial object positions were sampled randomly such that no object was occluded and ob-
jects had a minimal inter-object distance of half an object width. Initial angular motion
directions were sampled from a uniform distribution. Object speed was always constant.
Using rejection sampling, motion trajectories were sampled such that at the end of the
motion period, object centroids were separated by at least half an object distance.

Object motion dynamics could be either linear or following a complex generative motion
model. In the linear case, object positions were deterministically simulated forward using
the initial start position and motion vector. In the complex motion model, the angular
motion direction was perturbed on each frame. At the start of the motion, the motion
perturbation angle was sampled from a von Mises distribution centered on µ = 0 degrees
with a precision of κ = 100.0 degrees. This motion perturbation angle was then applied for
the next T1 frames. At frame T1 + 1, a new motion perturbation angle was sampled from
the same von Mises distribution and applied for the next T2 frames. Intervals T1, T2, . . .
were sampled from a Poisson distribution with λ = 10. Hence, on average every 10 frames,
the motion direction of the object changed. This procedure yielded complex but smooth
motion trajectories.

Appendix C. Human gaze tracking

Nine participants (7 female, mean ± age 26.9 ± 8.3) with normal or corrected-to-normal
vision were recruited from the participant pool of the Institute of Neuroscience and Psy-
chology, University of Glasgow. All participants gave informed consent and the study was
approved by the ethics committee of the College of Medical, Veterinary & Life Sciences of
the University of Glasgow. Participants viewed stimuli in the lab on a monitor (1920×1080
resolution, 60Hz refresh rate). Monocular gaze (left eye) was recorded at a sampling rate of
1000Hz using an infrared camera (Eyelink 1000, SR Research). The camera was positioned
under the display monitor facing the participants. Participants used a chin-rest, which
allowed us to control the distance between the eyes and the monitor (distance: 57cm) and
minimized head motion. The eye tracker was calibrated before each block.

Appendix D. Human gaze behavior reveals beliefs about tracked objects

Fixation behavior is a core feature of human visual inference enabling targeted sampling of
the environment. To gauge to what extent fixations are directly subserving the task rather
than being a behavior coincidental to the task, we plotted the distance of all objects to the
fixation center as a function of time in the trial and object type (Figure 5). We observe
that fixations were closer to targets compared to distractor objects in line with previous
findings (Hyönä et al., 2019). Moreover, fixation behavior revealed the underlying beliefs
of participants about target and distractor objects. In particular, distractor objects which
were (incorrectly) selected by participants in the responses period, were closer to the fixation
during the motion period compared to objects which were not selected. This demonstrates
the relevance of human fixation behavior for multiple object tracking.
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Figure 5: Fixation behavior is related to the tracking task. Average distance of
target (left) and non-target objects (right) to the fixation and as a function of
whether the object was believed to be a target object as indicated by the behav-
ioral response. Distance as a fraction of the vertical (horizontal) extent of the
motion area (i.e., relative to a motion area of 1 × 1).
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