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Abstract

Reasoning Language Models, capable of extended chain-of-thought reasoning,
have demonstrated remarkable performance on tasks requiring complex logical
inference. However, applying elaborate reasoning for all queries often results in
substantial computational inefficiencies, particularly when many problems admit
straightforward solutions. This motivates an open question: Can LLMs learn when
to think? To answer this, we propose Thinkless, a learnable framework that em-
powers an LLM to adaptively select between short-form and long-form reasoning,
based on both task complexity and the model’s ability. Thinkless is trained under
a reinforcement learning paradigm and employs two control tokens, <short> for
concise responses and <think> for detailed reasoning. At the core of our method
is a Decoupled Group Relative Policy Optimization (DeGRPO) algorithm, which
decomposes the learning objective of hybrid reasoning into two components: (1)
a control token loss that governs the selection of the reasoning mode, and (2) a
response loss that improves the accuracy of the generated answers. This decoupled
formulation enables fine-grained control over the contributions of each objective,
stabilizing training and effectively preventing the collapse observed in vanilla
GRPO. Empirically, on several benchmarks such as Minerva Algebra, MATH-500,
and GSMSK, Thinkless is able to reduce the usage of long-chain thinking by 50% -
90%, significantly improving the efficiency of Reasoning Language Models. The
code is available at https://github.com/VainF/Thinkless

1 Introduction

Reasoning Language Models have exhibited notable effectiveness in solving complex tasks that
involve multi-hop reasoning and logic-intensive inference. Their capabilities span a range of domains,
such as mathematical problem solving [17} 12} 30] and agentic assistants [39,[5]]. A primary factor
underlying this success is their ability to perform chain-of-thought reasoning [38]], wherein intermedi-
ate steps are explicitly generated before arriving at a final answer. While this approach is effective for
solving challenging problems, applying it uniformly to all queries, regardless of their complexity or
the model’s capability can be inefficient. In particular, for questions with straightforward solutions,
invoking extended reasoning results in redundant token generation, increased memory footprint, and
substantially higher computational cost [[L1}[7]].

In response to these inefficiencies, a growing body of research has sought to enhance the inference
efficiency of reasoning models [[11}[1} 26, 2419, |14, [33]. A prominent direction in this space explores
hybrid reasoning [4,136. 2], wherein models dynamically switch between reasoning and non-reasoning
modes [41} 2]]. Despite promising results, a central challenge persists: determining when a model
should engage in elaborate reasoning. Many existing approaches address this by incorporating
manually designed heuristics, such as fixed computational budgets [[1] or prompt-level control signals
like “reasoning on/off” [4}[36]. However, these strategies inherently rely on human prior knowledge
and may yield suboptimal or inappropriate control decisions. This underscores a fundamental open
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Figure 1: Thinkless learns a hybrid LLM capable of adaptively selecting between thinking and
non-thinking inference modes, directed by two special tokens, <think> and <short>. At the core of
our method is a Decoupled Group Relative Policy Optimization, which decomposes and balances the
mode selection on the control token and accuracy improvement on the response tokens.

question: Can an LLM learn to decide when to think, guided by the complexity of the task and its
own capability?

Motivated by this, we explore the fundamental form of hybrid reasoning, where the model is tasked
with autonomously deciding whether to generate a short-form or long-form response based on the
input query. This decision is guided by three core factors: (1) the complexity of the query, as simpler
questions generally merit concise responses, while more intricate ones may necessitate extended
reasoning; (2) the capability of the model, since more powerful models are better positioned to
employ short reasoning without sacrificing accuracy, whereas less capable models may benefit from
longer responses to preserve performance; and (3) the user’s tolerance for the trade-off between
efficiency and accuracy, which determines the acceptable level of performance degradation when
opting for shorter reasoning. Naturally, reinforcement learning [30} [12, |43]] offers a framework to
unify these factors, as it allows the model to learn from interactions that reflect both environmental
feedback and user-defined preferences. Through iterative exploration and reward-driven updates,
the model progressively acquires the ability to make autonomous, context-aware decisions about its
reasoning strategy, balancing accuracy and efficiency in a dynamic and data-driven manner.

Building on these insights, we propose Thinkless, a reinforcement learning framework designed to
train a hybrid reasoning model capable of selecting between short-form and long-form responses.
As illustrated in Figure 3, Thinkless employs two control tokens, <think> and <short>, which are
generated as the first token in the model’s output to signal the intended inference style. The training
comprises two stages: a supervised warm-up phase followed by a reinforcement learning phase.

Distillation for Warm-up. In the warm-up phase, the model aligns its response style with the
designated control tokens via a distillation process. Specifically, it learns to imitate the behavior of
two expert models: a reasoning model and a standard instruction-following model, each conditioned
on a specific control token (<think> or <short>). Additionally, the model is trained on paired long-
form and short-form responses for each query, ensuring it can generate both styles with comparable
likelihood. This initialization establishes a clear and robust mapping between control tokens and
response formats, providing diverse outputs for subsequent reinforcement learning.

Reinforcement Learning with Decoupled GRPO. In the reinforcement learning phase, the model
is optimized to select the appropriate inference mode based on performance feedback. A natural
starting point for this task is the vanilla Group Relative Policy Optimization (GRPO) [12] framework.
However, when applied to hybrid reasoning, vanilla GRPO treats all tokens, including the control
token and the response tokens uniformly. This introduces a critical imbalance: since the response
part often spans hundreds to thousands of tokens and the length of long & short responses varies
significantly, the single control token may receive weak and biased gradient signals, ultimately
leading to mode collapse at the early stages of training. To this end, we propose a tailored method for
hybrid reasoning, termed Decoupled Group Relative Policy Optimization (DeGRPO). As illustrated in
Figure[I] DeGRPO explicitly separates the hybrid reasoning objective into two components: (1) Mode
Selection, which governs how quickly the policy adapts based on the model’s current accuracy; and
(2) Accuracy Improvement, which refines the response content to improve answer correctness under
the selected reasoning mode. These two components are inherently interdependent, and effective
training requires carefully balancing the learning signals for the control token and the response tokens.
For instance, if the mode selection policy adapts too aggressively in favor of long-form reasoning, the



model may ignore short-form responses, resulting in insufficient exploration of the potential of short
responses. To this end, DeGRPO assigns distinct weights to the control token and response tokens,
promoting a more stable and balanced training dynamic. This design not only mitigates mode collapse
but also enables the model to learn both accurate outputs and context-sensitive reasoning strategies.
After reinforcement learning, the model learns to accurately identify simple queries and respond using
the more efficient non-thinking mode. For instance, on benchmarks such as MATH-500, Minerva
Algebra and GSMS8K dataset, Thinkless reduces the usage of long-form reasoning by 50% - 90%.
And on much more challenging tasks like AIME, the model naturally adopts a higher proportion of
long-form reasoning.

In conclusion, this work demonstrates that a Reasoning Language Model can learn when to engage
in reasoning before generating a response, guided by the proposed Decoupled GRPO method. This
adaptive decision-making substantially reduces inference cost while preserving task performance.

2 Related Works

Efficient Reasoning Models. Reasoning models generate intermediate steps in a chain-of-thought
process before producing a final answer [38, [17]. This paradigm offers significant advantages
for tasks involving complex computations, logical deduction, and multi-step reasoning. However,
excessively long reasoning chains can lead to substantial computational overhead [7, |9, [11]. To
mitigate this, recent research has explored strategies to enhance the efficiency of reasoning models
without sacrificing accuracy or generalization [26, 24, [1| [18 [13]. Several techniques, such as
reinforcement learning with length penalties [[1, 24], supervised fine-tuning using variable-length
chain-of-thought data [26], and prompt-based methods [7} 40, 3] have been proposed to encourage
concise yet effective reasoning paths. Additionally, latent reasoning techniques aim to encode
reasoning steps into compact internal representations, thereby reducing token-level computation
while maintaining performance [29]]. Parallel efforts in knowledge distillation [[16} 42} 27,20} 6] have
facilitated the transfer of reasoning capabilities from large to smaller models, while efficient decoding
strategies such as predictive decoding and self-consistency optimization have also yielded notable
improvements in inference speed and resource utilization [12} |19} 44]).

Hybrid Reasoning. While prior work has largely focused on compressing reasoning paths to reduce
token generation, an alternative path to efficiency is hybrid reasoning, which dynamically adapts
the appropriate inference behaviour based on task complexity [2]]. This approach allows models
to flexibly alternate between short-form responses and long-chain reasoning as needed. Hybrid
reasoning can be realized either through collaborative systems involving multiple models [28, 21] or
within a single unified model [2, 36} 4]. In multi-model frameworks, routing mechanisms [28]] or
speculative decoding techniques [21]] are commonly employed. For example, a lightweight model
may generate a preliminary answer that a larger model verifies or refines. In contrast, unified models
are trained to support both reasoning modes and can switch between them via prompt-based control.
Some models adopt fixed prompt formats such as “reasoning on/off” to modulate reasoning depth [4].
However, most existing approaches depend on manually crafted heuristics to balance efficiency and
performance. In this work, we explore a learning-based alternative, enabling an LLM to automatically
determine its inference behavior based on inputs, without relying on manual control.

3 Method

The proposed Thinkless is implemented in two stages: (1) Distillation for Warm-up, where we fine-
tune a pre-trained reasoning model to unify two reasoning styles, and (2) Reinforcement Learning
with DeGRPO, where the model is trained under a decomposed objective to select the appropriate
reasoning mode while improving the response quality.

3.1 Distillation for Warm-up

The first step in our framework is to construct a model my capable of generating both short- and
long-form responses. We leverage two pre-trained experts for distillation: a reasoning model 7hink,
trained to produce detailed chains of thought via step-by-step reasoning; and an instruction-following
model 7rghort, Optimized for generating concise answers aligned with user intent.
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Figure 2: ThinkLess trains a hybrid model that adaptively selects reasoning modes based on task
complexity and model capacity. The process begins with distillation, enabling the model to follow
control tokens (<think> or <short>) for guided reasoning. This is followed by reinforcement learning
using Decoupled GRPO, which separates training into two objectives: optimizing the control token
for effective mode selection and refining the response to improve answer accuracy.

Given a prompt corpus X = {z;}}¥,, we use these models to generate a synthetic paired dataset:

think
7

. shorty 1V
Dyistinnt = {(x,», <think>a,; ", <short> a; )}1:1 ,

where ai™® = 7,00 (2;) and @ = Ty (2;). Each response is prefixed with a control token
¢ € C = {<short>, <think>} that conditions the model on the intended reasoning style. We then
fine-tune the target reasoning model 7y on this dataset via supervised fine-tuning (SFT). The objective
is to learn a multi-style response distribution conditioned on the control token. This distillation phase
ensures that the model is capable of generating both types of responses with high fidelity. Moreover,
the paired construction of Dy;siy ensures that, the model’s response distribution will be balanced.

This helps the follow-up RL process to explore different solutions.

3.2 Learning When to Think via Decoupled GRPO

After the distillation phase, the model can produce both long- and short-form answers. what it
still lacks is a mechanism for deciding which reasoning mode suits a particular input x. To supply
this capability we frame mode selection as a reinforcement-learning problem and optimize a policy
mo(c,a | ©) = mp(c | ) mo(a | z,c), where the first token ¢ € C = {<short>, <think>} serves

as a control token that determines the reasoning mode, and the subsequent tokens (a; 1, .. ., a; 1)
constitute the generated response. For notational convenience, we denote the entire sequence of the
i-th sample of length T; 4+ 1 as a; = (ai.0, - - - , a;,1,), Where a; ¢ € C is the control token.

Reward Design. Let y* denote the ground-truth answer corresponding to the input . We consider a
minimally designed reward function r(a, y*, ¢), which assigns different reward values as follows:
1.0, if ¢ = <short> and Extract-Answer(a) = y*,
r(a,y*,¢) = ¢ 1.0 — v, if ¢ = <think> and Extract-Answer(a) = y*,
—1.0, if Extract-Answer(a) # y*,
where the 1 > ~ > 0 introduces preference to the short correct answer over long responses.
Decoupled Policy Optimization. Based on the simple reward function, we adopt a GRPO-based

framework [30} 23] for training. Let {a;}$, denote a mini-batch of trajectories sampled from the
current policy 7g_,,. The objective is defined as:

G T,
1
a0 (2 Do £0a(®) = BDrcalmo(- | @) [ moe (- | w)])} , (1)
i=1 t=0
where £; ;(0) denotes the token-level surrogate loss formally given by:
Lia(6) = min( mo (@i | T, ai,<t) Ai, Clip( mo(aiz | T, ai<t) 1—c1 +€> Aﬂ) @
oo (@it | ;05 <t) Moo (@i | 2, 05 <t)

In this work, we compute the relative advantage using flm = r — mean(r), following [23]]. This
choice is motivated by the observation that our training data contains questions of varying difficulty,
which can introduce bias when using standard deviation normalization.
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When applied to training, the objective in Equation [I]serves two purposes: (1) to learn an appropriate
control token for mode selection, and (2) to improve the accuracy of the response tokens:

T; T;
1 - 1 1 -
1 > Liu6) = Tl @+ > Lia(0). 3)
N—_——

t=0 t=1

Control Token Response Tokens

For mode selection, the response style is conditioned on the first token a; o, which is trained during
the preceding distillation stage. As a result, adjusting the probability of this single control token is
sufficient to switch between reasoning modes. Therefore, this token controls the learning of inference
mode. For response accuracy, the optimization seeks to improve the generation of the remaining
tokens a; 1.7,. However, the above Equationintroduces two types of imbalance during optimization:
(1) Mode-Accuracy imbalance - each trajectory contains only one control token but 7; response
tokens, disproportionately reducing the influence of the mode selection compared to the optimization
of response accuracy. (2) Think-Short imbalance - longer sequences (71" >> Tshort) further suppress
the gradient contribution of the control token due to the normalization factor 1/(T; + 1), causing the
<think> token to be under-optimized compared to the <short>. As we will show in the experiment,
such imbalance may lead to severe mode-collapse at the beginning of training. To mitigate these
imbalances, we propose a decoupled variant of GRPO, denoted as Jp.grpo, Which separately
normalizes the contributions of the control and response tokens:

JIpecrro(0) =Eg 4,
W—/ 3 —

Control Token

e | &
e Z(aﬁi,o(e) to Zﬁi,t(e) —BDkr [7o(- | @) || mrer (- | JJ)])] ;
i=1 t=1

Response Tokens

“
In DeGRPO, the mode selection £, o(#) and response accuracy improvement Zﬁl L; () are
independently normalized. A length-independent weighting coefficient « is introduced to balance
the optimization between mode selection and response generation. This formulation ensures that
the control token receives a consistent gradient scale across both short and long sequences, thereby
addressing the mode-mode and think-short imbalance, enabling more stable optimization of reasoning-
mode selection. As will be shown in the experiments, an appropriately large o can make the mode
update more efficient. In our experiment, we set & = 1/1000 for stable training.

Method Summary. In summary, our method retains the overall structure of the standard GRPO
framework. For each query, a mini-batch of samples is drawn from the current policy to estimate the
token-level advantages. To address the imbalance between mode selection and response generation,
we independently normalize the advantages associated with the control token and response tokens.
This separation allows for explicit balancing of their contributions during optimization, leading to
more stable and effective training.

4 Experiments

4.1 Experimental Setups

LLMs and Datasets. We employ DeepSeek-R1-Distill-Qwen-1.5B as the base model to train
a hybrid reasoning policy. To construct long-short paired responses for the distillation phase, we
utilize long-form data from open-source datasets [35, [10]] generated by the DeepSeek-R1-671B
model [12], which is well-suited for multi-step reasoning. The corresponding short-form answers are
derived using Qwen2.5-Math-1.5B-Instruct [41], a compact instruction-tuned model optimized
for concise mathematical responses. The hybrid model is direcytly fine-tuned on this paired dataset
via supervised fine-tuning, enabling it to accommodate both long and short reasoning styles. The
model is then further optimized using the Decoupled Group Relative Policy Optimization (GRPO)
algorithm. For the reinforcement learning stage, we primarily use the DeepScaleR dataset [23],
which comprises approximately 40K labeled examples. For evaluation, we mainly focus on math
datasets, including AIME [37]], Minerva Algebra [15]], MATH-500 [22] and GSM-8K [&]].

Training Details. All experiments were conducted on a single node with 4 H100 GPUs. For the
warmup stage, we set the maximum context length to 16K and clip those overlong samples. We



AIME 2024 Minerva Algebra Math-500 GSMS8K

Models Type

Pass@1  #Tokens (Think%) Pass@1  #Tokens (Think%) Pass@1 #Tokens (Think%) Pass@1 #Tokens (Think%)
DeepSeek-R1-1.5B 0.2800 18063 0.9577 3029 0.8608 5675 0.8347 1919
Q-1.5B Base LLM  0.0200 1300 0.7771 933 0.5168 855 0.7022 466
QMath-1.5B 0.1133 1128 0.9184 586 0.7604 721 0.8572 447
Merging-0.5 [34 0.1333 8636 0.9292 834 0.7740 1524 0.8332 601
Merging-0.6 [34 0.1733 10615 0.9321 1091 0.7900 3000 0.8381 747
Merging-0.7 |34] 0.1667 15854 0.9398 1834 0.8108 4347 0.8458 1201
CoT-Valve a = 826]  Short CoT ~ 0.2000 10692 0.8079 1903 0.7060 3723 0.7726 773
CoT-Valve o = 6 |26 0.1933 17245 0.9468 2656 0.8024 5167 0.7970 1009
CoT-Valve o = 4 |26 0.2267 17722 0.9439 2965 0.8036 5820 0.8108 1396
L1t [i 0.2267 3629 0.9452 1566 0.8144 2490 0.8431 602
Router Random 0.1467 8093 (56.00%) 0.9211 1736 (49.28%) 0.7608 3096 (47.92%) 0.8205 1086 (50.99%)
Router Q-7B Hybrid 0.1667 9296 (46.67%) 0.9250 795 (5.64%) 0.7948 2748 (25.00%) 0.8587 563 (2.35%)
Thinkless 0.2733 7099 (100.00%) 0.9459 1144 (25.88%) 0.8184 2555 (51.56%) 0.8418 624 (13.31%)

Table 1: Empirical results of hybrid reasoning. For hybrid algorithms, we additionally report the pro-
portion of queries executed in the thinking mode during evaluation. {: For L1, we control the response
length by appending “Think for NUM_TOKENS tokens” to the prompt, where NUM_TOKENS was
set to match the response length of our model.

train the DeepSeek-R1-Distill-Qwen-1.5B for only 1 epoch. The SFT was conducted on the
Megatron framework [32]. For the reinforcement learning stage, we extend the context length to
24K. The model was trained only for 600 steps, using the AdamW optimizer with a learning rate of
1x1075, 8 = (0.9,0.999), and a weight decay of 0.01. The batch size is set to 128, with 8 responses
sampled for each query, leading to 1024 data points in total. The RL experiments were implemented
using the VeRL framework [31]. More details can be found in the Appendix.

4.2 Empirical Results on Hybrid Reasoning

Finding 1. The learned hybrid reasoning models effectively distinguish complex from simple
queries, reducing the use of thinking by 50%—-90%.

Table [I] presents a comparison between our method and several existing models or techniques.
The first part showcases our baseline model, DeepSeek-R1-Distill-Qwen-1.5B, alongside two
instruction-following models designed to generate concise answers. It can be observed that the
number of tokens generated by reasoning models is typically 5 to 20 times higher than that of
standard models. This highlights the potential for significantly improving efficiency by appropriately
selecting the reasoning mode. Notably, on challenging datasets such as AIME and MATH-500,
reasoning models tend to outperform others by a large margin. However, on simpler datasets like
GSM-8K, extended reasoning offers no clear advantage, and the Qwen2.5-Math-1.5B-Instruct
model with only a 4K context length achieves better results.

The second part of the table illustrates techniques for generating shorter chains of thought. One
highly effective approach is model merging [34], where DeepSeek-R1-Distill-Qwen-1.5B is
interpolated in parameter space with a base model, Qwen2.5-Math-1.5B, to obtain a more efficient
model without additional training. Another method is the CoT-Valve [26] technique, which applies
supervised fine-tuning (SFT) using LoRA. It allows for controllable reasoning length by adjusting
the o parameter in LORA to modulate the magnitude of parameter updates. Both methods provide
mechanisms for adjusting reasoning length, such as the interpolation ratio and the LoRA «. To show
their performance, we sample outputs across a range of lengths. A notable challenge with these
methods is that the optimal reasoning length varies significantly across datasets. Consequently, when
a good heuristic, such as merging coefficients of 0.6, is determined on one dataset to reduce token
usage, it may result in unexpected performance degradation on other benchmarks, such as AIME.

In the final part of our study, we examine hybrid reasoning strategies, focusing on a comparison with
router-based approaches. These methods employ a separate large language model (LLM) to assess
query difficulty and dispatch inputs to either a reasoning model or a standard model. While effective
to some extent, router models are typically independent and lack comprehensive awareness of the
target reasoning models, limiting their ability to make confidence-informed decisions. For instance,
on the challenging AIME dataset, where even the reasoning model achieves only 28% accuracy, the
router struggles to recognize the its difficulty. In contrast, our method jointly considers both input
complexity and model capability, dynamically refining the dispatch strategy through direct interaction
with real examples. As a result, it achieves efficient and adaptive reasoning without manual tuning.
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Figure 3: Policy—training comparison between vanilla GRPO and decoupled GRPO.

On the Minerva Algebra dataset, our approach activates the reasoning mode for only 25% of the
samples, reducing token usage to one-third of the original, while maintaining performance within
a 1% margin. In addition, we found that the RL will also compress the length of long responses,
since the algorithm will encourage short and correct answers, producing a gradient towards a more
compact response.

4.3 Training Dynamics in RL

Finding 2. Policy may collapse due to imbalanced update of control tokens in Vanilla GRPO.

Mode Collapse in RL. To further analyze how the model learns a reasonable policy, we visualize
the training process of RL. Figure [3] (a) illustrates the Mode Collapse issue in standard GRPO,
where the model develops an excessive preference for either long or short outputs during training.
In conventional GRPO, the gradient on the control token is normalized by the total length of the
response, which introduces an imbalance between long and short outputs. Specifically, long-chain
samples, due to having more tokens, receive slower updates on the <think> token, while samples
encouraging <short> dominate the updates. This imbalance causes the model to collapse rapidly,
as shown in Figure 3 (a), the number of generated long-chain responses drops below 10 within
just 120 update steps, making it difficult for the model to learn the correct policy. Furthermore, as
shown in Figure 3] (c), the model fails to correctly differentiate between samples of varying difficulty,
consistently opting for the short-chain reasoning mode.

Finding 3. The U-shape learning curve: The proportion of short-chain samples first drops due
to low initial accuracy, then rises after accuracy improvement and mode selection take effect.

The U-Shape Learning Curve. To mitigate the collapse issue, we propose a Decoupled GRPO
algorithm. Figure 3] (b) illustrates the impact of this decoupling on the training process. We observe
a characteristic U-shaped curve in the RL process: the proportion of long-chain outputs initially
increases and then gradually decreases. After properly balancing the update weights between the
control token and response tokens, the model shows a preference for long-chain reasoning in the early
stages of training, primarily because long chains tend to yield higher accuracy. As training progresses,
we observe an improvement in the accuracy of short-chain responses. This is driven by two factors:
(1) reinforcement learning enhances the generation quality, and (2) the model learns to assign simpler
queries to the short-chain reasoning mode. As a result, short-chain responses receive increasingly



AIME 2024 Minerva Algebra Math-500 GSMSK

Model Mode & Teacher
Pass@1  #Tokens Pass@l #Tokens Pass@1 #Tokens Pass@1 #Tokens
Qwen2.5-1.5B-Tnstruct Short (Base) 0.0200 1300 0.7771 933 05168 855 0.7022 466
Qwen2.5-Math-1.5B-Instruct Short (Base) 0.1133 1128  0.9184 586  0.7604 721 0.8572 447
DeepSeck-R1-1.5B Long (Base) 02800 18063 09577 3020 0.8608 5675 0.8347 1919
¢ Long (RI-671B) 02933 18880 09456 3239 0.8336 6780 0.8382 3423
RI-1.5B + OpenR1-97K 0 Short (QMath-1.5B)  0.0733 3023 09001 642 07212 1004 0.7985 433
¢ Long (R1-671B) 02600 17964 09506 3122 08280 6430 0.8039 2427
RI-1.5B + OpenThoughts-114K 5 1 (OMath-1.58)  0.0800 3807 0.8947 702 07136 1004 0.7886 449
¢ Long (R1-671B) 03067 18685 09530 3064 0.8360 6209 0.8253 2363
RI-15B + OpenThoughts-IM g} ' (OMath-1.58)  0.0800 3977 0.9051 690  0.7276 989 0.8202 441

Table 2: The effectiveness of different SFT datasets during the warm-up stage. Since these models
have not yet been optimized via reinforcement learning, the control tokens <think>and <short> are
manually inserted to elicit the desired response patterns.

higher rewards, encouraging the model to further explore the feasibility of short reasoning. This
behavior is manifested in the rising proportion of short-chain outputs over time, with many short
responses achieving perfect accuracy in the later stages of training. Additionally, we observe a decline
in the accuracy of long-chain responses during the latter half of training. This phenomenon is not due
to a degradation of the model’s reasoning ability but rather a shift in task allocation: more difficult
queries, which cannot be solved via short reasoning, are assigned to the long-chain mode, thereby
lowering its average accuracy.

Finding 4. The weight « of the control token governs the learning speed of mode selection.

The Influence of Decoupling. Building upon the above anal- All-Correct Short Samples
ysis, we further visualize the effect of decoupling on model 01— Ao}

behavior. In Figure 4] we show the number of samples that
are correctly answered with short responses across all sampled
trajectories. We compare the results under two settings: a high
control token update weight (0.5) and the weight used in our
method (0.001). We observe that with a higher weight on the
control token, the all-correct short samples emerge earlier in
training. This is because the control token is updated more
aggressively, allowing the model to focus more on learning the
mode selection. However, excessively fast policy updates can
be problematic. For example, some samples may initially yield
low accuracy under short responses, but reinforcement learning
could eventually improve their short-mode performance. If the Figure 4: A large token loss co-
model’s strategy updates too quickly, it tends to assign such efficient « accelerates the shift
samples prematurely to the long-chain mode, degenerating the in reasoning behavior, leading to
algorithm to a simple binary classifier based on initial accu- the rapid emergence of all-correct
racy rather than a collaborative learning of mode selection and ~ short-mode samples.

accuracy improvement.

#Samples

0 100 200 300 400 500 600
Training Step

4.4 Details of Warm-up Distillation

Finding 5. Reasoning LLMs are effective short-response learners.

In this work, knowledge distillation is deployed for warm-up, serving as a critical step to equip the
model with the basic ability to generate both long chains and short responses. In this section, we
provide additional implementation details. Specifically, we consider multiple datasets for distillation.
We compare three datasets of increasing scale and domain coverage: (1) OpenR1, a mathematics-only
dataset with rigorously verified solutions; (2) OpenThoughts-114K, a compact yet multi-domain
dataset labeled by DeepSeek-R1-67B, covering mathematics, science, and programming; and (3)
OpenThoughts-1M, a large-scale and diverse collection that subsumes the former two. Table [2]
presents the training results on these datasets. Notably, we find that generating short responses
using a long-chain reasoning model is relatively straightforward; even with the smallest dataset,
OpenR1-97K, the target model successfully learns to produce short outputs. However, this distillation
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Figure 5: Distribution of the model’s probability of emitting <think> on MATH-500. The samples
with the highest, medium, and lowest probabilities are highlighted. The example with almost O
thinking score mainly involves straightforward computation, and the query with 1.0 probability relies
more on understanding and logical reasoning. More examples and LLM responses can be found in
the appendix.

Model Easy Problem Hard Problem Mode Length Mean  Length Std_ Ace
R1-1.5B 0.9163 (Think)  0.5977 (Think) Think Mode 3185 2446 0.8436
Qwen-1.5B 0.7531 (Short) ~ 0.2835 (Short) Short Mode 672 465 0.7576

Thinkless-1.5B  0.9079 (Short)  0.6935 (Think)

Th length
(a) Performance on easy and hard problems (b) The output length and accuracy

Table 3: The statistics of think and short modes on the MATH-500 dataset.

process may incur some performance degradation. For instance, on the Math-500 benchmark, the
accuracy of the distilled hybrid model is slightly lower than that of the original model, which may
affect the downstream performance during the RL phase. For the distillation stage, larger and more
comprehensive datasets can lead to improved performance. However, the marginal gains diminish as
the dataset size increases. For example, expanding the dataset from 114K to 1M results in only a 1%
improvement in long-chain accuracy on the Math-500 benchmark. This work provides a preliminary
validation of the effectiveness of simple distillation, and we leave the construction of stronger initial
hybrid models as an important direction for future research.

4.5 Case Study

Finding 6. The model adaptively adjusts reasoning depth to task difficulty.

Visualization. Figure 5] presents a case study on the model’s predicted probability of selecting the
<think> token across the MATH-500 dataset. The distribution reveals that the model makes smooth
and hierarchical predictions for queries of different difficulty. In addition, we highlight representative
examples corresponding to high, medium, and low confidence levels to illustrate the model’s decision
behavior. It can be observed that samples assigned to the short reasoning mode are typically simple
arithmetic problems that do not require deep or complex reasoning. In contrast, questions routed to
the thinking mode tend to be more complex, involving multiple conditions and concepts. Overall, the
results reflect a well-calibrated policy that adapts reasoning depth based on task complexity.

Mode Statistics. To analyze the learned policy, we categorize the samples in the Math-500 dataset
into easy and hard problems based on the decisions made by our model. As shown in Table[3a] we
evaluate the performance of the base models (DeepSeek-R1-1.5B [[12]] and Qwen2.5-1.5B [41]]) on
these subsets. The model indeed learns to distinguish problem difficulty. At the same time, the RL
process explores the potential of short responses across various problems. This results in a significant
performance improvement on easy problems, increasing accuracy from 0.7531 to 0.9079. Further, we
compared the relative output lengths of the model given the same prompt in Table[3] Across 2,500
trials on Math-500, we found that in 99.8% of cases, the output generated in Think Mode was longer
than that in Short Mode.



5 Limitations and Future Works

This work presents an effective reinforcement learning framework that enables a hybrid model to
adapt its inference mode based on both problem complexity and its own capabilities. However, several
limitations remain. For instance, during the warm-up phase, we only validate a simple supervised
fine-tuning (SFT) approach without extensive parameter tuning to achieve optimal performance,
which results in a slight performance drop in the initial model for reinforcement learning. Exploring
better strategies for constructing the hybrid model, such as merging techniques or lightweight fine-
tuning methods like LoRA to mitigate catastrophic forgetting, could further enhance the overall
performance. In addition, while our algorithm has been validated on DeepScaleR, a dataset containing
40K mathematical problems, future work could expand to a broader range of datasets, incorporating
more diverse domains to enable more general and practical hybrid reasoning capabilities.

6 Conclusion

This paper proposes a reinforcement learning framework for building a hybrid reasoning model. It
autonomously decides whether to generate a short response or engage in long-form reasoning based
on the complexity of the input. The core of our approach is a Decoupled GRPO algorithm, which
separates the reinforcement learning objective into two components: mode selection on the control
token and accuracy improvement on the response tokens. This decoupling enables a more balanced
contribution between the two learning objectives. Our method effectively reduces unnecessary
long-form reasoning, thereby lowering overall system cost and improving user latency.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: This work proposes a RL method to train hybrid reasoning LLMs, which can
reduce the usage of CoT for improved efficiency.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in Section 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theoretical result in this paper.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provided details and hyperparameters in the experiment part.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will release all necessary data and code for public access.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We discussed the settings in each subsection of the experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: error bars were not reported.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes],
Justification: 4 H100 GPUs
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: the research is with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: This work can reduce the inference cost of reasoning LLMs.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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13.

generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No such risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All works were properly cited.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]
Justification: We have discussed the details of generated data in the experiments.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: the core method uses LLM for distillation and RL.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Implmentation Details

In this work, we adopt a two-stage training framework: we first fine-tune a reasoning model to
generate both long and short responses, and then train it to learn a policy for selecting between the
two reasoning modes. Figure[6]shows an example of training a 1.5B LLM. In this section, we provide
more details and evaluation.

Qwen2.5-Math-
1.5B-Instruct

§ Distill

eepdeek-R 1-] nThoughts2- DeepScaleR-Preview-Dataset

DeepSeek-R1 !:h-n-!} ] OpenThoughts2-1M Wit ! ataset RL Model
Qwen-1.5B J o

' Distill

DeepSeek-R1

Warm-up (Distillation) RL (Decoupled GRPO)

Figure 6: An overview of the SFT and RL training

A.1 Warmup

We construct an initial Hybrid Reasoning Model through a simple distillation process. The main goal
of this process is to establish a connection between control tokens and the model’s response style. To
achieve this, we train on samples generated by Qwen2.5-Math-1.5B-Instruct and DeepSeek-R1
671B. Specifically, we use the OpenThoughts2-1M dataset, and for each query, we create paired long
and short responses from the two teacher models. For long-chain reasoning responses, the DeepSeek
model naturally begins with the special token <think>, so its outputs can be used directly. For
the responses generated by the Qwen2.5-Math-1.5B-Instruct model, we prepend an additional
<short> as the control token.

During training, we include both the long and short training samples of a given query within each
batch. We fine-tune the pre-trained model DeepSeek-R1-Distill-Qwen-1.5B using a simple
supervised fine-tuning (SFT) approach. The training is conducted with the AdamW(Ir = 1e-5, weight
decay=0.1, betas = (0.9, 0.95)), and we apply a Cosine Annealing Scheduler for learning rate decay,
with a minimum learning rate of 1le-6. The model is trained for a single full epoch on a dataset
containing 2 million samples, with a batch size of 128, resulting in approximately 17,000 optimization
steps. Gradient clipping is applied with a norm threshold of 1.0. The training is conducted on 4 H100
GPUs, and a Distributed Optimizer is used to reduce memory consumption.

A.2 Reinforcement Learning

In the reinforcement learning stage, we use the hybrid model obtained from the previous step as
the foundation. This model is capable of generating both long and short responses with similar
probabilities, which facilitates the exploration of various solution strategies across different types of
problems. We adopt a simple reward design 1.0, 0.5, -1.0, -1.0, where a reward of 1.0 is assigned
to correct short responses, and a relatively lower reward of 0.5 is given to correct long responses.
Incorrect responses, regardless of length, receive a reward of -1.0.

We employ the Decoupled GRPO method proposed in this work to learn the policy, which assigns
independent, length-agnostic weights to control tokens. We use a simple weight of 0.001 to balance the
contributions from control tokens and response tokens. Notably, this setting is equivalent to standard
GRPO training with a fixed output length of exactly 1000 tokens. The algorithm is implemented
using the VeRL framework. During training, we use a batch size of 128, sampling 8 responses per
query, resulting in a total of 1024 training samples per step. Sampling is performed at a temperature
of 0.6. The model is trained with a learning rate of le-6 for 600 optimization steps.
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A.3 Evaluation

We evaluate our model on four mathematical reasoning benchmarks: AIME [37], Minerva Al-
gebra [15], MATH-500 [22], and GSMS8K [8]. The evaluation is conducted using the 1m_eval
framework, with a simple prompting template:

Please reason step by step, and put your final answer within
\boxed{}.\n{{problem}}

During inference, we adopt a sampling strategy with temperature = 0.6 and top_p = 0.95. For each
problem, we generate 5 completions and report the average accuracy across them. To extract the final
answers from LLM responses, we apply a rule-based parsing strategy. We first attempt to extract the
value enclosed within \boxed{}. If this fails, we fall back to several regular expression patterns to
match answers in alternative formats, such as:

\*?Final\s+Answer\*?\s*[:=]\s*([0-9.-]1+)

B Social Impact

This work does not pose any significant negative societal impact. We propose an adaptive hybrid
model that can reduce long-chain reasoning by 50%-90%, significantly lowering inference costs and
power consumption, thereby reducing carbon emissions. Moreover, the adaptive reasoning framework
improves the responsiveness of Al systems, particularly in real-time applications. This will help
improve the user experience of Al products.

C Case Study

We further present additional case studies demonstrating how the learned LLM adopts different
inference modes. In Case 1, the input query is a simple arithmetic problem: “1 + 1 = ?”. The
Thinkless LLM correctly selects the short reasoning mode and responds succinctly. In contrast, the
DeepSeek-R1 model, despite its 671B parameters, engages in an unnecessarily lengthy reasoning
process involving multiple revisions, resulting in increased computational cost and user latency.

In Case 2, we consider a more complex query that requires step-by-step logical reasoning. In this
scenario, both the Thinkless model and DeepSeek-R1 appropriately generate long-chain reasoning to
validate various solution paths, producing 1,494 and 1,868 tokens, respectively.
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Case 1: A Simple Question
Query: 1+1=?

Thinkless Response (Short Mode - 99 Tokens)

<short>
To solve the problem 1 + 1, we will follow a step-by-step approach:

1. **Identify the numbers involved**: We have the numbers 1 and 1.
2. #*Understand the operation**: The operation we need to perform is addition.
3. **Perform the addition**: When we add 1 and 1 together, we get 2.

So, the final answer is .

Okay, so I need to figure out what 1 plus 1 equals. Let me start by thinking about basic
addition. When you add two numbers together, you’re combining their values. So if I have
one apple and someone gives me another apple, how many apples do I have in total? That
should be two apples.

Wait, let me make sure I'm not missing something here. In the simplest terms, addition is
taking two quantities and putting them together. So 1 plus 1 means combining a single unit
with another single unit. If I use my fingers, holding up one finger on my left hand and one
on my right, then when I put them together, I have two fingers up. That seems right.

But maybe there’s a trick to this question. Sometimes problems that look easy might have a
different answer depending on the context. For example, in binary, 1 + 1 equals 10. But the
question doesn’t specify a number system, so I should assume it’s in the decimal system,
which is the default. So in decimal, 1 + 1 is definitely 2.

Another way to check is by using the number line. Starting at 1, if I move one unit to the
right, I land on 2. That confirms it. Or using basic arithmetic rules: the sum of 1 and 1 is the
next number in the sequence after 1, which is 2.

I guess there’s no ambiguity here. Unless the question is trying to be philosophical or
something, but mathematically, it’s straightforward. So the answer should be 2.

The sum of 1 and 1 is calculated as follows:

1+1=2

In decimal arithmetic, adding the numbers 1 and 1 results in the number 2.
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<think> Okay, so I have this simple math problem here: 1 + 1 = ? Hmm, that seems
straightforward, but I guess I should think about it carefully to make sure I’m not missing
anything. Let me try to visualize it.

First, I know that 1 is just one unit or object. So if I have one apple and someone gives me
another apple, how many apples do I have now? Well, I should count them: one, two. So
that would make it 2 apples. So, 1 + 1 equals 2. That seems right. But wait, is there another
way to think about this? Maybe using objects or fingers? Let me try using my fingers. If I
hold up one finger and then another finger, how many fingers am I up on? One, two. Yep,
that’s 2 again. So that’s consistent with my earlier thought. Alternatively, maybe I can use
my knowledge of numerals. I know that in the decimal system, each numeral represents a
certain value. The numeral 1 represents one, and when you add another 1, you’re just moving
one more step in the counting sequence. So 1 comes after 0, and then 1 again, and so on.
So, 1 plus 1 lands me at 2. Wait, let me think about this in terms of quantities. If I have a
set of objects, say two apples, and someone removes one apple, how many are left? That
would be 1. So, if I had 1 apple and someone gave me another, I’d have 2. That seems to
confirm it. Is there a different perspective? Maybe using number lines. If I start at 1 and move
one unit to the right on the number line, I end up at 2. So, that’s another way to visualize
addition. 1 + 1 =2 because moving from 1 to 2 is adding one more. I also remember in
basic arithmetic, addition is commutative, meaning the order doesn’t matter. So 1 + 1 is the
same as 1 + 1, which is 2. If I switch them around, 1 + 1 is still 2, so that doesn’t change
anything. What about if I use different representations? Like, in Roman numerals, 1 is I, and
2 is II. So, I + I would be II, which is 2. That’s another way to confirm it. Wait, maybe I can
think about it in terms of equations. If I have an equation: 1 + 1 = x. To solve for x, I can
subtract 1 from both sides, so x =1 + 1 - 1, which simplifies to x = 1. But that doesn’t make
sense because 1 + 1 is 2, not 1. Maybe I made a mistake in the algebra. Let me try again.
If T have 1 + 1 = x, then subtracting 1 from both sides would give me x = 1. That can’t be
right because 1 + 1 is definitely 2. So maybe I can’t solve it that way. Maybe I need to use
a different approach. Alternatively, maybe I can use the concept of sets. If I have one set
with one object and another set with one object, combining them gives me two objects. So,
the union of two single-element sets has two elements. Therefore, 1 + 1 equals 2. I guess
another way to think about it is through counting. If I count one thing and then another, I
have two in total. So, 1 (first) + 1 (second) = 2 (total). That makes sense. Is there a real-world
example that could help solidify this? Sure. If I have a dollar and I add another dollar, I
have 2. So, 1 dollar plus 1 dollar equals 2 dollars. That’s a practical application of addition.
What if I use money again? If I have one quarter and I add another quarter, I have 50 cents
plus 50 cents, which is 100 cents, or a dollar. So, 1 + 1 =2 in terms of value. That works
too. Maybe I can also think about it in terms of shapes or objects. If I have one square and
another square, how many squares do I have? Two squares. So, 1 + 1 = 2. That’s another
visual confirmation. I guess I’'m overcomplicating it, but better safe than sorry. Let me try
to recall if I’ve heard this problem before. I think it’s a basic arithmetic problem that’s been
used in various educational settings. It’s often used to introduce the concept of addition for
young learners. In summary, through multiple perspectives—counting, using number lines,
Roman numerals, set theory, real-world examples, and even different mathematical concepts
like commutativity—it consistently points to 1 + 1 = 2. I can’t see any other possible answer
because the fundamental operations of addition and counting lead to that result.

So, after thinking it through in so many different ways, I feel confident that 1 + 1 equals 2.
**Final Answer** The result of 1 + 1 is . </think>

To solve the problem (1 + 1), we can approach it from various perspectives:

1. **Counting Objects**: If we have one object and add another, we count them: one, two.
Thus, (1 +1=2).

2. *#Number Lines**: Starting at 1 and moving one unit to the right on the number line lands
us at 2. Hence, (1 + 1 =2).

3. **Roman Numerals**: In Roman numerals, I (1) + I (1) equals II (2).

4. **Set Theory**: Combining two single-element sets results in a set with two elements, so
1+1=2).

5. **Real-World Examples**: Adding two dollars gives a total of two dollars, demonstrating
1+1=2).

6. **Commutative Property**: Since addition is commutative, (1 + 1 =1+ 1=2).
Through multiple perspectives, the result is consistently 2. Final Answer The result of 1 + 1

is .
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Case 2: A More Complicated Question

Query: What is the smallest positive perfect cube that can be written as the sum of three consecutive
integers?

Thinkless Response (Think Mode - 1494 Tokens)

<think>
Okay, let’s try to figure out the smallest positive perfect cube that can be written as the
sum of three consecutive integers. Hmm, let’s start by understanding the problem step by step.

First, a perfect cube is a number raised to the power of 3. So, we need to find the smallest
positive integer n such that n = a + (a + 1) 4 (a + 2), where a is an integer. Then, n should
also be a perfect cube. Let me write that down:

n=a+(a+1)+ (a+2)
Simplifying the right-hand side:
n=3a+3

So,n=3(a+1)

Therefore, n must be three times some integer. But n also has to be a perfect cube. So, we
need to find the smallest perfect cube that is divisible by 3.

I think that’s thorough enough. I checked the smaller perfect cubes and confirmed that they
don’t work, and then verified that 27 works. So, the answer should be 27.

**Final Answer**
The smallest positive perfect cube that can be written as the sum of three consecutive integers

is .

</think>

To find the smallest positive perfect cube that can be written as the sum of three consecu-
tive integers, we start by expressing the sum of three consecutive integers. Let the three
consecutive integers be a, a + 1, and a + 2. Their sum is:

a+(a+1)+(a+2)=3a+3
This sum must be a perfect cube. Let n be the perfect cube, so we have:
n=3>a+1)
Thus, n must be a multiple of 3. The smallest perfect cubes are 1, 8, 27, 64, 125, etc. We

check each of these to see if they can be written as 3(a + 1):

-Forn =1: 3(a+ 1) = 1 gives a = —2, not an integer.

-Forn =8:3(a+1) =8givesa = g not an integer.

-Forn = 27: 3(a + 1) = 27 gives a = 8, which is an integer. The three consecutive integers
are 8, 9, and 10, and their sumis 8 + 9 + 10 = 27.

Checking the next perfect cubes (64, 125, etc.) confirms they do not yield integer values
for a. Therefore, the smallest positive perfect cube that can be written as the sum of three
consecutive integers is:
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Okay, so I need to find the smallest positive perfect cube that can be written as the sum of
three consecutive integers. Let me start by breaking down the problem.

First, let’s recall that a perfect cube is a number like 1, 8, 27, 64, etc., which are cubes of
integers. The question is asking for the smallest such cube that can be expressed as the sum
of three consecutive numbers.

Let me represent three consecutive integers algebraically. If I let the middle integer be n, then
the three consecutive numbers would be nl, n, and n 4+ 1. Adding these together gives:

(nl)+n+(n+1)=3n

So the sum of three consecutive integers is three times the middle integer. That simplifies
things a bit. Therefore, the problem reduces to finding the smallest positive perfect cube that
is a multiple of 3, or in other words, the cube must be divisible by 3.

Alternatively, if the three consecutive integers are all negative, their sum would be negative,
which isn’t a positive cube. Therefore, the three integers must be positive. Therefore, 27 is
indeed the answer.

Hence, after all this reasoning, I think 27 is the correct answer.

**Final Answer**

The smallest positive perfect cube that can be written as the sum of three consecutive integers

is .

Thus, 27 is indeed the sum of three consecutive integers and is a perfect cube. Smaller cubes
like 1 and 8 are not divisible by 3. Therefore, the smallest positive perfect cube that can be
written as the sum of three consecutive integers is:
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<think> Okay, so I need to find the smallest positive perfect cube that can be written as the
sum of three consecutive integers. Hmm, let’s break this down step by step.
First, let me recall what a perfect cube is. A perfect cube is a number that can be expressed as
some integer raised to the power of three. So, numbers like 1 (13), 8 (23), 27 (33), 64 (43), and
SO on.
Next, the problem says it’s the sum of three consecutive integers. Let me denote these three
consecutive integers as n — 1, n, and n + 1. So, their sum would be (n — 1) + n + (n + 1).
Let me compute that:
n—-1)4+n+n+1l)=n—-1+n+n+1
Simplifying that, the -1 and +1 cancel out:
n+n-+n=3n
So, the sum of three consecutive integers is just three times the middle number, which is 3n.
Now, we need this sum, which is 3n, to be a perfect cube. So, 3n must equal some integer
cubed. Let me write that as an equation:
3n = k3, where k is a positive integer.
So,n = %3 For n to be an integer, &% must be divisible by 3. Since 3 is a prime number, that
means k itself must be divisible by 3. Let me denote k& = 3m, where m is a positive integer.
Substituting back into the equation:

— Bm)® _ 2tm® _ g3

3 3
So, n = 9m3. Now, the three consecutive integers would be n — 1 = 9m?> — 1, n = 9Im?,

and n + 1 = 9m3 + 1. Their sum is 3n = 3 x 9m3 = 27m3, which is indeed a perfect cube.
Now, the question is asking for the smallest positive perfect cube that can be expressed in
this way. That means I need the smallest m such that 27m? is positive. Since m is a positive
integer, the smallest m is 1.

Plugging m = 1 into 27m?>:

27T x 13 =27

So, 27 is a perfect cube and can be written as the sum of three consecutive integers. Let me
verify that:

If m=1,thenn =9 x 12 = 9. So, the three consecutive integers are 8, 9, and 10.

Adding them up: 8 + 9 4 10 = 27. Yep, that works.

But wait, is there a smaller cube than 27 that can be written as the sum of three consecutive
integers? Let me check the next smaller cubes.

The cubes below 27 are 1, 8, and 27. 1 is too small because the sum of three consecutive
integers is at least 1 + 2 + 3 = 6. 8 is also too small because the next consecutive integers
after 1, 2, 3 are 2, 3, 4 which sum to 9, and so on. So, 8 is 23, but as I just thought, it’s not
achievable because the minimal sum is 6, which is less than 8.

Wait, hold on. Let me think about that again. If 3n = 8, then n = 8/3, which is not an
integer. So, 8 cannot be expressed as the sum of three consecutive integers because n must be
an integer. Therefore, 8 is out.

Similarly, 1 is too small, as we saw.

So, the next cube is 27. But just to make sure, is 27 the smallest possible?

Wait, another approach: Maybe the sum of three consecutive integers doesn’t have to be the
same as the cube. Let me think. The sum of three consecutive integers is 3n, so 27 is the
cube, but is there a smaller cube that can be written as 3n where n is an integer?

Looking back, 3n has to be a cube. So, 3n = k3, so n =k3/ 3. So, n must be an integer, which
requires k3 divisible by 3. So, k must be divisible by 3, so k = 3m, so n = 9m3. Thus, the
smallest k is 3, giving 27. So, yes, 27 is the smallest.

Alternatively, perhaps I can think of it differently. Let me set up the equation:

Sum of three consecutive integers: (n — 1) +n + (n+ 1) = 3n. So, 3n is a cube. Therefore,
3 divides the cube, so 3 divides n as well. So, n must be a multiple of 3, meaning n = 3k, so
3n = 9k. Therefore, 9k must be a cube. So, 9k is a cube, which means k must be a multiple
of 3, so k = 3m, so 9k = 27m, which is a cube. Therefore, the minimal m is 1, so 27 is the
minimal such cube.
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So, yes, 27 is the smallest positive perfect cube that can be written as the sum of three
consecutive integers.

Wait a second, let me just confirm with another approach. Let me consider the sum of three
consecutive integers as n — 1 +n + n + 1 = 3n. So, 3n must be a cube. So, 3n =k3,son =
k3/3. So, n must be integer, so k3 must be divisible by 3. Therefore, k must be a multiple of
3, s0 k=3m, son = (27m3)/3 = 9m3. So, n must be 9m?3, which is integer for any integer m.
So, the sum is 3n = 27m3, which is a cube. So, the smallest cube is when m=1, which gives
27. So, yes, 27 is the minimal.

Alternatively, maybe I can list some cubes and see if any smaller cube can be written as 3n.
Cubes: 1, 8, 27, 64, 125, etc.

Check if any of these can be written as 3n:

1: 3n=1 => n=1/3, not integer.

8: 3n=8 => n=8/3, not integer.

27: 3n=27 =>n=9, which is integer.

64: 3n=64 =>n=64/321.333, not integer.

125: 3n=125 => n41.666, not integer.

So, indeed, 27 is the first cube where n is an integer. Therefore, 27 is the minimal.

So, the answer is 27.

**Final Answer** The smallest positive perfect cube that can be written as the sum of three

consecutive integers is . </think>

To find the smallest positive perfect cube that can be written as the sum of three consecutive
integers, we start by denoting these three consecutive integers as n — 1, n, and n + 1. Their
sum is:

m=1)4+n+(n+1)=3n
We need this sum, which is 3n, to be a perfect cube. Let 3n = k® where k is a positive
integer. This implies:
k3
~ 3

For n to be an integer, k* must be divisible by 3. Since 3 is a prime number, k must be
divisible by 3. Let K = 3m where m is a positive integer. Substituting back, we get:

n

(3m)?
3
Thus, the three consecutive integers are 9m?> — 1, 9m?, and 9m3 + 1. Their sum is:

= 9m>

3 x 9m> = 27m3

We need the smallest positive perfect cube. The smallest m is 1, giving:

27 x 12 =27

Verifying, the three consecutive integers are 8, 9, and 10, which sum to 27. Therefore, the
smallest positive perfect cube that can be written as the sum of three consecutive integers is:

28
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