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Abstract

Vision-language models (VLMs) often struggle with culturally specific content
— a challenge largely overlooked by existing benchmarks that focus on domi-
nant languages and globalized datasets. We introduce TATWANVQA, a VQA
benchmark designed for Taiwanese culture to evaluate recognition and reasoning
in regional contexts. TATWANV QA contains 2,736 images and 5,472 manually
curated questions covering topics such as traditional foods, public signs, festivals,
and landmarks. The official benchmark set includes 1,000 images and 2,000 ques-
tions for systematic assessment, with the remainder of the data used as training
material. Evaluations on state-of-the-art VLMs reveal strong visual recognition
but notable weaknesses in cultural reasoning. To address this, we propose a data
augmentation strategy that combines human-annotated and synthesized dialogues
to enhance cultural understanding. Fine-tuning yields significant gains on TAIWAN-
VQA while maintaining stable performance on other multimodal tasks. To further
explore the models’ cultural understanding, we conducted an open-ended question
answering experiment. The results indicate a notable decline in cultural knowledge
generation (~10-20%), suggesting challenges remain. TATWANVQA offers a
scalable framework for building culturally grounded Al models in low-resource
cultures, promoting diversity and fairness in multimodal Al. Our dataset and code
are publicly available on Hugging Face and GitHub) respectively.

1 Introduction

Multimodal vision-language models (VLMs) have achieved remarkable success in integrating visual
and textual information, enabling applications such as image captioning and visual question answer-
ing [Li et al.,[2023| |Dai et al.| |2023]]. Despite these advances, most existing benchmarks emphasize
general-domain knowledge and widely spoken languages, often neglecting the challenges posed by
culturally specific content and underrepresented languages [Yue et al., [ 2024alb, [Fu et al.| 2024].

Understanding and reasoning about culturally nuanced content is essential for deploying Al systems
in real-world settings [Nayak et al., 2024]]. Accurately interpreting traditional symbols, local customs,
and region-specific artifacts requires models to possess not only visual recognition capabilities but
also contextual and cultural knowledge [Hershcovich et al., 2022].
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Figure 1: An illustration of the TATWANV QA benchmark. Each row shows an image paired with
two questions: a recognition question (left) and a reasoning question (right), both in multiple-choice
format with the correct answers highlighted in red. Below each question, topic categories are labeled
in purple (e.g., “attractions”, “food”), with additional labels in yellow for OCR requirements in
recognition questions and in green for knowledge types in reasoning questions.

However, existing VLM benchmarks are mostly designed around dominant languages and cultural
contexts, often overlooking the diversity of localized applications. This limitation poses challenges for
evaluating Al systems’ ability to adapt to underrepresented cultural settings. Developing benchmarks
that incorporate a broader range of cultural perspectives is crucial for ensuring Al models perform
reliably across different communities and linguistic backgrounds.

To bridge the gap in evaluating culture-specific multimodal understanding, we introduce a systematic
methodology for constructing culturally grounded benchmarks, featuring a structured taxonomy
of cultural aspects, annotation guidelines, and design principles applicable across diverse contexts.
As an illustrative example, we apply this methodology to develop TAIWANVQA, a visual question
answering (VQA) benchmark that evaluates vision-language models (VLMs) on culturally unique
content specific to Taiwan (Figure|[T).

Built using this methodology, the TATWANV QA dataset comprises 2,736 images and 5,472 manually
curated question—answer pairs, covering topics such as traditional cuisine, festivals, landmarks, and
public signage. Among these, 1,000 images and 2,000 QA pairs form the official benchmark set,
with the remaining data used for training. We also propose a framework for categorizing cultural
knowledge to support reproducibility and adaptability across contexts.

In addition, we explore culture-specific data augmentation using the remaining dataset and show that
it improves VLMs’ ability to handle localized content. While state-of-the-art VLMs perform well on
recognition tasks, they struggle with reasoning that requires deeper cultural understanding. These
findings underscore the need for culturally grounded benchmarks like TATWANV QA to guide the
development of more inclusive, context-aware multimodal systems.

Based on these observations, we further conduct an exploratory analysis combining single-choice
and open-ended questions, providing methodological insights for assessing vision-language models’
cultural understanding capabilities.

As a case study, we establish a scalable and adaptable methodology for building culture-specific
multimodal benchmarks, paving the way for the development of more inclusive and culturally aware
Al systems across different regions and communities. Our contributions are fivefold:

* Generalizable Taxonomy of Cultural Knowledge: We propose a framework for categoriz-
ing culture-specific visual questions, distinguishing between recognition and reasoning tasks.



Reasoning tasks are further classified based on the type of external knowledge required,
making this taxonomy adaptable to various cultural contexts.

¢ Annotation Guidelines for Cultural Data Collection: We define clear, structured annota-
tion guidelines to ensure consistency, accuracy, and scalability in curating culturally rich
datasets, facilitating the creation of benchmarks tailored to different cultural settings.

* Systematic Framework for Culture-Specific Multimodal Benchmarks: Using TATWAN-
VQA as a case study, we establish a scalable and adaptable methodology for designing
multimodal benchmarks that account for cultural diversity, providing a foundation for
extending this approach to other cultural contexts.

* Comprehensive Evaluation of Vision-Language Models: We conduct extensive evalu-
ations of state-of-the-art VLMs, including Gemini2.5 [[Comanici et al., 2025] and GPT-
4o [Hurst et al.l 2024], revealing significant gaps in their ability to process and reason about
culture-specific content.

¢ Culture-Specific Data Augmentation for Model Adaptation: We introduce a scalable
data augmentation strategy that combines human-annotated and synthesized dialogues,
demonstrating its effectiveness in enhancing VLMSs’ ability to understand and reason about
culture-specific content. This method provides a practical approach for low-resource cultures
to expand training data and develop their own culturally grounded Al models, promoting a
more diverse and equitable Al ecosystem.

* Exploring Cultural Understanding Capabilities: We conducted exploratory analysis
that integrate single-choice and open-ended question formats to rigorously examine the
cultural understanding capabilities of vision-language models. This investigation provides
methodological insights for assessing models’ problem-solving and cultural understanding
abilities.

2 Related Work

Evaluation of vision—language models (VLMSs) has progressed from general visual recognition toward
assessing culturally grounded understanding and reasoning. While early benchmarks emphasized
image diversity and instance-level recognition, more recent efforts examine whether models can
interpret practices, symbols, and knowledge embedded in specific cultural settings.

Early datasets such as DOLLAR STREET [Rojas et al., [2022] and GLDV2 [Weyand et al., 2020]]
broadened geographic and visual coverage but did not explicitly target cultural knowledge. Cross-
lingual/cross-cultural reasoning benchmarks like MARVL [Liu et al.| 2021]] and multilingual VQA
such as MAXM [[Changpinyo et al. 2023]] advanced evaluation beyond English yet still provide
limited coverage of specific local customs and practices. Comprehensive multimodal evaluations
(e.g., MMMU [Yue et al.,2024a], MMBENCH [Liu et al 2024al], SEED-BENCH |[Li et al., 2024a]],
MME [Fu et al., [2024]]) assess broad capabilities but are not designed to stress cultural reasoning.
In the Chinese context, CMMMU [Zhang et al.l 2024a] and CVLUE [Wang et al., 2024] provide
valuable multimodal and understanding benchmarks, though they are not culture-specific evaluations.

A growing line of work directly targets cultural knowledge. CULTUREV QA [Nayak et al.| [2024]
evaluates cultural traditions and artifacts via multiple-choice VQA, and CVQA [Romero et al.; [2024]]
expands to culturally diverse multilingual settings. GLOBALRG [Bhatia et al.| [2024]] focuses on
retrieval and grounding across many countries, while MOS AIC-1.5K [Burda-Lassen et al., 2025]
probes cultural captioning. Beyond VQA, CULTURALBENCH |[Chiu et al.,[2024] assembles a robust,
diverse benchmark for cultural knowledge via human—AlI teaming at a macro (multi-culture) scope,
and CLIcK [Kim et al., 2024]| offers a culture- and language-focused benchmark centered on the
Korean context. Most recently, CULTUREVLM introduces CULTUREVERSE covering over 100
countries [Liu et al.,2025], offering wide geographic breadth through largely web-sourced content.
At the domain level, FOODIEQA [Li et al., 2024b] targets fine-grained understanding of Chinese
food culture, illustrating how domain-focused benchmarks can isolate specific cultural dimensions
(e.g., cuisine) within a broader cultural evaluation landscape.

Building on the above, we present TAIWANV QA, a Traditional-Chinese, Taiwan-centric benchmark
that jointly evaluates recognition and cultural reasoning on self-shot images spanning signage,
festivals, food, landmarks, and daily practices, with an open license and a transferable collection
protocol that reduces pretraining contamination and enables reproducible evaluation.



Table 1: Statistics of recognition and reasoning questions by Type

Recognition Reasoning
Type w/ OCR w/o OCR All Basic External Knowledge Visual Complex All
Count 344 656 1,000 246 674 80 1,000

3 Methodology

This section shows the details of our design principles, dataset construction, and evaluation framework,
serving as a case study for constructing culture-specific multimodal benchmarks.

3.1 Framework for Culture-Specific Benchmarking

Drawing inspiration from recent benchmarks such as MME [Fu et al., [2024] and TRANSPORTA-
TIONGAMES [Zhang et al2024b]], we propose a structured classification of culture-related VQA
tasks. This framework categorizes questions into recognition and reasoning-based tasks, with reason-
ing questions further divided based on the type of external knowledge required.

* Recognition Questions: These questions assess a model’s ability to identify culturally
specific visual elements, such as cuisine, transportation, ecology, and folk activities. The
focus is on direct recognition without requiring additional contextual understanding.

* Reasoning Questions: These questions evaluate a model’s ability to analyze relationships
between visual elements (e.g., spatial, contextual, and cultural) while integrating local knowl-
edge to infer meaning. This includes tasks such as understanding symbolic representations,
interpreting historical artifacts, and recognizing cultural practices in context.

By incorporating these two question types, our framework enables a comprehensive evaluation of
vision-language models’ ability to recognize visual features and reason about cultural context. While
TATWANV QA serves as a case study, this methodology is designed to be generalizable to other
cultural settings, facilitating the development of more culturally-aware Al systems.

3.2 Data Collection

To construct the dataset, we collected 2,736 images featuring Taiwanese culture and daily life, each
paired with manually designed recognition and reasoning questions, generating 5,472 questions in
total. From these, we selected 1,000 images and their corresponding 2,000 questions as the benchmark
data, with the remainder as training materials.

In pursuit of annotation quality and consistency, we recruited nine annotators with diverse back-
grounds, varying in residence location, ethnic identity, gender, and academic fields. All annotators
underwent a week-long training before participating in image collection and question design. Detailed

annotation guidelines are provided in[Appendix A]

Beyond the task type classification described in we further annotate the benchmark
data across three key dimensions to assess models’ capabilities in different scenarios:

* Topic Classification: Each question is labeled with its corresponding topic. As shown
in the dataset primarily focuses on signs and food culture, with the remaining
questions evenly distributed across other categories. Detailed topic definitions are provided

in Appendix

* OCR Requirements: Recognition questions that require Traditional Chinese text compre-
hension are specifically marked to evaluate models’ optical character recognition (OCR)
capabilities.

* Reasoning Types: We classify reasoning questions into three categories: Basic Reasoning,
where answers can be directly inferred from image content; External Knowledge, which
requires an understanding of Taiwanese culture and context beyond visual cues; and Visual
Complexity, involving multiple visual elements, spatial relationships, and context-dependent
reasoning for accurate interpretation.
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Figure 2: Distribution of question categories. Blue represents recognition questions, red represents
reasoning questions. Dark bars show the total number for each topic, light bars show subtopic counts.
Absence of light bars indicates topics without subtopics (e.g., Daily Necessities).

Table 2: Quality assessment (Q1-Q8) by four annotators (A1-A4), reported in accuracy (%).

Task Compliance Topic App. Content Clarity
Q1(n=100) Q2(n=100) Q3(n=100) Q4(n=185) Q5(n=185) Q6(n=200) Q7(n=200) Q8(n=200)
Al 94.0 98.0 95.0 97.3 97.3 100.0 99.5 99.0
A2 93.0 99.0 97.0 97.3 94.6 100.0 100.0 100.0
A3 100.0 91.0 94.0 93.5 91.9 100.0 100.0 99.0
A4 99.0 96.0 98.0 90.3 99.7 98.5 98.0 96.5
Avg 96.5 96.0 96.0 94.6 95.9 99.6 99.4 98.6

Statistics for these annotations are summarized in These additional annotations provide
a multi-faceted evaluation framework, allowing for a deeper analysis of vision-language models’
strengths and limitations in handling culturally specific multimodal content. Through these systematic
annotations, we aim to provide a comprehensive evaluation of models’ understanding of Taiwanese
cultural content.

3.3 Data Quality Assessment

TAIWANV QA is manually curated and carefully designed to ensure high-quality cultural represen-
tation and question formulation. Despite being created by trained human annotators, the dataset
undergoes rigorous evaluation to maintain accuracy, clarity, and adherence to structured guidelines.

To validate its quality, we conducted a systematic evaluation on 10% of randomly sampled data
across four key aspects: (1) Question Type Correctness (Q1-2)—ensuring compliance with recognition
and reasoning question design guidelines; (2) OCR Compliance (Q3)—verifying the accuracy of
OCR requirement labeling in recognition questions; (3) Topic Classification Appropriateness (Q4-
5)—ensuring alignment with defined topic and subtopic categories; and (4) Content Clarity (Q6-8)—
evaluating question comprehensibility, image clarity, and the necessity of images for answering
questions. As shown in[Table 2] all criteria achieved over 95% annotator agreement, demonstrating
high consistency and reliability in question design and content presentation.

To confirm the necessity of visual information, we extended our evaluation beyond manual inspection
of image dependency by comparing the performance of four major VLMs with and without image
inputs. shows all models performed significantly worse in text-only conditions, reinforcing
that TATWANV QA requires genuine visual reasoning capabilities for accurate responses. This further
validates the dataset’s role in assessing multimodal understanding in culture-specific contexts.

4 Experiments

4.1 Experimental Setup

In experiments, we propose a standardized prompt structure ([Figure 3) to ensure consistent evaluation
in a zero-shot setting that directly assesses models’ intrinsic instruction-following capabilities.



Table 3: Model performance (%) with/without visual information. A indicates the difference
computed as (w/o — w/).

Overall Recognition Reasoning
Model w/ w/o A w/ w/o A w/ w/o A
Llama-3.2-90B [Grattafiori et al.|[2024] 51.50 11.20 -40.30 62.70 7.10 -55.60 40.30 15.30 -25.00
InternVL3-78B [Zhu et al.l[2025] 75.80 23.10 -52.70 86.50 17.80 -68.70 65.10 28.40 -36.70
Qwen2.5-VL-72B [Bat et al.[[2025] 73.35 21.95 -51.40 84.60 16.30 -78.30 62.10 27.60 -34.50
Gemini-2.5-pro [Comanici et al.|[Z025]] 89.35 25.75 -63.60 93.40 22.20 -71.20 85.30 29.30 -56.00
GPT-40 [Hurst et al.[[2024] 77.40 27.70 -40.70 87.30 24.60 -62.70 67.50 30.80 -36.70

[Question content]
A LU #1385 : (Here are the following options:)
A. <Option A> B. <Option B>  C. <Option C> D. <Option D>
R PR LARIET B (A, B, C, D) fEREREE » TIMEMAIER (Fl : FRZ) -

(Only use the provided option letters (A, B, C, D) as the answer. Do not add any prefix (e.g., The answer is).)

Figure 3: Prompt template for the zero-shot setting.

Table 4: Model performance analysis by different question types (%). Recognition questions
are divided into with/without OCR requirements; Reasoning questions include Basic, External
Knowledge, and Complex types.

Recognition Reasoning
Model Overall w/ OCR w/o OCR All Basic External Complex All
(n=344) (n=656) (n=1000) (n=246) (n=674) (n=80) (n=1000)

Phi-3.5-Vision [Abdin et al.| [2024] 31.05 30.81 37.50 35.20 30.20 26.60 19.51 26.90
Llama-3.2-11B 32.35 45.64 45.79 45.60 22.86 17.83 18.29 19.10
Llama-3.2-90B 51.50 61.04 63.57 62.70 45.31 40.27 25.61 40.30
InternVL3-8B 55.15 83.43 59.30 67.60 48.98 42.05 29.27 42.70
InternVL3-38B 74.10 93.02 81.25 85.30 72.65 59.68 60.98 62.90
InternVL3-78B 75.80 93.60 82.77 86.50 74.29 62.56 58.54 65.10
Qwen2.5-VL-7B 59.75 89.53 66.01 74.10 51.84 44.73 31.71 45.40
Qwen2.5-VL-32B 65.65 92.73 69.82 77.70 57.55 53.79 40.24 53.60
Qwen2.5-VL-72B 73.35 94.77 79.27 84.60 67.76 60.92 54.88 62.10
Gemini-2.5-flash 72.80 91.28 80.49 84.20 68.98 60.92 42.68 61.40
Gemini-2.5-pro 89.35 97.09 91.46 93.40 89.39 84.70 78.05 85.30
GPT-40 77.40 91.57 85.06 87.30 68.57 68.50 56.10 67.50

Model predictions are obtained by selecting the option token (“A”, “B”, “C”, or “D”) that receives
the highest probability among the 20 most probable tokens in the output distribution; if none of these
tokens appear, the prediction is counted as incorrect.

Performance is evaluated using accuracy, calculated as Accuracy = ]\Z(,L"e]‘ where Nomect denotes the
total
number of correctly answered questions and Ny, the total number of questions.

Recognizing the sensitivity of language models to the ordering of options |Pezeshkpour and Hruschka
[2023]], we adopt the CircularEval strategy [Liu et al., 2024b] (details given in[Appendix C)), which
evaluates responses over four iterations with circular shifts of the answer choices and considers a
question correctly answered only if the accurate answer is provided in all iterations.

We evaluate our benchmark using a diverse set of VLMs, including both open-source and proprietary
variants. Open-source models comprise leading multilingual and Chinese-based VLMs, while
proprietary models include several versions (Detailed in [Table 8| and [Appendix D). Proprietary
models are evaluated via their official APIs, and open-source models are locally deployed using the
vLLM framework [Kwon et al., [2023]] on DGX-1 V100 GPUs. Our evaluation pipeline is built on
lmms-evalE] with modifications to meet our experimental requirements; implementation details are

provided in

4.2 Overall Results

presents the performance variations across models in recognition and reasoning tasks.
Overall, proprietary models demonstrate a notable competitive advantage over open-source models in

https://github.com/EvolvingLMMs-Lab/lmms-eval
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understanding Taiwan-specific visual culture, with Gemini-2.5-pro and GPT-40 achieving the highest
accuracy rates, at 89.35% and 77.40%, respectively.

Among open-source models, performance generally scales with model size within the same fam-
ily. However, a noteworthy observation is that InternVL3-38B and InternVL3-78B demonstrate
comparable competitive performance, suggesting that smaller-scale models are not necessarily at a
disadvantage in cultural knowledge comprehension. Additionally, the InternVL3 and Qwen2.5-VL
families significantly outperform the Llama-3.2 series, highlighting the efficiency and effectiveness
of these two families in Taiwan-related cultural knowledge.

A consistent trend emerges across all models: recognition tasks yield substantially higher accuracy
than reasoning tasks. Gemini-2.5-pro leads in both categories, achieving 93.40% in recognition and
85.30% in reasoning, followed closely by GPT-4o at 87.30% and 67.50%, respectively.

These results highlight that while state-of-the-art models excel in Taiwan-specific visual recognition,
cultural reasoning remains a significant challenge. This underscores not only the need for further
improvements in multimodal multicultural reasoning capabilities but also validates the effectiveness
of distinguishing task types into Recognition and Reasoning.

4.3 OCR Capability and Cultural Scene Understanding

As part of our data annotation process, we labeled whether each recognition question in our 1,000-
question benchmark requires OCR capabilities, allowing us to evaluate models’ Traditional Chinese
text recognition performance in Taiwanese cultural contexts.

As shown in most models perform better on OCR-dependent questions than on non-OCR
questions, with the Phi-3.5-Vision and Llama-3.2 series being a notable exception. Not only does
this series exhibit lower accuracy on OCR questions compared to non-OCR questions, but its overall
scores are also significantly lower than other models, indicating weaker text recognition capabilities.

In contrast, while the Qwen-3.2 series demonstrates strong OCR performance, it experiences sig-
nificant accuracy drops on non-OCR questions, suggesting that despite their ability to recognize
Traditional Chinese text, they struggle with understanding local visual elements such as street scenes,
food items, and storefront signs.

Among all models, Gemini-2.5-pro maintains consistently high performance across both OCR-
dependent and non-OCR tasks, demonstrating not only strong Traditional Chinese text recognition
but also a solid understanding of Taiwanese cultural scenes.

This highlights the importance of balancing both text recognition and broader cultural scene compre-
hension in the development of effective vision-language models.

4.4 Types of Reasoning Questions

As shown in[Table 4] we analyze the model performance across three types of reasoning questions.
Examining the reasoning types, all models perform best in basic reasoning tasks, which is reasonable
as these tasks primarily rely on direct visual information inference. Performance slightly decreases
in external knowledge tasks that require understanding of Taiwanese cultural context, and models
face the greatest challenges in image complexity tasks involving multiple visual elements and spatial
relationships.

At this analytical level, Gemini-2.5-pro demonstrates an overwhelming advantage over other mod-
els. Notably, the InternVL3 series at medium scale and above, along with GPT-4o, also exhibit
competitive performance. Overall, this detailed analysis of reasoning types enables us to better
understand the performance differences of vision-language models across different cognitive levels,
while highlighting the importance of considering diverse reasoning tasks when evaluating model
performance.

4.5 Model Performance Across Topics

[Figure 4] presents model performance across different topic categories, highlighting key trends in
recognition and reasoning tasks. Gemini-2.5-pro demonstrates consistently strong results across
all topics, with InternVL3-78B, GPT-40, and Qwen2.5-VL-72B following closely as competitive
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Figure 4: Model performance comparison across different topics for recognition and reasoning
questions (%).

alternatives. Consistent with previous analyses, InternVL3-38B and InternVL3-78B exhibit similar
performance across many topics, reinforcing the observation that model scale alone may not be the
primary factor influencing cultural understanding capabilities.

In recognition tasks, multiple models achieve accuracy exceeding 80% across various topics, such as
Signs and Symbols, Sports, and Daily Necessities. Beyond the overall question design of recognition
tasks focusing on identifying existing objects in images, this strong performance likely stems from
these topics inherently possessing well-defined visual characteristics, making them easier to identify.

However, when tasks require deeper reasoning, even the best-performing models struggle. For exam-
ple, in the Daily Necessities category, while models accurately recognize objects, their performance
drops significantly in reasoning tasks, indicating limitations in contextual understanding beyond
simple identification.

A similar trend emerges in topics requiring rich cultural background knowledge, such as Politics,
History, and Flora and Fauna, where performance in reasoning tasks remains notably weaker. These
findings underscore the persistent challenge VLMs face in bridging the gap between surface-level
visual recognition and deep cultural reasoning, particularly in domains that require the integration of
diverse cultural content and specialized knowledge.

S Data Augmentation for Culture-Specific VLM Training

While culture-specific benchmarks provide valuable evaluation frameworks, effectively training
VLMs to understand and reason about cultural content remains a challenge—particularly when only a
limited amount of high-quality labeled data is available. To address this, we propose an automated
data augmentation strategy that extends a small manually curated dataset into a large-scale training
resource, enabling the development of more culturally aware VLMs. Using TATWANVQA as a
case study, we demonstrate how structured dialogue generation can enhance model adaptation to
culture-specific multimodal content, a methodology that can be applied to other underrepresented
cultural contexts. We then fine-tune two models on the generated training data and evaluate their
performance on both TATWANV QA and the MMMU/|Yue et al,2024c]] benchmark, assessing the
impact of this augmentation on culture-specific VLM learning.

5.1 Multimodal Data Augmentation

Our training dataset was constructed from 1,736 images held-out from TATWANVQA. These images
are originally paired with 3,472 multiple-choice questions categorized into Recognition and Reasoning
types. To make this data suitable for training, we converted all multiple-choice question-answer
pairs into structured dialogues, enabling models to learn question-answer relationships in a natural
conversational format.



Table 5: Training dataset and model performance comparison.

(a) Expanded training dataset statistics. (b) Performance (%) comparison on TAIWANVQA and MMMU
(Zero-Shot) for different models and training conditions.

Llama-3.2-11B Phi-3.5-Vision

Data Source Total Source
Seed QA pairs 3472  Human base human mix base human mix
- B TaiwanVQA Recognition 45.6 51.6 61.0 352 364 38.0
Visual Conversation 1,736 Generated ahwan Reasoning  19.1 27.0 364 269 285 28.5
Attribute Recognition 1,736 Generated -
Contextual Inference 1,736 Generated Valid 37.7 437 428 432 4238 43.1
MMMU Pro-standard 28.0 304 31.7 24.8 248 249
Total 8,680  Mixed Pro-vision 56 112 130 88 11.0 11.6

We leveraged automated dialogue generation [Liu et al., [2023]] to expand training coverage. The
process consisted of two key steps:

1. Image Captioning: Using Owen2-VL, we generated detailed captions for each image to
serve as the foundation for synthesizing additional dialogues.

2. Dialogue Generation: Using GPT-4o, we created dialogues encompass three types: Visual
Conversation, which broadly discusses the overall visual content; Attribute Recognition,
which identifies and explains key attributes of the primary object; and Contextual Inference,
which explores the situational context or functional role of the depicted object.

By leveraging Qwen2-VL’s strong visual understanding for detailed image captioning and GPT-40’s
advanced reasoning and dialogue generation capabilities, our approach ensures precise visual ground-
ing while producing coherent, contextually rich dialogues—resulting in high-quality, culture-specific
training data. This augmentation method tripled the number of dialogues per image, expanding the
dataset from 3,472 to 8,680 dialogues, as shown in

5.2 Fine-Tuning and Evaluation

To assess the impact of additional culture-specific training data, we fine-tuned VLMs using both
human-annotated seed data and automatically augmented data. These experiments provide preliminary
insights into whether targeted fine-tuning improves model performance on TAIWANVQA while
maintaining generalization capabilities. We selected two baseline models as the foundation for our
experiments: Phi-3.5-Vision and Llama-3.2-11B. To systematically evaluate fine-tuning strategies,
we defined three model variants:

1. Base: Original, non-fine-tuned models.
2. Human: Models fine-tuned on human-annotated, seed data.
3. Mixed: Models fine-tuned on both seed and augmented training data.

Note that all training materials, including images and questions from both the seed and augmented
datasets, are completely separate from the TAIWANV QA benchmark to ensure a fair evaluation. Each
baseline model underwent full fine-tuning using the following hyperparameters: a learning rate of
3 x 1075, a batch size of 2, and 2 training epochs. This process generated two fine-tuned versions
per model architecture, resulting in four fine-tuned models. Experimental details are in[Appendix H]

5.3 Performance of Fine-Tuned Models

As shown in both Llama-3.2-11B and Phi-3.5-Vision exhibited moderate improvements in
both recognition and reasoning tasks after being trained on the human or mixed datasets, with Llama
demonstrating slightly greater gains on TATWANVQA. Additionally, we observed a slight increase
in accuracy in the pro-vision category of MMMU, which may be attributed to enhanced OCR
capabilities, despite the limited scope of the training data. We speculate that the inclusion of synthetic
data, combined with the models’ inherent multilingual capacity, not only improves domain-specific
performance but also helps maintain or even enhance overall comprehension. While these results
suggest that fine-tuning for specific domains can enhance performance in culturally relevant tasks,
further research is needed to validate the broader applicability of this approach.We consider these
pilot results as an initial exploration of how additional training data influences VLM adaptation to
localized content.



Table 6: Performance on MCQ and Open-QA(%). A indicates the difference computed as (Open-QA
— MCQ).

MCQ Open-QA

Model All Recog. Reason. All A Recog. A Reason. A

Phi-3.5-Vision 31.05 35.20 26.90 10.20 -20.85 12.70 -22.50 7.70 -19.20
Llama-3.2-11B 3235 45.60 19.10 31.60 -0.75 39.00 -6.60 24.20 +5.10
Llama-3.2-90B 51.50 62.70 40.30 40.70 -10.80 49.80 -12.90 31.60 -8.70
InternVL3-8B 55.15 67.60 42.70 43.55 -11.60 55.30 -12.30 31.80 -10.90
InternVL3-38B-Instruct 74.10 85.30 62.90 51.80 -22.30 65.50 -19.80 38.10 -24.80
InternVL3-78B-Instruct 75.80 86.50 65.10 53.10 -22.70 65.90 -20.60 40.30 -24.80
Qwen2.5-VL-7B 59.75 74.10 45.40 50.70 -9.05 64.30 -9.80 37.10 -8.30
Qwen2.5-VL-32B-Instruct 65.65 77.70 53.60 55.85 -9.80 66.80 -10.90 44.90 -8.70
Qwen2.5-VL-72B-Instruct 73.35 84.60 62.10 58.35 -15.00 70.00 -14.60 46.70 -15.40
Gemini-2.5-flash 72.80 84.20 61.40 66.80 -5.80 76.40 -7.80 57.20 -24.70
Gemini-2.5-pro 89.35 93.40 85.30 71.90 -17.45 79.50 -13.90 64.30 -21.00
GPT-40 77.40 87.30 67.50 67.40 -10.00 77.50 -9.80 57.30 -10.20

6 Exploratory Analysis of Open-Ended Question Answering

To examine model performance without reliance on answer-choice cues, we removed multiple-choice
(MCQ) options and cast the task as open-ended question answering (Open-QA), aiming to probe
internalized, recall-based cultural knowledge rather than option elimination.

Models were prompted with a standardized template that instructs them to provide detailed con-
clusions while avoiding phrases indicating uncertainty (see [Figure 6|in[Appendix I). We then used
GPT-4.1 as a judge model to evaluate the semantic equivalence of the generated free-form responses
against the ground-truth answer. The specific prompts used to guide the judge model are detailed in
[Appendix I[[Figure 7). It is worth emphasizing that, due to the limitations of the evaluation method,
the rigor of the results still requires further verification.

As shown in the experimental results reveal a significant performance decline across all
models in Open-QA, with drops generally ranging from 10-20 percentage points. Notably, GEMINI-
2.5-PRO’s overall performance decreased from 89.35% to 71.90%, a drop of 17.45 percentage points;
INTERNVL3-78B’s performance dramatically fell from 75.80% to 53.10%, a substantial decline
of 22.70 percentage points. These results highlight the notable limitations of current models in
understanding and expressing cultural knowledge.

Compared to MCQ, Open-QA not only requires models to identify the correct answer but also to
actively generate and filter relevant knowledge, with evaluation criteria that are more complex and
ambiguous. The findings indicate that, without answer choices, current vision-language models still
face significant challenges in cultural understanding and expression. Open-QA not only reveals these
fundamental difficulties but also provides preliminary validation for the MCQ evaluation method,
laying the groundwork for the future development of more refined model assessment frameworks and
cross-cultural analysis.

7 Conclusion

We introduced TaiwanVQA, a culture-specific VQA benchmark that evaluates VLMs’ cultural recog-
nition and reasoning across different knowledge levels. To enhance models’ cultural understanding
capabilities, we developed a data augmentation strategy combining human-annotated and synthesized
dialogues, enabling effective fine-tuning. Additionally, to further validate the models’ cultural un-
derstanding capabilities, we conducted open-ended question answering experiments. These results
highlight the notable limitations of current models in understanding and expressing cultural knowl-
edge. Our work emphasizes the importance of culturally diverse training data and offers a scalable
solution for low-resource cultures to build culturally grounded VLMs, contributing to a more diverse,
fair, and globally aware Al system.

While our study demonstrates a viable approach, several directions remain for future exploration.
Future work could expand evaluation to more Chinese-capable multimodal models, enrich underrep-
resented domains in the dataset (e.g., Indigenous cultures, religious rituals), validate our methodology
on other low-resource cultures, and explore open-ended generative evaluation formats to more
comprehensively assess models’ cultural understanding.
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an overview of research contributions. We articulate the motivation for exploring cultural
specificity in vision-language models, introducing the TATWANV QA benchmark and data
augmentation methodology. These claims align with our experimental findings, while
acknowledging the ongoing nature of research in this emerging domain.
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2. Limitations
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by formal proofs provided in appendix or supplemental material.
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4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
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Justification: The paper provides all necessary details to reproduce the main evaluation
results, including the pipeline based on 1mms-eval, model configurations, and data construc-
tion process. Both the dataset (TATWANVQA) and code are publicly available on Hugging
Face and GitHub, enabling full reproducibility and allowing users to test the benchmark.
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The dataset and code are publicly available on Hugging Face and GitHub.
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imental needs. Detailed instructions on how to test the benchmark and reproduce the
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in ppendix D}
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all necessary training and evaluation details, including data
splits, hyperparameters, and optimizer settings. These details are provided in[subsection 4.1]
[subsection 5.2} and[Appendix D] ensuring that the experimental setup can be fully understood
and reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer:

Justification:

pubsection 4.1}

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper includes sufficient details on compute resources and training time
for each model. Relevant information is provided in[subsection 4.1]and [Appendix H}

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research complies with the NeurIPS Code of Ethics. Human annotations
were fairly compensated with informed consent, no personally identifiable information is
included, and issues such as licensing and cultural bias are addressed in [section 7]

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both positive and negative societal impacts. It emphasizes
the importance of culturally grounded evaluation in advancing inclusive Al, while also
acknowledging limitations related to cultural representation and model generalizability.
These considerations are addressed across the [section 1} [section 7| and Limitation section.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release models or datasets with high risk of misuse.
TATWANV QA is a curated benchmark based on original images photographed by the authors’
team, and all question-answer pairs were manually written by annotators with informed
consent. The dataset contains no sensitive or inappropriate content, and no generative
models are involved.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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12.

13.

14.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We use a mix of open-source models and models under non-commercial

research licenses, as well as GPT-40 accessed via API without distributing weights. All
assets are properly credited, with detailed license information provided in

Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: This work introduces the TATWANV QA dataset and evaluation code with
appropriate documentation, including data sources, licenses, and usage notes. All assets
are available on Hugging Face and GitHub, with details provided in [section 3| [section 4]
{Appendix Aland[Appendix Bl

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We hired 9 annotators with fair compensation and informed consent. The task
involved question creation and image collection, without including personal or sensitive
information. Information is mentioned in the Ethics Statement(section 7).
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: Our study did not require formal IRB approval, but we followed all appli-
cable legal and ethical standards. The task did not involve personal or sensitive infor-
mation, and participant privacy was preserved. Information is mentioned in the Ethics

Statement(section 7 .

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs were only used for language editing and restructuring. All technical
content was created by the authors. This does not affect the scientific contributions of the
work. Usage is disclosed in the[section 7}
Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Ethics Statement

All data in TaiwanVQA were exclusively created by our hired annotators, ensuring that there are
no copyright concerns or dependencies on third-party proprietary datasets. Both the images and
questions were carefully curated and designed to exclude any personal information or identifiable
private data. We conducted a second round of annotation review to confirm the absence of privacy
risks, adhering strictly to ethical Al and data privacy standards.

We hired nine annotators to design the questions and capture images. Reasonable compensation was
provided, and all contributors gave informed consent for their work to be used in research and public
release. This study does not involve high-risk human subjects research and does not collect sensitive
personal data. According to local regulations, no Institutional Review Board (IRB) approval was
required, and all procedures complied with relevant ethical and legal standards in our jurisdiction.

In addition, we have obtained explicit permission to release all materials generated in this project,
including images and question-answer pairs, for public use. By releasing this benchmark openly, we
aim to support and empower low-resource cultures in building culturally grounded Al systems with
significantly reduced effort and cost. Our work promotes greater inclusivity, fairness, and diversity in
vision-language model development, encouraging the creation of Al systems that better reflect the
richness of global cultures.

A Annotation Guidelines

In this section we demonstrate the detail annotation guideline we asked annotator to do. There are
three steps in our annotation step. First, we give annotators an general guideline and asked them
to take a picture with Taiwan information. Second, we asked annotator to generate a recognition
question. Final, we asked annotator to generate a reasoning question.

A.1 General Guideline

Before the annotators begin annotating data, we first provided them with a general guideline. This
guideline asked the annotator follow the rules to write the recognition question and choices, including:

 The primary purpose of data collection: to collect images and questions featuring elements
specific to Taiwan.

* Ensuring that the language used in questions reflects common terms and expressions used in
Taiwan.

* Ensuring that annotators do not violate any legal issues, such as those related to privacy or
copyright.

After reading the overall guideline, the annotator should upload an image containing a Taiwan-specific
object.

A.2 Recognition Question

Next, we asked them to generate a recognition question and corresponding multiple-choice answers.
To help annotators understand the guidelines, we provide clear examples and detailed explanations,
ensuring both the questions and answer choices meet the required conditions. This guideline
introduces key concepts of writing a recognition question, including:

* The definition of a recognition question: questions that assess whether the model can identify
and name the object in an image without requiring analysis or inference.

* Emphasize that the question should be answerable solely based on all visible text or clearly
identifiable objects in the image, and that the designed options do not include these visible
texts or identifiable objects as possible answers.

» Ensure that questions cannot be answered without actually viewing the image.

* If there are multiple objects in the image, specify exactly which person or object to identify
to avoid overly simplistic questions.
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* Include misleading choices to make it harder for the model to select the correct answer,
increasing the challenge.

* No length limit for questions and options.
Additionally, we asked annotators to classify whether the recognition question required ORC capabil-
ity or not.

Once the question is written, annotators are required to categorize the question’s topic. The topics
definition is shown in This helps in further analyzing the questions and ensuring data quality.

A.3 Reasoning Question

After writing a recognition question, annotator should write a reasoning question with the guideline.
This guideline introduces key concepts of writing a reasoning question, including:

* The definition of a reasoning question: questions that require not only identifying the
object but also understanding additional information, such as quantity, use, location, relative
position, physical properties, or price, to provide an answer.

* Ensure that questions cannot be answered without actually viewing the image.

* No length limit for questions and options.
Once the reasoning question is written, we also asked the annotator to classify the question topic,
similar to the recognition question. Additionally, we asked them to further label the question by

identifying the capabilities required to answer it. The annotator should also indicate whether the
question requires information about current events.

B Topic Definition and Classification Prompt
In this section, we show the detail of the definition of the topics and the analysis of it.

B.1 Definition

We classify the questions into 13 topics and 27 subtopics. The definition of the topics and subtopics
is shown in[Table 71

Table 7: Definition of Each Topic

Topic Subtopic Definition
Symbols and Recognition and understanding of symbols, like priority
Signs seating, restrooms, no smoking, etc.

Trademarks and  Registered trademarks and store signs, such as FamilyMart,
Store Signs Louisa Coffee, YongChing Real Estate, Hua Nan Bank, etc.

Public Notices Images or text providing information, such as advertise-
and Announce- ments, banners, usage instructions, and rules.

ments
Instruction Signs indicating rules or directions, like no smoking, emer-
Signs gency exit, restrooms, priority seating, parking, turn off
devices, etc.
Attractions Including Taiwan’s natural and cultural landscapes.
Natural Includes Taiwan’s mountains, coastlines, lakes, etc., such as
Scenery Alishan, Taroko National Park, etc.
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Topic Subtopic Definition
Cultural Land- Covers Taiwan’s historical sites, architectural landmarks,
marks and other non-natural tourist spots, such as Anping Fort in

Tainan, Chiang Kai-shek Memorial Hall in Taipei, National
Palace Museum, Jiufen Old Street.

Food Including content related to Taiwan’s culinary culture.
Cuisine and In- Names of dishes and their ingredients, including distinctive
gredients foods, components, and garnishes on plates.

Dietary  Cus- Features of Taiwan’s daily dietary habits and customs, in-

toms and cluding combinations and taboos, like breakfast culture,

Taboos adding cilantro, etc.

Menus Judging information based on menu or price list content;
images only show text, no actual dishes.

Cuisine Origin ~ Judging a dish’s origin by time or location, or associating it
with the culture that originated it.

Transportation Including content related to Taiwan’s transportation.
Transit Systems Includes Taiwan’s metro, train, and bus systems, their opera-

tions and features.
Traffic Signs Covers Taiwan’s traffic lights, violation checks, driving tests,
etc.

Culture and Including content related to Taiwan’s culture and arts.

Arts
Folklore and All things related to culture and religion, including Taiwan’s
Beliefs festivals, customs, and taboos like the Mid-Autumn Festival,

Dragon Boat Festival, marriage and funeral traditions, reli-
gious buildings and decorations, gods, religious practices,
temple culture, folk beliefs like Mazu worship.
Indigenous Cul- Taiwan’s indigenous customs, languages, and arts, such as
ture those of the Amis and Atayal tribes.
Artistic Activi- Activities like art exhibitions, cultural artifacts, musical in-
ties struments, operas, etc.

Politics Including content related to Taiwan’s politics.

Political Sys- Taiwan’s political system and electoral system, such as cen-

tem tral and local government bodies, legislative election sys-
tems, etc.

Political Events  Activities like elections and social movements.

Political Fig- Contemporary Taiwanese political figures or parties, such as

ures and Parties  Lai Ching-te, Chu Li-lun, Taiwan People’s Party.

Geography Including content related to Taiwan’s geography.

Natural Geogra- Taiwan’s landforms and natural features, such as the Central
phy Mountain Range and the eastern coast.

Human Geogra- Taiwan’s administrative divisions, place name origins, popu-
phy lation distribution, industry distribution, etc.

Sports Including content related to Taiwan’s sports and athletics.

Sports

Types of sports and sports venues, such as tennis, badminton,
baseball fields.

Athletes

Taiwanese athletes, such as Chuang Chih-yuan, Tai Tzu-
ying, Wang Chien-ming.
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Topic Subtopic Definition

Teams and Mas- Taiwan’s professional or amateur teams and mascots, such
cots as the Uni Lions, Rakuten Monkeys, Monkeys Kids, Ryan.

Flora and Including Taiwan’s common flora and fauna.
Fauna

Animals Common animal species in Taiwan, such as the Taiwan blue
magpie and the Formosan landlocked salmon.

Plants Common plant species in Taiwan, such as the blackboard
tree and large flower impatiens.

History Covers historical events (e.g., the February 28 Incident,
Kaohsiung Incident) and figures who impacted Taiwanese
history, such as Chiang Ching-kuo, Lee Teng-hui.

Entertainment Including content related to Taiwan’s entertainment.

Films and TV Movies, TV series, related events, and venues.
Shows

Music Industry  Music genres, important music events, music works, and
related venues.

Gaming Indus- Games and industry development.
try

Daily Necessi- Common items or tools with specific purposes in daily life,
ties requiring identification of the items and their possible uses
Or purposes.

Other Daily Other content related to the daily lifestyle and habits of
Life Taiwanese people.

C CircularEval strategy

C.1 Implementation Details

To ensure a robust evaluation of model performance on multiple-choice questions, we implement the
CircularEval strategy, as illustrated in This approach mitigates potential biases in model
responses caused by the positioning of answer choices.

For instance, consider a question where the model is asked to identify a Taiwanese snack from an
image. The original question presents four options: (A) Oyster Omelette, (B) Sweet Potato Balls,
(C) Beef Soup, and (D) Oyster Vermicelli, with the correct answer being "Oyster Vermicelli" at
position D. CircularEval systematically generates multiple iterations by shifting the answer choices
circularly. In the first iteration, the correct answer moves to position C; in the second, it shifts to
position B; and in the third, it appears at position A. By evaluating the model’s performance across
these variations, CircularEval ensures that the model is not biased toward selecting answers based on
positional tendencies, thereby providing a more reliable assessment.

D Evaluation Experimental Setup

D.1 Models

We evaluate a diverse set of vision-language models in our experiments, categorized into three groups
based on their primary language capabilities and model characteristics.

The first category includes leading multilingual VLMs:
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Original Question

A IR TR DL N R i/ iz 2

(Which Taiwanese snack is shown in the photo?)
A.  W{FRI (Oyster Omelette)
B. HiJILEK (Sweet Potato Balls)
C. A% (Beef Soup)
D. IA{FAEAR (Oyster Vermicelli)
Answer: D

Four Iterations with Circular Shifts:

1 A B{FRL B. #1)\Ek C. 4+ D. WI{FAEARE — Answer:
2: A HUJIER B. £ RIG C. W{FAEAR D. W{F R — Answer:
3: A. £ A% B. W{FAEAR C. W R1 D. #iJ/KBEK — Answer:
4 A WIFAESR B. W{TRT C. #1)[BK D. 2£ A — Answer:

> W Q"

Figure 5: CircularEval example. A model must correctly track the target answer (Oyster Vermicelli)
through all shifted positions to be considered successful.

* Phi3.5-Vision-Instruct: Released by Microsoft under MIT License. See https://
huggingface.co/microsoft/Phi-3.5-vision-instruct,

* Llama-based models: Including Llama-3.2-11B-Vision-Instruct and Llama-3.2-90B-Vision-
Instruct. Released by Meta under a custom non-commercial research license. See https:
//www.llama.com/models/1lama-3/.

The second category comprises Chinese-based VLMs:

* InternVL3 series: Consisting of InternVL3-8B-Instruct, InternVL3-38B-Instruct and
InternVL3-78B-Instruct. Released by Shanghai Al Laboratory under a custom license.
See https://github.com/0OpenGVLab/InternVL.

* Qwen2.5-VL series: Including Qwen2.5-VL-7B-Instruct, Qwen2.5-VL-32B-Instruct and
Qwen2.5-VL-72B-Instruct. Released by Alibaba under a non-commercial research license.
See https://github.com/QwenlLM/Qwen3-VL.

The third category consists of proprietary models:

e GPT-40: Accessed via the OpenAl API on 2025-10-21, using the model name
chatgpt-4o-latest. This model is proprietary to OpenAl, with no public release of
model weights or architectural details. We accessed the model through the OpenAl API
under commercial usage terms, without downloading or distributing any model parameters.

* Gemini series: This includes Gemini-2.5-flash and Gemini-2.5-pro, accessed via the Google
AI API on 2025-08-06. These models are proprietary to Google and were accessed under
standard usage terms. Model weights and specific architectural details are not publicly
released.
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Table 8: Model specifications of evaluated VLMs. Size is measured in billions of parameters (B).

Model (Shorthand) Exact Model Variant LLM Vision Encoder Size
Phi3.5-Vision Phi3.5-Vision-Instruct Phi-3.5-mini-instruct CLIP ViT-L/14 4.2
Llama-3.2-11B Llama-3.2-11B-Instruct Llama-3.1-8B ViT-H/14 11
Llama-3.2-90B Llama-3.2-90B-Instruct Llama-3.1-70B ViT-H/14 90
InternVL3-8B InternVL3-8B-Instruct Qwen2.5-7B InternViT-300M-448px-V2.5 8
InternVL3-38B InternVL3-38B-Instruct Qwen2.5-32B InternViT-6B-448px-V2.5 38
InternVL3-78B InternVL3-78B-Instruct Qwen2.5-72B InternViT-6B-448px-V2.5 78
Qwen2.5-VL-7B Qwen2.5-VL-7B-Instruct Qwen2.5-7B Redesigned ViT 7
Qwen2.5-VL-32B Qwen2.5-VL-32B-Instruct Qwen2.5-32B Redesigned ViT 32
Qwen2.5-VL-72B Qwen2.5-VL-72B-Instruct Qwen2.5-72B Redesigned ViT 72

Gemini-2.5-flash - - - _
Gemini-2.5-pro - - - _

GPT-40 - - - _
Table 9: Chat completion parameters for model inference.
Parameter Value Description
logprobs True Return log probability of output tokens
top_logprobs 20 Return top 20 likely tokens
temperature 0 Deterministic sampling

[Table 8] presents the specifications of all evaluated models. For open-source models, we detail their
language models, vision encoders, and total parameters in billions (B). The size ranges from 4.2B
(Phi3.5) to 90B (Llama-3.2-90B) parameters, offering a comprehensive evaluation across different
model scales. For proprietary models in the GPT-40 series, these specifications are not publicly
available and thus marked with dashes.

D.2 Implementation Details

In this subsection, we present our experimental configurations for both model inference and de-
ployment. shows the chat completion parameters used consistently across all evaluations.
For serving open-source models, we utilize the vLLM framework |Kwon et al.|[2023] to evaluate the
performance and scalability of the serving infrastructure under different configurations, which are
detailed in

The evaluated models include a wide range of vision-language models such as Qwen2.5-VL, In-
ternVL3, among others. For each model, key configuration parameters were recorded:
* Maximum Model Length (max-model-len): The maximum sequence length supported
by the model.

* Tensor Parallel Size (tensor-parallel-size): The number of GPUs allocated for
parallel inference.

GPU Memory Utilization (gpu-memory-utilization): The proportion of GPU memory
utilized during serving.

¢ Batching Parameters:

— Maximum Number of Batched Tokens (num-batched-tokens): The maximum
number of tokens that can be processed in a single batch.

— Maximum Number of Sequences (max-num-seqgs): The maximum number of se-
quences processed in parallel.

* Swap Space (swap-space): Indicates whether disk-based swap space is enabled to handle
memory overflow scenarios.

The vLLM framework was used for all experiments. This framework is optimized for high-throughput
inference with features such as:

» Token-level pipelining to maximize GPU utilization.
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Table 10: Configuration and Status of Vision-Language Models in vVLLM Serving Framework. The
table summarizes the key parameters used for serving various models, including model length, tensor
parallelism, GPU utilization, and batching settings.

max- tensor- gpu- num- max- swap-
Model model- parallel- memory- batched- num- space

len size utilization tokens seqs
Phi3.5-Vision 12888 8 0.9 12888 8 1
Llama-3.2-11B 16384 8 0.85 16384 8 1
Llama-3.2-90B 16384 8 0.9 16384 8 -
InternVL3-8B 12888 4 0.85 12888 8 1
InternVL3-38B 12888 8 0.85 12888 8 1
InternVL3-78B 12888 8 0.85 12888 4 1
Qwen2.5-VL-7B 16500 4 0.85 16500 8 1
Qwen2.5-VL-32B 16384 8 0.85 16384 8 1
Qwen2.5-VL-72B 16384 8 0.95 16384 4 1

* Tensor-parallel support for efficient multi-GPU inference.

* Dynamic batching for reducing latency and improving throughput.

provides a detailed summary of the experiment configurations and results. These settings
can serve as a practical reference for deploying vision-language models in research or production
environments.

E Experiment Results

Detailed performance results for recognition and reasoning questions across various topics and

subtopics are presented in[Table 11| and [Table 12}

Table 11: Model performance comparison across different topics for recognition and reasoning
questions (%). Topics: Symbols and Signs (S&S), Attractions (Att), Food, Transportation (Trans),
Culture and Arts (C&A), Politics (Pol), Geography (Geo), Sports (Spo), Flora and Fauna (F&F),
History (His), Entertainment (Ent), Daily Necessities (DN), and Other Daily Life (ODL).

Recognition Questions
Model S&S Att Food Trans C&A Pol Geo Spo F&F His Ent DN ODL

Phi-3.5-Vision 35.36 29.73 32.50 39.66 46.94 23.68 30.00 38.89 26.32 20.00 25.93 49.23 30.76
InternVL3-8B 79.59 64.86 63.79 75.86 59.79 68.42 79.59 68.42 80.00 77.78 80.00 77.78 73.21
InternVL3-38B  91.25 77.03 84.50 81.03 87.76 76.32 93.33 94.44 76.84 100.00 77.78 86.15 92.31
InternVL3-78B  92.02 83.78 83.87 93.88 78.95 96.67 80.00 92.59 90.00 84.62 78.38 89.74 84.62
Qwen2.5-VL-7B  85.17 69.82 73.00 75.51 73.68 73.68 90.00 81.48 81.48 73.85 83.93 84.62 69.23
Qwen2.5-VL-32B 89.35 67.57 84.67 79.59 71.05 86.67 88.89 80.00 81.48 79.23 83.93 84.62 69.23
Qwen2.5-VL-72B 91.63 81.08 81.57 79.31 81.58 96.67 72.63 80.00 92.59 83.93 84.62 79.31 84.62
Gemini-2.5-flash  88.21 89.19 86.96 79.31 81.84 81.58 86.67 77.78 68.42 80.00 89.74 80.77 100.00
Gemini-2.5-pro  96.58 95.95 96.49 86.21 91.84 89.47 96.67 94.44 82.11 100.00 96.30 92.31 100.00
GPT-40 88.97 91.89 89.50 86.21 91.84 81.58 90.00 94.44 71.58 80.00 88.89 89.23 76.92

Reasoning Questions

Phi-3.5-Vision 28.57 35.90 22.10 25.49 29.17 22.73 21.33 36.36 24.32 26.00 23.53 42.31 13.33
InternVL3-8B 52.99 35.48 34.62 54.42 42.42 42.42 43.42 4242 40.00 37.84 64.71 57.69 53.33
InternVL3-38B  74.65 53.85 57.46 60.78 59.72 60.61 52.00 63.64 52.77 62.00 64.71 76.92 53.33
InternVL3-78B  72.35 64.10 61.53 63.87 66.67 68.57 63.64 62.00 52.70 62.00 64.71 73.08 53.33
Qwen2.5-VL-7B  55.76 46.15 42.54 43.94 43.94 43.97 45.45 45.45 29.73 32.00 47.06 57.89 36.67
Qwen2.5-VL-32B 68.06 53.84 55.22 44.44 46.87 44.44 64.00 46.87 48.65 48.00 64.71 70.51 30.00
Qwen2.5-VL-72B 66.82 63.84 60.52 66.67 61.33 66.67 48.65 64.71 70.51 73.08 60.00 70.51 30.00
Gemini-2.5-flash  69.57 83.33 66.67 69.69 67.69 67.57 69.23 64.10 70.51 70.00 70.51 61.53 53.33
Gemini-2.5-pro  89.86 92.31 84.53 64.71 87.15 90.91 88.00 66.67 92.00 91.00 85.00 85.00 76.67
GPT-40 67.28 64.10 66.85 68.63 65.28 74.24 64.00 72.73 63.51 68.00 76.47 74.36 50.00
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Table 12: Subtopic Performance of Recognition and Reasoning Questions (Accuracy, %). Abbre-
viations: T&S=Trademarks & Store Signs, PN=Public Notices, [S=Instruction Signs, NS=Natural
Scenery, CL=Cultural Landmarks, C&I=Cuisine & Ingredients, Men=Menus, CO=Cuisine Ori-
gin, TS=Transit Systems, TrS=Traffic Signs, F&B=Folklore & Beliefs, IC=Indigenous Culture,
AA=Artistic Activities, PS=Political System, PE=Political Events, PFP=Political Figures & Parties,
NG=Natural Geography, HG=Human Geography, SAV=Sports Activities & Venues, Ath=Athletes,
T&M=Teams & Mascots, Ani=Animals, Pla=Plants, His=History, FTS=Films & TV Shows,
Mus=Music, Gam=Gaming, DN=Daily Necessities, ODL=0ther Daily Life.

\ Recognition and Reasoning Performance by Category (Accuracy, %)

| Recognition

ymbols igns ttractions 00! ansport ulture eography

Symbols & Si A i Food Tr Cul G h;
en T

T&S PN IS NS CL C&I M CcO TS TS F&B IC AA NG HG

Phi3.5-Vision 36.67 29.66 56.00 18.18 31.75 33.89 1875 0.00 4324 3333 40.74 4286 60.00 43.75 14.29
Llama-3.2-11B 65.00 34.75 60.00 4545 30.16 4222 2500 0.00 56.76 23.81 3333 0.00 60.00 25.00 28.57
Llama-3.2-90B 70.00 58.47 84.00 4545 49.21 65.56 31.25 0.00 57.14 64.86 51.85 57.14 7333 6250 71.43
InternVL3-8B 87.50 7542 72.00 63.64 5238 5833 37.50 0.00 67.57 57.14 77.78 8571 80.00 68.75 71.43
InternVL3-38B  [93.33 88.14 96.00 81.82 76.19 85.00 75.00 100.00 88.14 80.95 88.89 85.71 86.67 93.75 92.86
InternVL3-78B  [95.83 87.29 96.00 90.91 82.54 84.44 68.75 100.00 9524 9524 92.59 100.00 93.33 93.75 100.00
Qwen2.5-VL-7B |95.00 7542 84.00 54.55 71.43 69.44 50.00 100.00 66.67 70.27 77.78 7143 73.33 87.50 92.86
Qwen2.5-VL-72B [83.78 66.67 96.00 81.82 80.95 82.22 75.00 100.00 100.00 88.67 88.89 71.43 86.67 93.75 100.00
Gemini-2.5-flash |86.49 66.67 88.00 90.91 88.89 87.78 62.50 100.00 100.00 93.33 69.23 85.71 86.67 75.00 100.00
Gemini-2.5-pro  [94.92 77.08 92.00 100.00 9524 97.22 87.50 100.00 100.00 99.17 92.31 85.71 80.00 93.75 100.00

Model

GPT-40 85.71 83.90 88.00 100.00 90.48 90.56 81.25 100.00 85.71 86.49 96.30 71.43 93.33 81.25 100.00
\ Politics Sports F&F His Entertainment DN ODL
| PS PE PFP SAV Ath T&M Ani Pla His FTS Mus Gam DN ODL

Phi3.5-Vision 36.36 66.67 4.76 66.67 0.00 20.00 31.25 21.28 20.00 50.00 25.00 7.69 49.62 30.77
Llama-3.2-11B  |54.55 83.33 1429 5556 75.00 80.00 37.50 34.04 40.00 90.00 75.00 30.77 64.12 30.77
Llama-3.2-90B | 81.82 83.33 38.10 77.78 50.00 80.00 43.75 46.81 20.00 90.00 50.00 61.54 78.63 53.85
InternVL3-8B 72.73 83.33 61.90 66.67 100.00 40.00 58.33 4894 80.00 90.00 75.00 69.23 72.52 46.15
InternVL3-38B | 81.82 100.00 66.67 88.89 100.00 100.00 77.08 76.60 100.00 80.00 75.00 76.92 86.26 92.31
InternVL3-78B  |72.73 100.00 76.19 88.89 100.00 100.00 62.50 70.21 80.00 100.00 100.00 84.62 90.08 84.62
Qwen2.5-VL-7B |90.91 66.67 66.67 77.78 100.00 80.00 52.08 57.45 80.00 100.00 75.00 69.23 74.05 69.23
Qwen2.5-VL-72B [ 66.67 85.71 81.82 88.89 100.00 96.67 70.83 74.47 80.00 9391 75.00 9231 9231 83.78
Gemini-2.5-flash |83.05 83.33 76.19 88.89 75.00 60.00 70.21 70.21 80.00 100.00 75.00 69.23 100.00 86.49
Gemini-2.5-pro | 81.82 100.00 90.48 88.89 100.00 100.00 87.23 87.23 100.00 100.00 100.00 92.31 100.00 91.89
GPT-40 9091 83.33 76.19 88.89 100.00 100.00 68.75 74.47 80.00 90.00 100.00 84.62 89.31 76.92

‘ Reasoning

\ Symbols & Signs  Attractions Food Transport Culture Geography
| T&S PN IS NS CL C&I Men CO TS TS F&B IC AA NG HG

Phi3.5-Vision 29.58 25.64 37.93 28.57 37.50 25.00 29.63 13.51 26.67 23.81 38.10 19.05 11.11 31.82 16.98
Llama-3.2-11B 2535 20.51 17.24 0.00 25.00 14.71 11.11 1622 2333 1429 2381 19.05 0.00 13.64 11.32
Llama-3.2-90B 33.33 36.75 68.97 0.00 40.63 39.71 14.81 37.84 3333 4333 47.62 2381 4444 4545 18.87
InternVL3-8B 60.56 46.15 62.07 1429 40.63 51.47 14.81 4324 40.00 5238 47.62 1429 2222 4091 2642
InternVL3-38B  |76.06 71.79 82.76 42.86 56.25 58.82 55.56 51.35 52.38 5238 73.81 33.33 55.56 63.64 47.17
InternVL3-78B  |76.06 69.23 75.86 42.86 68.75 67.65 59.26 56.76 6190 61.90 7143 4286 77.78 68.18 54.72
Qwen2.5-VL-7B [66.20 48.72 58.62 28.57 50.00 47.06 2593 4595 47.62 47.62 57.14 19.05 2222 4091 37.74
Qwen2.5-VL-32B | 69.57 38.46 6897 57.14 5625 4559 40.74 40.54 3846 4286 5476 28.57 33.33 54.55 45.28
Qwen2.5-VL-72B [ 66.67 44.44 72.41 57.14 53.13 61.76 5556 59.46 61.54 7323 7143 5238 44.44 68.18 58.49
Gemini-2.5-flash |60.00 22.22 62.07 71.43 65.63 58.82 4444 8378 84.62 61.47 54776 6190 2222 63.64 67.92
Gemini-2.5-pro  [91.45 77.78 89.66 100.00 90.63 83.82 88.89 89.19 9231 87.32 92.31 88.89 77.78 90.91 100.00
GPT-40 42.86 61.54 6897 8571 59.38 73.53 29.63 7297 71.43 66.67 7143 57.14 55.56 77.27 58.49

Model

| Politics Sports F&F His Entertainment DN ODL
‘ PS PE PFP SAV Ath T&M Ani Pla His FTS Mus Gam DN ODL
Phi3.5-Vision 21.74 53.85 10.00 55.56 0.00 18.18 22.86 25.64 26.00 15.38 33.33 27.78 42.31 13.33
Llama-3.2-11B 17.39 1538 0.00 44.44 2500 18.18 1429 7.69 20.00 1538 33.33 38.89 30.77 13.33

Llama-3.2-90B 52.17 3846 16.67 7222 50.00 18.18 37.14 30.77 46.00 30.77 66.67 44.44 57.69 26.67
InternVL3-8B 52.17 61.54 26.67 55.56 50.00 18.18 40.00 30.77 30.00 23.08 66.67 55.56 56.41 30.00
InternVL3-38B  |73.91 69.23 46.67 88.89 50.00 27.27 65.71 41.03 62.00 53.85 66.67 7222 7692 53.33
InternVL3-78B  |[78.26 76.92 53.33 83.33 75.00 4545 57.14 4872 62.00 53.85 66.67 7222 73.08 60.00
Qwen2.5-VL-7B |60.87 53.85 26.67 50.00 75.00 27.27 37.14 23.08 32.00 3846 66.67 50.00 57.69 36.67
Qwen2.5-VL-32B [ 70.00 38.46 33.33 77.78 75.00 36.36 30.00 3590 58.00 53.14 66.67 77.78 36.36 30.00
Qwen2.5-VL-72B [61.54 69.23 60.00 83.33 50.00 45.45 30.00 43.59 64.00 55.56 66.67 8333 4545 61.90
Gemini-2.5-flash |62.39 84.62 63.33 83.33 50.00 63.64 53.33 46.15 64.00 100.00 83.33 80.28 33.33 60.00
Gemini-2.5-pro  [91.45 92.31 86.67 94.44 100.00 9091 76.67 66.67 95.65 9145 9444 8732 4286 80.00
GPT-40 82.61 9231 60.00 83.33 50.00 63.64 6571 61.54 68.00 69.23 66.67 83.33 74.36 50.00
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Table 13: Conversation Samples Analysis

Question Type

Sample

Recognition

{"from": "human", "value": "55 135 WP — 207 F) R 355 E 2" (Which
degree is this graduation certificate for?) \n<image>"}

{"from": "gpt", "value": "EE " (Bachelor of Agriculture)}

Reasoning

{"from": "humaI}" "value": "<image>\ntR 15 5 S E RO A 2 5 M E P
ERCANELS 18 AR AT E2 152" (According to the graduation certificate,
which present- day Talwanese school does this correspond to?)}

gpt", "value": "B 17 5 iE K" (National Taiwan University)}

n,on

{"from":

General
Visual
Conversation

{"from": "human", "value": "JZ 7Rk EHEFEM—FM?" (What year is
this graduation certificate from?)}

{"from": "gpt", "value": "IBIREHEHEZE19314EAY ° " (This graduation
certificate is from 1931.)}

{"from": "human", "value": "35& 5 T fHEENZ?" (What does the cer-

tificate say?)}

{"from": "gpt", "value": "3 EH FEE [ELFEIREEBEL ) IF

MZAb7s B EH R A R ) %4 " (It states *College of Agricul-
ture, Taipei Imperial University’ and is signed by the 'Dean of the College
of Agriculture, Taipei Imperial University’)}

{"from": "human", "value": "F¥ 3 N 7 AR B A 1 EESCEFE?" (What
does the plaque read?)}

{"from": "gpt", "value": "fERE FEFE [EJLF RE — BB EE
£19315 1 o " (It reads *Taipei Imperial University’s First Graduation
Certificate 1931°)}

{"from": "human", "value": "i8 5% % 275 & iAW A 222" (Which uni-
versity is this certificate from?)}

{"from": "gpt", "value": "ERBEEFHF [ZILHFEKE] " (This

graduation certificate is issued by Taipei Imperial University.)}

"

Attribute
Recognition

{"from": "human", "value": "3 FiETRE K H L5 TR A A" (What
does the certificate say?)}

{"from": "gpt", "value": "#EEH FEFE [ZILFEINEHEBEEL) WA

ME=Abr EOCER R AR 1 BIEE 4 o " (It states *College of Agricul-
ture, Taipei Imperial University’ and is signed by the ’Dean of the College
of Agriculture, Taipei Imperial University’)}

{"from": "human", "value": "iZ iRia & Bl 2 b7 B A2 Gl BN 2" (What
is its relation to Taipei Imperial University?)}

{'from": "gpt", "value": "8 e B2 B2 R BT R 193 1 F HH A HY
BB EEE BRI E IR E o " (It is the first graduation
certificate awarded by the College of Agriculture in 1931, reflecting the
university’s academic development at that time.)}

", n

Contextual
Inference

{"from": "human", "value": "55 35 () AR E R RV FERE AT et
T ATEE TRE’Jﬁ%%?" (What might this document represent in its historical
context?)}

{"from": "gpt", "value": "B iR [ S0 EIRNEMREL | R
s e o m TR RS — BB EHEI1931F ] - AERFHT TR
B 8 (078 A BERBCE m S A R I URF A B T2
B R BRI SE AR B SR AT o " (Itis a
graduation certificate from the College of Agriculture, Taipei Imperial Uni-
versity, marked as ’Taipei Imperial University’s First Graduation Certificate
1931°. In that era, it may symbolize the achievement of higher education
and indicate that its holder completed studies at the College, possessing both
professional and academic qualifications.)}
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Table 14: Quality Scores for Training Data

Necessity of Image for Answering

Question Type Relevance  Coherence

Turn 1 Turn 2 Turn 3 Turn 4
Recognition 99.75 97.50 99.50
Reasoning 100.0 98.00 99.50 - - -
Visual Conv. 99.25 74.00 99.50 97.00 98.75 97.75
Attribute Recognition 99.50 96.75 98.75 53.25 - -
Contextual Inference 100.00 94.75 98.25 -

F Training Data Samples
Sample as show in

G Data Quality Check

Four annotators evaluated the same 100 randomly sampled instances per question type across five
types: Recognition, Reasoning, Visual Conversation, Attribute Recognition, and Contextual Inference.
For each instance, annotators rated the sample on three criteria:

» Image-Conversation Relevance: whether the conversation is related to the image.
* Conversation Coherence: whether the conversation flows logically.

* Necessity of Image for Answering: for single-turn conversations, this is assessed for the
sole question; for multi-turn conversations, each turn is evaluated. In the case of Attribute
Recognition, note that while the first turn requires the image to identify the main object,
the second turn, asking for an attribute, may sometimes be answerable without the image,
leading to a lower score.

For each criterion, annotators provided a binary score (1 if the sample met the criterion, and 0
otherwise), and the quality score for each criterion was computed as the percentage of samples
meeting the criterion. The final quality score for each question type is then calculated as the average
of the percentages obtained from all four annotators, i.e.,

4
i 1
Final Score = 1 Zl Si,

where s; is the percentage score from annotator i. The average quality scores (percentage of acceptable
instances) for each question type are summarized in

H Fine-Tuning Experimental Details

We fine-tune the LLaMA3.2-11B-Vision-Instruct and Phi-3.5-Vision-Instruct models on the Taiwan-
VQA training dataset. Input images are uniformly resized to 386x386 pixels, and prompts are
formatted using Hugging Face’s AutoProcessor with a chat-style template.

Two distinct training sets are employed to generate different model variants:

* Human: 3.4k examples manually annotated by human labelers.

* Mixed: 8.6k examples in total, combining the 3.4k human-annotated samples with 5.2k
synthetic examples.

Each model is trained separately on one of these datasets. All experiments are conducted on 8
NVIDIA H100 GPUs with 512 GB of system memory. The training configuration involves full
fine-tuning with a batch size of 2, learning rate of 3 x 10~%, BF16 precision, and 3 training epochs.
We do not employ parameter-efficient tuning methods such as LoRA.

To mitigate overfitting, token masking is applied to image embedding tokens during training. Apart
from image resizing, no additional data augmentation is performed.
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Table 15: Performance Analysis of Open-Ended Question Answering (%)

Recognition Reasoning
Model Overall w/OCR w/0oOCR All  Basic External Complex All
Phi-3.5-Vision 10.20 11.34 13.41 12.70  9.80 6.84 8.54 7.70
Llama-3.2-11B 31.60 38.66 39.18 39.00 30.61 21.40 28.05 24.20
Llama-3.2-90B 40.70 48.26 50.61 49.80 41.63  28.68 25.61 31.60
InternVL3-8B 43.55 71.80 46.65 55.30 4327  27.64 31.71 31.80

InternVL3-38B-Instruct 51.65 80.23 57.62 65.40 57.55 30.91 36.59 37.90
InternVL3-78B-Instruct 53.05 81.40 57.62 65.80 61.22 3240 42.68 40.30
Qwen2.5-VL-7B 50.70 80.23 55.95 64.30 55.51 29.87 41.46 37.10
Qwen2.5-VL-32B-Instruct ~ 55.85 83.14 58.23 66.80 61.63 37.59 54.88 44.90
Qwen2.5-VL-72B-Instruct ~ 58.35 84.01 62.65 70.00 66.12  39.23 50.00 46.70

Gemini-2.5-flash 66.80 86.92 70.88 7640 7143  52.01 57.32 57.20
Gemini-2.5-pro 71.90 89.53 74.24 79.50 7429  60.62 64.63 64.30
GPT-40 67.40 86.05 73.02 7750 6735  53.64 57.32 57.30

Training time for the mixed dataset varies depending on model scale:

* LLaMA3.2-Vision-Instruct takes approximately 1 hour and 30 minutes.
* Phi-3.5-Vision-Instruct completes in about 30 minutes under identical hardware settings.

I Open-Ended Question Answering Supplementary Data

I.1 Detailed Results

Table T3] presents supplementary performance data from the Open QA experiment in the main text’s
Table 6] including detailed performance of various models across different evaluation dimensions,
providing readers with a more comprehensive insight into the experimental findings.

LI.2 Open QA Prompt Templates

For the Open QA evaluation (section 6)), we designed distinct prompt templates for the two primary
components of the methodology: the model under test and the judge model.

shows the prompt template used for the models under test. This prompt combines an example
question (which is presented without multiple-choice options) with a specific instruction to provide a
direct conclusion and explicitly avoid phrases indicating uncertainty.

shows the prompt template used to guide the GPT-4.1 judge model. This prompt provides
the necessary details for the evaluation.

A ] HR R TR A A2 LN RRE 7 /Niz 2

(Which Taiwanese snack is shown in the photo?)

AR E A DAZHE O B Al B RSB o -

TR B EEBOLRR S B TAMERE) ~ TEEAHL - TAEE
P IR /O W=V R GBI g

(Please provide a detailed and specific answer in Traditional Chinese based on the image.)

(Note: Please state your conclusion directly. Evasive words such as "uncertain”, "unidenti-
fiable", "maybe", "sorry", or any similar terms are strictly prohibited.)

Figure 6: Prompt template for the model under test in the Open QA setting (section 6). An example
question is shown.
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You are an expert Al evaluator for a Visual Question Answering task. Your goal is to determine if
the candidate’s answer is correct.

Question: "[Question content]"
Ground Truth Answer: " [Ground Truth content]"

Candidate’s Answer: "[Model Prediction content]"

Please evaluate if the candidate’s answer is semantically equivalent to the ground truth. Respond
with a valid JSON format containing two keys: "score" (an integer, 1 for correct, O for incorrect)
and "reasoning" (a brief explanation).

Figure 7: Prompt template for the judge model (section 6).
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