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Abstract

The internet has become the main source of data to train modern text-to-image1

or vision-language models, yet it is increasingly unclear whether web-scale data2

collection practices for training AI systems adequately respect data owners’ wishes.3

Ignoring the owner’s indication of consent around data usage not only raises4

ethical concerns but also has recently been elevated into lawsuits around copyright5

infringement cases. In this work, we aim to reveal information about data owners’6

consent to AI scraping and training, and study how it’s expressed in DataComp, a7

popular dataset of 12.8 billion text-image pairs. We examine both the sample-level8

information, including the copyright notice, watermarking, and metadata, and the9

web-domain-level information, such as a site’s Terms of Service (ToS) and Robots10

Exclusion Protocol. We estimate at least 122M of samples exhibit some indication11

of copyright notice in CommonPool, and find that 60% of the samples in the top12

50 domains come from websites with ToS that prohibit scraping. Furthermore, we13

estimate 9-13% with 95% confidence interval of samples from CommonPool to14

contain watermarks, where existing watermark detection methods fail to capture15

them in high fidelity. Our holistic methods and findings show that data owners rely16

on various channels to convey data consent, of which current AI data collection17

pipelines do not entirely respect. These findings highlight the limitations of the18

current dataset curation/release practice and the need for a unified data consent19

framework taking AI purposes into consideration.20

1 Introduction21

Web-scraped vision-language datasets (VLD) comprising billions of samples have enabled the22

success of CLIP [1] as well as text-to-image models like Stable Diffusion v1 [2], DALL-E [3], and23

MidJourney [4]. However, the reliance on copyrighted material from the web to train foundation24

text-to-image or vision language models remains the subject of much recent debate, especially in25

recent lawsuits against OpenAI, Stability AI, and Meta1. While efforts toward transparent use of26

copyrighted training data have been explored in text-based pre-training datasets [5, 6], the data27

consent landscape of web-scraped VLDs remains relatively underexplored, especially as multimodal28

image-text models become increasingly common.29

The shift from the text modality to the image-text modality results in several changes in data consent30

mechanisms: (1) The signals of data consent in image-text samples are heterogeneous, and (2)31

1Andersen v. Stability AI, No. 3:23-cv-00201 (N.D. Cal.), Getty v. Stability AI [2025] EWHC 38 (Ch), Kadrey
v. Meta, Nos. 3:23-cv-03417, 3:24-cv-06893 (N.D. Cal.), NYT v. Microsoft, No. 1:23-cv-11195 (S.D.N.Y.)

Submitted to Workshop on Regulatable ML at the 39th Conference on Neural Information Processing Systems
(NeurIPS 2025). Do not distribute.



image content is often delivered via third-party cloud providers, making the practice of tracking data32

provenance more challenging. Despite these changes, the impact of violating data consent in the33

vision-language landscape is no less concerning than that in the text-based counterpart, especially as34

visual artist communities have spoken out about potential economic loss and reputational harm as a35

result of generative AI systems [7].36

Furthermore, in recent cases involving Anthropic and Meta2, although the training on copyrighted37

material was deemed “fair use,” the alleged collection of content from pirated sources remains38

contentious and has precluded the dismissal of the case. This decision raises questions around how39

dataset curation methods gather data in the first place, and whether such sourcing is allowed. In light40

of the lack of transparency in web-scraped VLD’s data consent [8], we aim to demystify the data41

consent mechanisms throughout the life cycle of curating, releasing, and using a web-scraped VLD.42

Specifically, we use DataComp’s CommonPool [9] as a case study of the web-scraped VLDs. They43

sourced image-text pairs from CommonCrawl [10], an archive of web pages crawled from the internet,44

and performed deduplication and minimal filtering to produce a set of 12.8B url-text pairs, where the45

url points to the image content. As of July 2025, CommonPool has over 2M downloads [11]. Pulling46

from the same web archive, CommonPool has substantial overlap with its precursor, LAION-5B [12],47

which enabled the early version of Stable Diffusion v1, MidJourney, and Google’s Imagen [2, 4, 13].48

Even though the data used to train OpenAI’s CLIP or DALL-E were not disclosed, the corresponding49

papers claim to have sourced the training datasets from the internet [1, 3], similar to CommonPool.50

Therefore, we believe CommonPool as a case study not only informs the open-source vision-language51

model development community but also provides a lens into commercially protected datasets.52

We recognize and take advantage of various signals provided by the image, text, metadata, and53

their associated data host. We use both sample-level characteristics, such as copyright notice, the54

exchangeable image file format (EXIF) 3 metadata, and watermark detection, and web-domain-level55

characteristics, such as Terms of Service (ToS) and Robots Exclusion Protocols (REP), also known56

as robots.txt. We make the following contributions:57

1. Investigate data consent mechanisms in a web-scraped VLD provided by the information in58

the released artifact59

2. Estimate approximately 122M of samples in CommonPool have included copyright in-60

formation, and over 60% of samples from the top 50 domains, in the small-en scale of61

CommonPool, are sourced from sites restricting scraping in their ToS.62

3. Demonstrate that data owners often rely on inconsistent channels to convey data consent,63

of which AI data collection pipelines do not fully respect, surfacing issues of a lack of a64

uniform consent mechanism.65

4. Use our findings to outline various limitations and recommendations for future web-scraped66

VLD curation.67

2 Background68

2.1 Terminology69

Legal discussion around training with web-scraped data involves specific terms; in this section, we70

outline the scope of each term and the role they play in the explicit permission granted to use the data.71

We limit our focus to examining data consent and copyright implications within the United States.72

Copyright. As defined by the U.S. Copyright Office [14], copyright protects the expression of73

original work. As long as the work is fixed, expressed in tangible forms, and not an idea, concept, fact,74

or other exception, it automatically becomes copyright-protected. Notably, the role of the copyright75

notice, like “© John Doe 2025”, is to publicly claim that the work is protected by copyright. As such,76

it becomes more difficult for defendants in infringement cases to argue they were not aware of the77

work being copyrighted [15].78

2Kadrey v. Meta (see supra.), Doc. 598 (Partial Summary Judgment), and Bartz v. Anthropic PBC, 3:24-cv-
05417, (N.D. Cal.), Doc. 231 (Partial Summary Judgment)

3https://en.wikipedia.org/wiki/Exif
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Table 1: Summary of quantitative results in our measurement of data consent mechanisms, including
Copyright Notice, ToS, and Robots.txt.

Mechanism Finding
Copyright Notice 1. We estimate 122M English-captioned samples in CommonPool to contain

copyright information.
2. We estimate the watermark prevalence to be 9–13% with 95% confidence
interval.

Terms of Service 1. 33% of samples from top 50 web domains are restricted to personal/non-
commercial/research.
2. 60% of samples from top 50 web domains are against scraping.

Robots.txt 1. AI-purposed bots are mostly disallowed in existing robots.txt.
2. We find 28% of samples with observed robots.txt to disallow Common-
Crawl crawling (via CCBot), the upstream dataset of CommonPool.

License. A license, or agreement, grants specified rights to someone to use the work for purposes79

protected by copyright, such as reproduction, display, or making derivatives. A license could be80

useful for the creator to limit the use of the work in certain scenarios without placing it in the public81

domain, which is outside the scope of copyright protection.82

Data Consent. We refer to data consent as the "permission" granted for the user to use the data for83

model training purposes. This is not limited to any form of written consent, such as ToS, copyright84

notice, claims, or license. In other words, data consent is obtained when the user follows the85

acceptable pipeline to retrieve data proposed by the data host or data owner. As an example, even if86

the data is not copyright-registered through the U.S. Copyright Office, a written ToS to restrict the87

use of such data for model training purposes would be considered a "restriction to use" in the scope88

of data consent we consider.89

2.2 Involved Parties90

The pipeline to curate, release, and download a web-scraped dataset involves multiple entities. To91

study the data consent landscape, we first define how the stakeholders are involved in the life cycle of92

such datasets.93

• Dataset Curator – The curator of the dataset releases a set of url-text pairs for downstream94

use. In the case of DataComp [9], it would be their authors.95

• Dataset User – The user of the dataset downloads the pairs of URLs and texts released by96

the Dataset Curator.97

• Data Owner – The owner of the image data itself. Since tracing data ownership on the98

internet is extremely difficult, we relax the ownership to be the action of embedding the image99

on their web page. This relaxation builds on the assumption that the actor of embedding the100

image respects the copyright of the image and shares it per the level of consent they obtain.101

• Data Host – The data host is the entity that owns the image URL referred to by the sample.102

Since the delivery of image content is often optimized through content delivery network103

(CDN) and cloud providers, this entity may exhibit little information about the Data Owner.104

2.3 Life cycle of web-scraped VLD105

Curation & release. The top-level raw source of data originates from CommonCrawl [10]. The106

collection of url-text pairs comes from extracting the <img src=URL>alt text</img> from the107

internet. This extraction does not consider the page url where the image appears. Figure 1 illustrates108

the distinction between page url and src url. With the extracted url-text pairs, the Dataset Curator109

uses tools like img2dataset [16] to automatically download all the images from these URLs, referred110

to as scraping. Since the URLs are extracted from archives of the internet, not all download attempts111

are successful or align with the original image. For instance, the owner of the URL could replace112
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Figure 1: The life cycle of curating, releasing, and using the web-scraped VLD. Even though the
Dataset Curator initially downloads the image assets in their curation process, the released samples
only contain the caption, src url pointing to the image asset, and image metadata. To access the
dataset, the Dataset User must download the images following the released URLs. The red tags on
each step indicate the data consent mechanism we consider involved.

the image with another image or take down the image completely. Finally, the release of the curated113

dataset comprises url-text pairs along with metadata they obtain from either their experiments or114

downloading, without the actual image assets.115

Downstream usage. The Dataset User first obtains the index of url-text pairs released by the Dataset116

Curator. Since the released dataset artifact comes without the image assets, the Dataset User has117

to utilize similar tools to scrape through the provided URLs. In the case of DataComp [9], the118

scraping functionality is provided as part of the release. This mechanism inherits the same drawback119

of potentially inconsistent or failed downloads. Not only does it potentially diverge from the Dataset120

User’s expectation of the released dataset, but it might also expose the Dataset User to the risk of121

data poisoning [17]. Furthermore, since the Dataset User is scraping the web with the index of the122

URLs, the Dataset User is responsible for abiding by any ToS or other data consent mechanism123

specified by the website hosting the content. With the image assets downloaded, the Dataset User124

then experiments with the downloaded samples in their storage.125

3 Methods126

We first outline the concrete experiment setup for our audit, including data filtering, sizes, and scales127

that we audit. Then, we present the methods in two categories, one at the sample level and the other128

at the web domain level. These two angles allow us to audit how image owners and website owners129

disclose consent for scraping and AI training.130

3.1 Setup131

CommonPool was released at four scales: xlarge (12.8B), large (1.28B), medium (128M), and132

small (12.8M), where the largest contains 12.8B samples and the lower scale is a subset of the larger133

ones. Due to limited storage space and compute resources, we study both small and medium such134

that we can verify whether results found in small are also observed in medium.135

Moreover, since legal mechanisms of data consent are dependent on specific jurisdictions, we restrict136

our target data to be English-based. Particularly, we follow the same measure in Gadre et al. [9] to137

use fasttext [18] to filter the original dataset by English-only captions. Table 2 summarizes the138

audited dataset.139
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Table 2: Sample counts of Common-
Pool’s configurations considered in our work.
scale-en refers to the English-filtered ver-
sion of the original scale. Accessible counts
refer to images downloadable through the re-
leased link. “Top 50” refers to the subset in
the top 50 base domains.

Scale Released Accessible “Top 50”
small 12.8M 9.8M –
small-en 6.3M 4.8M 2.1M
medium 128.0M 98.3M –
medium-en 63.0M 47.7M 21.5M

Table 3: Number of samples found through each
measurement method, where Caption and OCR re-
fer to searching the copyright notice through sam-
ples’ captions and OCR-extracted texts.

Measure small-en medium-en

Caption 10,585 (0.22%) 98,555 (0.21%)
OCR 4,307 (0.09%) 38,697 (0.08%)
EXIF Metadata 108,951 (2.27%) 1.09M (2.28%)
Caption ∪ OCR 123,096 (2.56%) 1.22M (2.55%)∪ EXIF

140

3.2 Sample-level Characteristics141

At the sample level, we use text, visual, and metadata information to source characteristics of data142

consent. Particularly, we search for samples with the presence of copyright notice, copyright field143

in metadata, and image watermark. With the presence of this information, it becomes difficult144

for a defendant on copyright infringement to argue ignorance of the fact that the material was145

copyright-protected [15].146

Copyright Notice. We crafted a set of regular expressions to capture common copyright notices such147

as “©” and “copr.” These rules are applied to both caption and OCR-extracted text, where we use148

open-source PaddleOCR [19] for extraction. The full list of search patterns is included in Appendix149

Section B.150

Copyright Field in Metadata. Exchangeable image file format (EXIF) is a standard of image151

metadata to specify information about the image itself as well as the digital device that produced152

the image. For instance, some tags include original height, width, focal length, and color space.153

We search for samples of which the metadata contains a non-empty copyright tag field keyed by154

"Copyright" or "0x8298," following the EXIF standard version 2.3. [20].155

Image Watermark. A watermark detection classifier aims to output whether or not a given image156

contains a watermark. We (1) use off-the-shelf watermark-finetuned YoloV8 [21, 22], (2) build a157

watermark-finetuned MobileViTv2 [23], (3) use two SOTA open-source VLMs, Rolm OCR [24] and158

Gemma-3-12b-it [25] as our detection methods. To validate the faithfulness of these methods, we159

evaluate them on (1) watermark-eval: Felice Pollano [26]’s validation set, with a balance of ∼3200160

images for both watermarked and non-watermarked images, and (2) datacomp-watermark-eval: a161

random 955-image subset of CommonPool we annotate, to validate the robustness of our detection162

methods on web-scraped images. Last but not least, we question the faithfulness of LAION-5B’s163

release of watermark score by annotating a subset of LAION-5B and analyzing the utility of those164

scores. The full training and evaluation details can be found in Appendix Section A.165

3.3 Web-domain-level Characteristics166

At the web-domain level, the administrator who hosts the content typically specifies rules on permitted167

usage of their content. Particularly, we examine the top 50 web domains’ ToS and their REP, which168

specifies the restriction of scraping/crawling bots. The top 50 domains are defined by the counts of169

samples sourced from these domains. In both small-en and medium-en scales, the top 50 domains170

cover ∼45% of all samples, namely 2.1M and 21.5M samples respectively.171

The web domains are extracted from src url as provided by CommonPool, which points to the172

image asset, rather than the original website where the content is embedded, which we call page173

url. Furthermore, since most content is delivered through domains designed for static content or a174

content delivery network (CDN), we extract the base domain by trimming off the prefix to aggregate175

the sharded domain URLs. For instance, Pinterest uses bucketed web domains like i.pinimg.com176

and i-h1.pinimg.com to deliver content. Through extracting only the base domain, which would177

be pinimg.com in the example, we have a more accurate estimate of sample counts for each web178

domain.179
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Terms of Service (ToS). Following Longpre et al. [5], we annotate each web domain with the180

following attributes: (1) Category: the core function of the Data Host, (2) License Type: the181

permission granted to the end user, and (3) Scraping Policy: the restriction on web-scraping. In182

this work, we focus on the act of scraping, the action of automatically downloading/copying a vast183

majority of data through an index of links, because both the Dataset User and Dataset Curator184

directly engage in this act.4185

Similar to Fiesler et al. [27]’s qualitative analysis process, we have two coders to annotate each web186

domain’s attributes, but we start with the codebook for (2) and (3) from Longpre et al. [5]. For the187

Category, the primary coder first builds the codebook when iteratively going through the web domains.188

After creating the initial codebook and first pass, the second coder annotates the web domains. The189

two coders resolve any conflict through adjusting either the annotations or the codebook. Table 8 in190

the Appendix summarizes the types in each attribute, and the full codebook is included in Appendix191

Section C.192

Robots Exclusion Protocol (REP). REP, implemented via robots.txt, allows website administrators193

to specify which automated clients (user agents) can access their sites. Administrators can allow or194

disallow access for specific agents, such as “CCBot” (CommonCrawl), “GPTBot” (OpenAI), or any195

agent using the wildcard “*”. They can also restrict access to certain website paths. In Germany,196

robots.txt is legally enforceable, with exceptions for scientific research [28, 29].197

For each of the top 50 base domains, we map the base domain to a list of full domains, which are the198

web domains with the original prefix. For instance, the base domain, pinimg.com, maps to a list of199

full domains, [i.pinimg.com, i-h1.pinimg.com, ...]. We retrieve robots.txt by appending200

“robots.txt” at the end of the full domains. In the small-en scale, there are 96,436 unique URLs201

requested, and 81,273 of them successfully return with a non-empty robots.txt5.202

We parse each robots.txt following Longpre et al. [5] to three categories: All Disallowed, Some203

Disallowed, and None Disallowed for agents listed in the robots.txt file. All Disallowed is when a204

particular agent is mentioned and disallowed from all parts of the site. None Disallowed is when the205

particular agent is mentioned and allowed for all parts of the site, or has no disallowed parts. Some206

Disallowed is when a particular agent is mentioned and disallowed from some parts of the website.207

An agent must be listed in robots.txt to determine the category.208

4 Results209

In this section, we present our findings according to the sample-level and web-domain-level methods210

of determining data consent.211

4.1 Sample-level Statistics212

Approximately 122M English samples contain characteristics of copyright notice or claims in213

CommonPool.214

We find 1.22M samples exhibiting characteristics of copyright notice or claims in the medium-en215

scale. We further validate the faithfulness as the portions of the found samples through each method216

scale similarly from small-en to medium-en, as shown in Table 3. This extends our results to217

implications on the full dataset of 12.8B samples, where approximately 122M of English samples218

may contain copyright notices or claims. We observe very little overlap between the keyword219

search methods across image, text, and EXIF metadata. This signifies that copyright claims are220

heterogeneously disclosed for images on the internet, which emphasizes the need to examine each221

modality to adequately determine copyright information from web-scraped samples.222

Watermarks are present in web-scraped images, but detecting them remains a major challenge —223

even for state-of-the-art methods.224

4In contrast, the term crawling refers to the act of developing a spider to recursively follow links from web
pages to store content.

5In the medium-en scale, there are 434,498 URLs requested, and 392,286 of them successfully return with a
non-empty robots.txt.
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Table 4: Evaluation of watermark detection methods on both standard watermark detection dataset,
wm-eval with 3289 clean and 3299 watermark images, and an annotated set of web-scraped images
from CommonPool, datacomp-wm-eval with 849 clean and 106 watermark images.

Model wm-eval datacomp-wm-eval
Precision Recall F1 Precision Recall F1

Finetuned YoloV8 97.44 95.90 96.66 42.63 51.88 46.80
Finetuned MobileViTv2 90.43 86.63 88.49 11.02 74.53 19.20
Rolm-OCR 99.15 49.74 66.25 50.80 59.43 54.78
Gemma-3-12b-it 99.22 81.87 89.71 41.05 73.58 52.70

In our evaluation suites, we use (1) watermark-eval, comprising a balance of 3289 clean and 3299225

watermarked images, and (2) datacomp-watermark-eval, a random sample of 955 images from226

CommonPool we annotate. We find that 106 of those images, or 11.09%, are watermarked, resulting227

in a 9% to 13% of the distribution with 95% confidence interval. From Table 4, we observe that228

across all models, the F1-score significantly drops on datacomp-wm-eval. This indicates a distribution229

shift between the traditional watermark detection dataset and the web-scraped images “in the wild.”230

Upon investigation, we determine that traditional methods tend to have lower precision on datacomp-231

watermark-eval because of the text appearing in the image, where the models tend to output True for232

images with texts in them.233

Is LAION-5B’s released watermark score faithful or informative for understanding and respecting234

data consent?235

In light of our watermark detection experiments, we question the fidelity of the watermark score236

released in LAION-5B [12]. We annotate 1308 random samples from LAION-5B and find that 176237

have a watermark, or 13.45%. Furthermore, using the standard threshold of 0.5 on the watermark238

scores released, the precision and recall are only at 34.09% and 51.13%. The area under the receiver239

operating characteristic (ROC) curve is 0.74. These statistics further demonstrate the difficulty of240

watermark detection for web-scraped images “in the wild” observed in our experiments. Moreover,241

the low performance of LAION-5B’s watermark score reveals the low utility of this watermark242

probability score if a dataset user wishes to avoid training AI systems on watermarked images.243

4.2 Web-domain-level Statistics244

Since the top 50 base domains in small-en and medium-en only differ by 1 base domain, we present245

the results for small-en for conciseness. The distribution of the top 50 base domains can be found246

in Figure 4 in the Appendix. For robots.txt, we primarily present our results with the top six user247

agents in terms of the number of “observations,” or samples that come from sites with robots.txt files248

that mention the top six agents. The total number of observed agents, weighted by sample counts, is249

1.1M. Full results are included in Appendix Section D.250

60% of samples in the top 50 base domains prohibit scraping, and 33% of them are restricted to251

Personal/Research/Non-commercial Only Use.252

Through our analysis of the ToS in Figure 2, 57.1% of the top 50 base domains prohibit general253

scraping without mentioning AI, and 3.2% prohibit scraping and AI unconditionally. This not only254

emphasizes the responsibility of the Dataset Curator but also that of the Dataset User, who scrapes255

these sites as well while downloading CommonPool. Furthermore, 33.4% of samples in the top 50256

base domains come from websites with ToS limiting usage of content for Personal/Research/Non-257

commercial purposes.258

The practice of releasing only url-text pairs restricts the ability to examine data consent through ToS.259

Web-scraped VLDs, such as CommonPool, LAION-400M, and LAION-5B, all use the practice of260

releasing only the src url and caption as described in Section 2. We find that 27.1% and 18.6% of the261

samples in the top 50 base domains are under CDN Provider and Website Hosting Service categories,262
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Figure 2: Terms of Service annotations. The full population in each chart is all samples in the top 50
base domains of small-en. The portion is determined by the exact number of samples in each type.
For License Type, "Not Applicable" indicates that the ToS from the base domain does not specify or
provide any license type information. For Category, "Other" indicates that the base domain is for a
very domain-specific service. For instance, 4sqi.net is delivered by Foursquare, a location-intelligence
service provider.

respectively. Yet, the ToS of amazonaws.com cannot fully reflect the actual ToS used by the website263

offering the content stored at those src urls. The core reason is that image content delivered via src264

url is often through a CDN or static content host, and only those src urls are released instead of265

the original page url. Without the context of page url, the website URL where the url-text pair is266

extracted, a thorough examination of data consent is infeasible. This characteristic also primarily267

accounts for the reason why 46.9% of samples’ License Type in Figure 2 are categorized as "Not268

Applicable," meaning that the provided src urls’ base domain’s ToS may not have the right to specify269

the License Type.270

robots.txt is mostly adopted to convey restrictions for AI-purpose scrapers/crawlers.271

In the top 6 agents by number of samples covered by observations, we see that traditional web-272

indexing (googlebot-image) or wildcard (∗) agents don’t have very high All Disallowed rate compared273

to agents related to AI-purposes such as GPTBot, Bytespider, and claudebot. This phenomenon274

implies that the website administrator disallowing these AI-purpose agents wishes to prevent the use275

of their content for model development. However, a dataset user downloading CommonPool to train276

a model does not specify the user agent by default and therefore can bypass REP to scrape many of277

these same samples from sites that ban GPTBot, Bytespider, and claudebot. Only 3.9% of samples278

come from sites that disallow any agent, so many sites that specifically block AI-purpose bots may279

miss dataset users scraping open-source VLDs to train models.280

Moreover, even though CommonPool is sourced from CommonCrawl, which respects robots.txt281

when sourcing the web pages, we still observe CCBot in 353K robots.txt. The most likely reason282

is that the user adopts robots.txt to revoke their consent after CommonCrawl archives their pages.283

Despite this adoption, the collection of CommonPool as an index of url-text pairs continues to direct284

scraping traffic to those websites that chose to revoke consent when the Dataset User downloads285

CommonPool using a non-CCBot user agent name.286

5 Discussion287

5.1 Limitation of Current Release Practice288

Problem. Our results reveal several drawbacks in the current release practice of web-scraped VLDs.289

Firstly, the lack of page url greatly restricts the ability to probe whether an image is prohibited from290

use by the associated ToS. This issue originates from a combination of how image content is usually291

delivered through CDN, how each sample is collected by only an HTML tag, and how the website292

itself (page url) is not always related to the extracted HTML tag. Secondly, releasing an index of293

the web through url-text pairs allows the Dataset Curator to avoid hosting any image asset, and thus294

any copyright infringement claim or responsibility of providing a convenient channel for the Dataset295
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Table 5: Top results from robots.txt analysis for small-en scale’s top 50 base domains, accounting
for 96,436 attempted full domains, 81,273 successful robots.txt, and 1,126,876 samples observed.
For each agent, the number of observed cases is broken down by the number and percentage (relative
to observed) of cases where all, some, or none were disallowed. The dark gray background highlights
rows that have over 80% All Disallowed rate, and the Æ icon indicates that the agent is AI-purposed.
"All Agents" row refers to an aggregation of all agents found in all the examined robots.txt. The
aggregation rule is as follows: If for all agents, a robots.txt has All Disallowed, then the decision is
All Disallowed. If for any agent in all agents, a robots.txt has All Disallowed or Some Disallowed,
then a robots.txt has Some Disallowed. Otherwise, it has None Disallowed.

Agent Observed All Disallowed Some Disallowed None Disallowed
Count % of observed Count % of observed Count % of observed

"All Agents" 1,126,876 6,442 0.6% 1,014,576 90.0% 105,858 9.4%

GPTBot Æ 578,498 538,431 93.1% 40,028 6.9% 39 0.0%
∗ 475,139 18,595 3.9% 391,799 82.5% 64,745 13.6%
CCBot Æ 353,324 313,920 88.8% 39,365 11.1% 39 0.0%
Bytespider Æ 301,344 262,029 87.0% 39,274 13.0% 41 0.0%
googlebot-image 224,268 0 0.0% 224,166 100.0% 102 0.0%
claudebot Æ 224,200 224,199 100.0% 1 0.0% 0 0.0%

User to access the copyrighted/restricted-to-use data. This shift of accountability may not be made296

aware to the Dataset User, creating an illusion that the curation of an open-sourced web-scraped297

VLD has already dealt with data consent, so usage of that dataset is in the clear.298

Recommendation. For better data provenance and transparency, we recommend that future releases299

include the website page where the samples are collected. Moreover, the Dataset Curator should300

either clearly inform or warn the Dataset User about the potential responsibility of scraping when301

using their dataset, or take the responsibility to construct the dataset with standalone image assets302

respecting the Data Owner’s consent, through the various mechanisms we used in our audit.303

5.2 Call for a Unified Data Consent Framework304

Problem. In our case study of DataComp CommonPool, we find that each audit approach surfaced a305

distinct set of samples restricting data usage with very few overlaps. This observation indicates that306

the data consent is conveyed through multiple channels, such as image metadata, copyright notice, or307

image watermark. Even though this highlights the importance of auditing through our comprehensive308

techniques, it presents a problem of lacking a universally recognized framework to convey data309

consent, particularly in the life cycle of AI data collection. For instance, robots.txt was constructed310

for web scraping, but web scraping is only a part of the life cycle. As another example, the copyright311

notice goes beyond the consent for model development, but also for display, re-distribution, and so on.312

In addition to the divergent channels to convey data consent, Longpre et al. [5] reveals a contradiction313

between these channels where ToS have different restrictions from REP.314

Recommendation. All the involved parties highlighted in this work need a common protocol such315

that data owners can communicate data consent, specifically for the use of model development. The316

Robots Exclusion Protocol is not sufficient because we showed that website maintainers often are not317

the owners of the data. We believe that a unified channel not only helps the Data Owner to protect318

their works from misuse, but also guides the Dataset Curator and Dataset User to respect their data319

consent. Such a framework should not only be adopted but also treated as the source of truth to320

represent data consent. In addition, we encourage the adoption of an opt-in understanding of consent,321

as supported by many data owner stakeholders [30, 31]. Proposed solutions such as Spawning [32],322

an opt-out model, do not address the obscurity of scraping and training to many data owners, and323

implicitly obfuscate consent.324

6 Related Work325

Prior work on auditing web-scale pre-training datasets ranges from data governance, privacy to social326

biases encoded. In the text modality, Dodge et al. [33] highlighted the importance of documenting327
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these datasets with the excluded data’s characteristic, web domain distribution, and other aspects of328

Colossal Clean Crawled Corpus (C4) [34]. Elazar et al. [6] extended the goal to understand these329

datasets to several pre-training datasets, such as C4, LAION-2B-en, and The Pile [34, 12, 35]. by330

documenting their domain statistics, contamination with evaluation sets, and PII inclusion. More331

specific to data consent, Longpre et al. [5] investigated the consent mechanism of text-based pre-332

training datasets including C4, dolma, and RefinedWeb [34, 36, 37]. They focus on the temporal333

changes in data consent in both ToS and robots.txt and highlight the increasing restrictions on the334

web to train AI models with web-scraped data.335

In the vision-language datasets landscape, Hong et al. [38] studied the impact of data filtering on the336

exclusion/inclusion statistics concerning minority groups across gender, religion, and race. Hong337

et al. [39] presented a legally-grounded study on private information existing in CommonPool and its338

implications from a legal perspective. Our work studies the data consent mechanism in the landscape339

of web-scraped VLDs.340
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A Watermark Detection Details467

A.1 Models468

The off-the-shelf YoloV8 is finetuned on MFW [40] comprising 4,935 watermarked images by mne-469

mic [22]. We finetune a pre-trained MobileViTv2 [23] on the training split of Felice Pollano [26] com-470

prising 12,510 and 12,477 images for watermarked and non-watermarked images. The pre-trained Mo-471

bileViTv2 [23] is loaded via Huggingface checkpoint apple/mobilevitv2-1.0-imagenet1k-256.472

The finetuning is done with a learning rate of 1e-4, weight decay of 0.01, and optimized through473

AdamW [41]. We use Huggingface checkpoints for both Rolm-OCR and Gemma-3-12b-it, and we474

prompt the VLMs with: A watermark on an image is a deliberately embedded visual marker — often475

semi-transparent text, logos, or patterns — designed to assert ownership, deter unauthorized use, or476

signal authenticity. It can also be a form of a link, brand name, or author name at the top/bottom477

corner of the image. Does this image contain any watermark? If so, return the text of the watermark.478

Otherwise, return no in lowercase.479

A.2 Compute Resources480

All model training and evaluation use 2 Nvidia A100 GPUs. The evaluation of VLMs can be done in481

40 minutes with one GPU. For finetuning MobileViTv2, the training for 5 epochs can be done in 2482

hours with one GPU.483

B Copyright Notice Search Pattern484

Figure 3: Regular expression search patterns used to source copyright notice in samples’ captions
and OCR-extracted texts.

The full copyright notice search patterns are illustrated in Figure 3. Each category has multiple485

regular expression patterns. We find samples that have at least one match for any regular expression486

in the list. For "Copyright General," we include commonly used patterns to claim copyright. For487

"Copyright Symbol," we include three encoding variants of copyright symbols for better capture. For488

the Creative Commons, we search for all 6 license types under Creative Commons, including the past489

versions.490

C Terms of Service Analysis Codebook491

There are three attributes we annotate for each web domain: (1) Category, (2) License, and (3)492

Scraping Policy. Table 8 summarizes the types included in each attribute. The codebook finalized for493

each attribute and type is as follows:494

1. Category495
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• Marketplace (E-commerce) – Platforms where general goods or services are bought496

and sold.497

• CDN Provider – Content Delivery Network providers and services that deliver web con-498

tent to users based on geographic location. For instance, alicdn and cloudfront.net499

fall under this type. This type does not include CDN incorporated by specific and500

mappable entities for faster content delivery. For instance, Adobe has its own CDN501

web domain to deliver its content instead of serving others’ content.502

• Website Hosting Service – Services providing infrastructure for websites to be hosted503

and accessible on the internet. For instance, wixstatic.com and wp.com fall under504

this type.505

• Blog Service – Platforms for users to publish blogs. For instance, blogspot.com falls506

under this category.507

• Stock Photo Platform – Platforms where image assets are bought and sold, typically508

under licensing agreements. This type differs from Marketplace (E-commerce) in509

that the goods are image assets themselves.510

• Content-sharing Community Platform – Platforms for exchanging user-generated511

and community-purposed content, as opposed to transaction-based exchange.512

• Other – Uncommon websites or services that don’t fall under any previous category.513

For instance, 4sqi.com offers location-intelligence information through its API.514

2. License Type515

• Personal/Noncommercial/Research Only – Use of content is limited to personal,516

research, or noncommercial contexts. Commercial use is explicitly prohibited.517

• Conditional Commercial Access – Commercial use is permitted under certain condi-518

tions, such as requiring permission, excluding third-party redistribution, or purchasing519

a membership/plan.520

• Open or Unrestricted Commercial Use – Commercial use is allowed without restric-521

tion; the content is considered public or under an open license.522

• Not Applicable – The website does not specify any licensing or restrictions, or the523

service itself has no ruling over the content it hosts.524

3. Scraping Policy525

• No scraping and AI – Explicitly prohibits scraping and AI for any content.526

• No scraping – Explicitly prohibits scraping, but no mention of AI.527

• No AI – Explicitly prohibits AI, but no mention of scraping.528

• No scraping and AI conditionally – Prohibits a part of the content from scraping and529

AI, or prohibits scraping and AI under certain conditions, such as the permission of530

robots.txt.531

• Not Mentioned – No explicit restrictions mentioned around scraping or AI in the532

Terms of Service.533

D robots.txt Full Results534

D.1 Summary Statistics535

In the top 50 web domains from small-en and medium-en, we observe 3218 and 3879 agents, respec-536

tively. These observations cover 1,126,876 and 11,556,755 samples in small-en and medium-en,537

respectively.538

D.2 Full Distributions539

In table 6 and table 7, we see a very similar robots.txt analysis where the medium scale has about 10540

times the observations as the total set scales up by 10 times. The dark gray background indicates that541

the "All Disallowed" rate, relative to the number of observations, is greater than or equal to 80%. We542

observe that the all AI-purposed robots have over 80% All Disallowed rates.543
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Table 6: Top results from robots.txt analysis for small-en scale’s top 50 base domains, accounting
for 96,436 attempted full domains, 81,273 successful robots.txt, and 1,126,876 samples. The full list
of agents is not shown for conciseness. In this table, we only show agents with over 1,000 sample
observations. The dark gray background highlights agents that have over 80% "All Disallowed"
rate. For each agent, the number of observed cases is broken down by the number and percentage
(relative to observed) of cases where all, some, or none were disallowed. "All Agents" row refers to
an aggregation of all agents found in all the examined robots.txt. The aggregation rule is as follows: If
for all agents, a robots.txt has All Disallowed, then the decision is All Disallowed. If for any agent in
all agents, a robots.txt has All Disallowed or Some Disallowed, then a robots.txt has Some Disallowed.
Otherwise, it has None Disallowed.

Agent Observed All Disallowed Some Disallowed None Disallowed
Count % of observed Count % of observed Count % of observed

*All Agents* 1,126,876 6,442 0.6% 1,014,576 90.0% 105,858 9.4%

GPTBot Æ 578,498 538,431 93.1% 40,028 6.9% 39 0.0%
∗ 475,139 18,595 3.9% 391,799 82.5% 64,745 13.6%
CCBot Æ 353,324 313,920 88.8% 39,365 11.1% 39 0.0%
Bytespider Æ 301,344 262,029 87.0% 39,274 13.0% 41 0.0%
googlebot-image 224,268 0 0.0% 224,166 100.0% 102 0.0%
claudebot Æ 224,200 224,199 100.0% 1 0.0% 0 0.0%
Google-Extended Æ 219,512 180,111 82.1% 39,367 17.9% 34 0.0%
SentiBot 219,365 180,086 82.1% 39,274 17.9% 5 0.0%
Baiduspider 204,497 35,762 17.5% 168,716 82.5% 19 0.0%
FacebookBot 183,430 144,102 78.6% 39,288 21.4% 40 0.0%
omgili 183,405 144,107 78.6% 39,274 21.4% 24 0.0%
Amazonbot 183,399 144,070 78.6% 39,297 21.4% 32 0.0%
omgilibot 183,118 143,820 78.5% 39,274 21.4% 24 0.0%
Googlebot-Image 180,355 32 0.0% 168,841 93.6% 11,482 6.4%
Bingbot 142,854 142,668 99.9% 40 0.0% 146 0.1%
Mediapartners-Google* 59,654 0 0.0% 0 0.0% 59,654 100.0%
GoogleContextual 59,231 0 0.0% 59,231 100.0% 0 0.0%
Twitterbot 52,649 6 0.0% 40,463 76.9% 12,180 23.1%
bingbot 49,452 7 0.0% 49,270 99.6% 175 0.4%
ClaudeBot Æ 38,108 37,979 99.7% 91 0.2% 38 0.1%
Applebot-Extended Æ 37,797 37,710 99.8% 55 0.1% 32 0.1%
PetalBot 36,696 36,647 99.9% 1 0.0% 48 0.1%
magpie-crawler 36,333 36,332 100.0% 0 0.0% 1 0.0%
applebot 36,269 0 0.0% 36,222 99.9% 47 0.1%
AdsBot-Google 28,599 25 0.1% 28,469 99.5% 105 0.4%
Yandex 15,974 401 2.5% 15,552 97.4% 21 0.1%
facebookexternalhit 15,678 7 0.0% 37 0.2% 15,634 99.7%
AdIdxBot 12,927 0 0.0% 12,905 99.8% 22 0.2%
Googlebot 12,303 26 0.2% 392 3.2% 11,885 96.6%
Pinterestbot 11,950 7 0.1% 11,891 99.5% 52 0.4%
ia_archiver 4,983 131 2.6% 4,695 94.2% 157 3.2%
anthropic-ai Æ 1,739 1,689 97.1% 14 0.8% 36 2.1%
ImagesiftBot 1,636 1,592 97.3% 1 0.1% 43 2.6%
meta-externalagent Æ 1,414 1,398 98.9% 2 0.1% 14 1.0%
PerplexityBot 1,409 1,223 86.8% 138 9.8% 48 3.4%
MJ12bot 1,033 982 95.1% 5 0.5% 46 4.5%
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Table 7: Top results from robots.txt analysis for medium-en scale’s top 50 base domains, accounting
for 434,498 attempted full domains, 392,286 successful robots.txt, and 11,556,755 samples. The full
list of agents is not shown for conciseness. In this table, we only show agents with over 10,000 sample
observations. The dark gray background highlights agents that have over 80% "All Disallowed"
rate. For each agent, the number of observed cases is broken down by the number and percentage
(relative to observed) of cases where all, some, or none were disallowed. "All Agents" row refers to
an aggregation of all agents found in all the examined robots.txt. The aggregation rule is as follows: If
for all agents, a robots.txt has All Disallowed, then the decision is All Disallowed. If for any agent in
all agents, a robots.txt has All Disallowed or Some Disallowed, then a robots.txt has Some Disallowed.
Otherwise, it has None Disallowed.

Agent Observed All Disallowed Some Disallowed None Disallowed
Count % of observed Count % of observed Count % of observed

*All Agents* 11,556,755 65,886 0.6% 10,521,922 91.0% 968,947 8.4%

GPTBot Æ 5,781,111 5,378,225 93.0% 402,335 7.0% 551 0.0%
∗ 5,039,780 186,668 3.7% 4,296,202 85.2% 556,910 11.1%
CCBot Æ 3,532,300 3,136,474 88.8% 395,388 11.2% 438 0.0%
Bytespider Æ 3,014,323 2,619,564 86.9% 394,413 13.1% 346 0.0%
googlebot-image 2,239,424 0 0.0% 2,238,505 100.0% 919 0.0%
claudebot Æ 2,238,757 2,238,756 100.0% 1 0.0% 0 0.0%
Google-Extended Æ 2,203,460 1,807,713 82.0% 395,391 17.9% 356 0.0%
SentiBot 2,201,585 1,807,137 82.1% 394,404 17.9% 44 0.0%
Baiduspider 2,040,055 357,497 17.5% 1,682,293 82.5% 265 0.0%
Amazonbot 1,838,597 1,443,521 78.5% 394,671 21.5% 405 0.0%
FacebookBot 1,837,341 1,442,411 78.5% 394,581 21.5% 349 0.0%
omgili 1,836,966 1,442,343 78.5% 394,410 21.5% 213 0.0%
omgilibot 1,835,306 1,440,691 78.5% 394,406 21.5% 209 0.0%
Googlebot-Image 1,798,281 75 0.0% 1,683,359 93.6% 114,847 6.4%
Bingbot 1,431,194 1,429,300 99.9% 356 0.0% 1,538 0.1%
Mediapartners-Google* 597,643 1 0.0% 0 0.0% 597,642 100.0%
GoogleContextual 592,649 0 0.0% 592,649 100.0% 0 0.0%
Twitterbot 529,106 41 0.0% 407,550 77.0% 121,515 23.0%
bingbot 498,101 66 0.0% 496,491 99.7% 1,544 0.3%
ia_archiver 434,741 1,339 0.3% 431,807 99.3% 1,595 0.4%
ClaudeBot Æ 384,024 382,664 99.6% 949 0.2% 411 0.1%
Applebot-Extended Æ 380,818 380,218 99.8% 335 0.1% 265 0.1%
PetalBot 370,568 370,078 99.9% 18 0.0% 472 0.1%
magpie-crawler 366,942 366,927 100.0% 4 0.0% 11 0.0%
applebot 366,462 0 0.0% 365,972 99.9% 490 0.1%
AdsBot-Google 287,314 365 0.1% 285,986 99.5% 963 0.3%
Yandex 160,006 2,901 1.8% 156,800 98.0% 305 0.2%
facebookexternalhit 158,068 137 0.1% 310 0.2% 157,621 99.7%
AdIdxBot 129,314 1 0.0% 129,124 99.9% 189 0.1%
Googlebot 122,753 354 0.3% 3,677 3.0% 118,722 96.7%
Pinterestbot 119,439 112 0.1% 118,796 99.5% 531 0.4%
anthropic-ai Æ 16,224 15,728 96.9% 196 1.2% 300 1.8%
ImagesiftBot 15,332 14,904 97.2% 18 0.1% 410 2.7%
meta-externalagent Æ 14,945 14,790 99.0% 8 0.1% 147 1.0%
PerplexityBot 14,413 12,513 86.8% 1,435 10.0% 465 3.2%
MJ12bot 10,425 9,845 94.4% 41 0.4% 539 5.2%
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Table 8: Annotation schema for each attribute considered for web-domain-level characteristics. CDN
Provider refers to third-party providers of content delivery network (CDN) as a service, such as
Amazon Web Services.

Attribute Types

Category Marketplace CDN provider
Blog Website hosting
Stock photo
Content-sharing community

License Type Personal/Noncommercial/Research
Conditional commercial use
Open/Unrestricted commercial use
Not applicable

Scraping Policy No scraping and AI conditionally
No scraping and AI No scraping
Not mentioned

Figure 4: Distribution of the top 50 base domains in the small-en and medium-en splits of Com-
monPool. We observe the top 50 base domains only differ by one, where small-en has imgix.net
and medium-en has mzstatic.com.

(a) Top 50 base domains in small-en by sample
counts.

(b) Top 50 base domains in medium-en by sample
counts.
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NeurIPS Paper Checklist544

1. Claims545

Question: Do the main claims made in the abstract and introduction accurately reflect the546

paper’s contributions and scope?547

Answer: [Yes]548

Justification: The claims and recommendations are made consistent with the approximated,549

and quantified results.550

Guidelines:551

• The answer NA means that the abstract and introduction do not include the claims552

made in the paper.553

• The abstract and/or introduction should clearly state the claims made, including the554

contributions made in the paper and important assumptions and limitations. A No or555

NA answer to this question will not be perceived well by the reviewers.556

• The claims made should match theoretical and experimental results, and reflect how557

much the results can be expected to generalize to other settings.558

• It is fine to include aspirational goals as motivation as long as it is clear that these goals559

are not attained by the paper.560

2. Limitations561

Question: Does the paper discuss the limitations of the work performed by the authors?562

Answer: [Yes]563

Justification: We discuss how our audit methods through Terms of Service can be limiting564

because of the lack of source url to the web pages that render the images. We also discuss565

the choice of two smaller scales of CommonPool because of the limited compute and storage566

space.567

Guidelines:568

• The answer NA means that the paper has no limitation while the answer No means that569

the paper has limitations, but those are not discussed in the paper.570

• The authors are encouraged to create a separate "Limitations" section in their paper.571

• The paper should point out any strong assumptions and how robust the results are to572

violations of these assumptions (e.g., independence assumptions, noiseless settings,573

model well-specification, asymptotic approximations only holding locally). The authors574

should reflect on how these assumptions might be violated in practice and what the575

implications would be.576

• The authors should reflect on the scope of the claims made, e.g., if the approach was577

only tested on a few datasets or with a few runs. In general, empirical results often578

depend on implicit assumptions, which should be articulated.579

• The authors should reflect on the factors that influence the performance of the approach.580

For example, a facial recognition algorithm may perform poorly when image resolution581

is low or images are taken in low lighting. Or a speech-to-text system might not be582

used reliably to provide closed captions for online lectures because it fails to handle583

technical jargon.584

• The authors should discuss the computational efficiency of the proposed algorithms585

and how they scale with dataset size.586

• If applicable, the authors should discuss possible limitations of their approach to587

address problems of privacy and fairness.588

• While the authors might fear that complete honesty about limitations might be used by589

reviewers as grounds for rejection, a worse outcome might be that reviewers discover590

limitations that aren’t acknowledged in the paper. The authors should use their best591

judgment and recognize that individual actions in favor of transparency play an impor-592

tant role in developing norms that preserve the integrity of the community. Reviewers593

will be specifically instructed to not penalize honesty concerning limitations.594

3. Theory assumptions and proofs595
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Question: For each theoretical result, does the paper provide the full set of assumptions and596

a complete (and correct) proof?597

Answer: [NA]598

Justification: [NA]599

Guidelines:600

• The answer NA means that the paper does not include theoretical results.601

• All the theorems, formulas, and proofs in the paper should be numbered and cross-602

referenced.603

• All assumptions should be clearly stated or referenced in the statement of any theorems.604

• The proofs can either appear in the main paper or the supplemental material, but if605

they appear in the supplemental material, the authors are encouraged to provide a short606

proof sketch to provide intuition.607

• Inversely, any informal proof provided in the core of the paper should be complemented608

by formal proofs provided in appendix or supplemental material.609

• Theorems and Lemmas that the proof relies upon should be properly referenced.610

4. Experimental result reproducibility611

Question: Does the paper fully disclose all the information needed to reproduce the main ex-612

perimental results of the paper to the extent that it affects the main claims and/or conclusions613

of the paper (regardless of whether the code and data are provided or not)?614

Answer: [Yes]615

Justification: We disclose all the search patterns, codebook of annotation, top web domains616

we annotate, the details on how we retrieve robots.txt, and watermark detection training617

details in the paper.618

Guidelines:619

• The answer NA means that the paper does not include experiments.620

• If the paper includes experiments, a No answer to this question will not be perceived621

well by the reviewers: Making the paper reproducible is important, regardless of622

whether the code and data are provided or not.623

• If the contribution is a dataset and/or model, the authors should describe the steps taken624

to make their results reproducible or verifiable.625

• Depending on the contribution, reproducibility can be accomplished in various ways.626

For example, if the contribution is a novel architecture, describing the architecture fully627

might suffice, or if the contribution is a specific model and empirical evaluation, it may628

be necessary to either make it possible for others to replicate the model with the same629

dataset, or provide access to the model. In general. releasing code and data is often630

one good way to accomplish this, but reproducibility can also be provided via detailed631

instructions for how to replicate the results, access to a hosted model (e.g., in the case632

of a large language model), releasing of a model checkpoint, or other means that are633

appropriate to the research performed.634

• While NeurIPS does not require releasing code, the conference does require all submis-635

sions to provide some reasonable avenue for reproducibility, which may depend on the636

nature of the contribution. For example637

(a) If the contribution is primarily a new algorithm, the paper should make it clear how638

to reproduce that algorithm.639

(b) If the contribution is primarily a new model architecture, the paper should describe640

the architecture clearly and fully.641

(c) If the contribution is a new model (e.g., a large language model), then there should642

either be a way to access this model for reproducing the results or a way to reproduce643

the model (e.g., with an open-source dataset or instructions for how to construct644

the dataset).645

(d) We recognize that reproducibility may be tricky in some cases, in which case646

authors are welcome to describe the particular way they provide for reproducibility.647

In the case of closed-source models, it may be that access to the model is limited in648

some way (e.g., to registered users), but it should be possible for other researchers649

to have some path to reproducing or verifying the results.650
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5. Open access to data and code651

Question: Does the paper provide open access to the data and code, with sufficient instruc-652

tions to faithfully reproduce the main experimental results, as described in supplemental653

material?654

Answer: [Yes]655

Justification: We release the code in the supplementary material. However, we do note that656

DataComp CommonPool is a url-text pairs dataset, which provides access to images through657

the urls. It’s a known problem that some images can no longer be accessed or can change.658

Guidelines:659

• The answer NA means that paper does not include experiments requiring code.660

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/661

public/guides/CodeSubmissionPolicy) for more details.662

• While we encourage the release of code and data, we understand that this might not be663

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not664

including code, unless this is central to the contribution (e.g., for a new open-source665

benchmark).666

• The instructions should contain the exact command and environment needed to run to667

reproduce the results. See the NeurIPS code and data submission guidelines (https:668

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.669

• The authors should provide instructions on data access and preparation, including how670

to access the raw data, preprocessed data, intermediate data, and generated data, etc.671

• The authors should provide scripts to reproduce all experimental results for the new672

proposed method and baselines. If only a subset of experiments are reproducible, they673

should state which ones are omitted from the script and why.674

• At submission time, to preserve anonymity, the authors should release anonymized675

versions (if applicable).676

• Providing as much information as possible in supplemental material (appended to the677

paper) is recommended, but including URLs to data and code is permitted.678

6. Experimental setting/details679

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-680

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the681

results?682

Answer: [Yes]683

Justification: The only training part is finetuning MobileViTv2 for watermark detection, and684

we release all the details in both the training code and the appendix.685

Guidelines:686

• The answer NA means that the paper does not include experiments.687

• The experimental setting should be presented in the core of the paper to a level of detail688

that is necessary to appreciate the results and make sense of them.689

• The full details can be provided either with the code, in appendix, or as supplemental690

material.691

7. Experiment statistical significance692

Question: Does the paper report error bars suitably and correctly defined or other appropriate693

information about the statistical significance of the experiments?694

Answer: [No]695

Justification: In our only training experiment (for MobileViTv2), we do not include an error696

bar. All other off-the-shelf models are only evaluated, rather than trained. The main claim697

that watermark detection methods fall short for web-scraped images still holds even though698

MobileViTv2 experiments do not have the error bar. For annotating watermark samples in699

LAION-5B and CommonPool, we do include a confidence interval for the estimation.700

Guidelines:701

• The answer NA means that the paper does not include experiments.702
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-703

dence intervals, or statistical significance tests, at least for the experiments that support704

the main claims of the paper.705

• The factors of variability that the error bars are capturing should be clearly stated (for706

example, train/test split, initialization, random drawing of some parameter, or overall707

run with given experimental conditions).708

• The method for calculating the error bars should be explained (closed form formula,709

call to a library function, bootstrap, etc.)710

• The assumptions made should be given (e.g., Normally distributed errors).711

• It should be clear whether the error bar is the standard deviation or the standard error712

of the mean.713

• It is OK to report 1-sigma error bars, but one should state it. The authors should714

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis715

of Normality of errors is not verified.716

• For asymmetric distributions, the authors should be careful not to show in tables or717

figures symmetric error bars that would yield results that are out of range (e.g. negative718

error rates).719

• If error bars are reported in tables or plots, The authors should explain in the text how720

they were calculated and reference the corresponding figures or tables in the text.721

8. Experiments compute resources722

Question: For each experiment, does the paper provide sufficient information on the com-723

puter resources (type of compute workers, memory, time of execution) needed to reproduce724

the experiments?725

Answer: [Yes]726

Justification: We include the compute resources for watermark detection in the Appendix.727

Guidelines:728

• The answer NA means that the paper does not include experiments.729

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,730

or cloud provider, including relevant memory and storage.731

• The paper should provide the amount of compute required for each of the individual732

experimental runs as well as estimate the total compute.733

• The paper should disclose whether the full research project required more compute734

than the experiments reported in the paper (e.g., preliminary or failed experiments that735

didn’t make it into the paper).736

9. Code of ethics737

Question: Does the research conducted in the paper conform, in every respect, with the738

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?739

Answer: [Yes]740

Justification: In this work, we do not release additional artifacts other than the annotations.741

Guidelines:742

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.743

• If the authors answer No, they should explain the special circumstances that require a744

deviation from the Code of Ethics.745

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-746

eration due to laws or regulations in their jurisdiction).747

10. Broader impacts748

Question: Does the paper discuss both potential positive societal impacts and negative749

societal impacts of the work performed?750

Answer: [NA]751

Justification: We discuss the positive impact of our work on recommending more responsible752

image-text dataset releases. Since our work is a measurement and audit-focused effort, we753

do not release models or data that could potentially be misused.754
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Guidelines:755

• The answer NA means that there is no societal impact of the work performed.756

• If the authors answer NA or No, they should explain why their work has no societal757

impact or why the paper does not address societal impact.758

• Examples of negative societal impacts include potential malicious or unintended uses759

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations760

(e.g., deployment of technologies that could make decisions that unfairly impact specific761

groups), privacy considerations, and security considerations.762

• The conference expects that many papers will be foundational research and not tied763

to particular applications, let alone deployments. However, if there is a direct path to764

any negative applications, the authors should point it out. For example, it is legitimate765

to point out that an improvement in the quality of generative models could be used to766

generate deepfakes for disinformation. On the other hand, it is not needed to point out767

that a generic algorithm for optimizing neural networks could enable people to train768

models that generate Deepfakes faster.769

• The authors should consider possible harms that could arise when the technology is770

being used as intended and functioning correctly, harms that could arise when the771

technology is being used as intended but gives incorrect results, and harms following772

from (intentional or unintentional) misuse of the technology.773

• If there are negative societal impacts, the authors could also discuss possible mitigation774

strategies (e.g., gated release of models, providing defenses in addition to attacks,775

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from776

feedback over time, improving the efficiency and accessibility of ML).777

11. Safeguards778

Question: Does the paper describe safeguards that have been put in place for responsible779

release of data or models that have a high risk for misuse (e.g., pretrained language models,780

image generators, or scraped datasets)?781

Answer: [NA]782

Justification: This work doesn’t release dataset or models for downstream usage.783

Guidelines:784

• The answer NA means that the paper poses no such risks.785

• Released models that have a high risk for misuse or dual-use should be released with786

necessary safeguards to allow for controlled use of the model, for example by requiring787

that users adhere to usage guidelines or restrictions to access the model or implementing788

safety filters.789

• Datasets that have been scraped from the Internet could pose safety risks. The authors790

should describe how they avoided releasing unsafe images.791

• We recognize that providing effective safeguards is challenging, and many papers do792

not require this, but we encourage authors to take this into account and make a best793

faith effort.794

12. Licenses for existing assets795

Question: Are the creators or original owners of assets (e.g., code, data, models), used in796

the paper, properly credited and are the license and terms of use explicitly mentioned and797

properly respected?798

Answer: [Yes]799

Justification: We cite all the codebase and data we use from this work, including watermark800

detection datasets, methods, CommonPool’s paper, and VLMs’ paper.801

Guidelines:802

• The answer NA means that the paper does not use existing assets.803

• The authors should cite the original paper that produced the code package or dataset.804

• The authors should state which version of the asset is used and, if possible, include a805

URL.806

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.807
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• For scraped data from a particular source (e.g., website), the copyright and terms of808

service of that source should be provided.809

• If assets are released, the license, copyright information, and terms of use in the810

package should be provided. For popular datasets, paperswithcode.com/datasets811

has curated licenses for some datasets. Their licensing guide can help determine the812

license of a dataset.813

• For existing datasets that are re-packaged, both the original license and the license of814

the derived asset (if it has changed) should be provided.815

• If this information is not available online, the authors are encouraged to reach out to816

the asset’s creators.817

13. New assets818

Question: Are new assets introduced in the paper well documented and is the documentation819

provided alongside the assets?820

Answer: [Yes]821

Justification: We do document README.md in our codebase released.822

Guidelines:823

• The answer NA means that the paper does not release new assets.824

• Researchers should communicate the details of the dataset/code/model as part of their825

submissions via structured templates. This includes details about training, license,826

limitations, etc.827

• The paper should discuss whether and how consent was obtained from people whose828

asset is used.829

• At submission time, remember to anonymize your assets (if applicable). You can either830

create an anonymized URL or include an anonymized zip file.831

14. Crowdsourcing and research with human subjects832

Question: For crowdsourcing experiments and research with human subjects, does the paper833

include the full text of instructions given to participants and screenshots, if applicable, as834

well as details about compensation (if any)?835

Answer: [NA]836

Justification: The human annotation done in this work is by the author team rather than837

crowdsourcing. Therefore, the item doesn’t apply.838

Guidelines:839

• The answer NA means that the paper does not involve crowdsourcing nor research with840

human subjects.841

• Including this information in the supplemental material is fine, but if the main contribu-842

tion of the paper involves human subjects, then as much detail as possible should be843

included in the main paper.844

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,845

or other labor should be paid at least the minimum wage in the country of the data846

collector.847

15. Institutional review board (IRB) approvals or equivalent for research with human848

subjects849

Question: Does the paper describe potential risks incurred by study participants, whether850

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)851

approvals (or an equivalent approval/review based on the requirements of your country or852

institution) were obtained?853

Answer: [NA]854

Justification: Not Applicable855

Guidelines:856

• The answer NA means that the paper does not involve crowdsourcing nor research with857

human subjects.858
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• Depending on the country in which research is conducted, IRB approval (or equivalent)859

may be required for any human subjects research. If you obtained IRB approval, you860

should clearly state this in the paper.861

• We recognize that the procedures for this may vary significantly between institutions862

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the863

guidelines for their institution.864

• For initial submissions, do not include any information that would break anonymity (if865

applicable), such as the institution conducting the review.866

16. Declaration of LLM usage867

Question: Does the paper describe the usage of LLMs if it is an important, original, or868

non-standard component of the core methods in this research? Note that if the LLM is used869

only for writing, editing, or formatting purposes and does not impact the core methodology,870

scientific rigorousness, or originality of the research, declaration is not required.871

Answer: [NA]872

Justification: LLM is not used as a core method in this research.873

Guidelines:874

• The answer NA means that the core method development in this research does not875

involve LLMs as any important, original, or non-standard components.876

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)877

for what should or should not be described.878
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