
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

SCALING TEST-TIME COMPUTE OPTIMALLY CAN BE
MORE EFFECTIVE THAN SCALING LLM PARAMETERS

Anonymous authors
Paper under double-blind review

ABSTRACT

Enabling LLMs to improve their outputs by using more test-time computation
is a critical step towards building generally self-improving agents that can oper-
ate on open-ended natural language. In this paper, we scale up inference-time
computation in LLMs, with a focus on answering: if an LLM is allowed to use
a fixed but non-trivial amount of inference-time compute, how much can it im-
prove its performance on a challenging prompt? Answering this question has
implications not only on the achievable performance of LLMs, but also on the
future of LLM pretraining and how to tradeoff inference-time and pre-training
compute. Little research has attempted to understand the scaling behaviors of
test-time inference methods, with current work largely providing negative results
for a number of these strategies. In this work, we analyze two primary mecha-
nisms to scale test-time computation: (1) searching against dense, process-based
verifier reward models; and (2) updating the model’s distribution over a response
adaptively, given the prompt at test time. We find that in both cases, the effec-
tiveness of different approaches to scaling test-time compute critically varies de-
pending on the difficulty of the prompt. This observation motivates applying a
“compute-optimal” scaling strategy, which acts to most effectively allocate test-
time compute adaptively per prompt. Using this compute-optimal strategy, we
can improve the efficiency of test-time compute scaling by more than 4× com-
pared to a best-of-N baseline. Additionally, in a FLOPs-matched evaluation, we
find that on problems where a smaller base model attains somewhat non-trivial
success rates, test-time compute can be used to outperform a 14× larger model.

1 INTRODUCTION

Given a challenging input, can we enable LLMs to most effectively make use of additional com-
putation at test-time to improve their responses? In theory, additional test-time compute should
enable an LLM to do better than what it was trained to do in zero-shot. Such a capability at test-
time bears the potential to unlock agentic and reasoning abilities (Shinn et al., 2023; Qu et al.,
2024b). Additionally, if pre-trained model size can be traded off for additional inference compute,
this would enable the deployment of smaller on-device models in place of datacenter scale LLMs.
Automating the inference-time improvement of model outputs also provides a path towards a general
self-improvement algorithm that can function with reduced human supervision.

Prior work studying inference-time computation provides mixed results. On the one hand, some
prior work shows that current LLMs can use test-time computation to improve their outputs (Bai
et al., 2022; Madaan et al., 2023; Du et al., 2023; Saunders et al., 2022; Yao et al., 2023), on the
other hand, several other works show that the effectiveness of these methods on complex tasks
such as math reasoning remains limited (Huang et al., 2023; Stechly et al., 2023; Valmeekam et al.,
2023; Wang et al., 2024a). However, reasoning is a domain we should expect to benefit from test-
time compute, since reasoning involves drawing inferences from existing knowledge as opposed to
acquiring new knowledge. Therefore, the disagreement in these prior findings motivates the need
for a systematic analysis of the effectiveness of different approaches for scaling test-time compute.

In this paper we understand the pros and cons of scaling up test-time compute, and how it compares
with scaling up pre-training compute. While the simplest approach for scaling test-time compute is
best-of-N sampling – sampling N outputs in “parallel” from a base LLM and selecting the one that
scores the highest per a learned verifier or a reward model (Cobbe et al., 2021; Lightman et al., 2023)
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Figure 1: Summary of results. Left: Compute-optimal scaling for revisions and search. We compare the
compute-optimal scaling policy with PaLM 2-S* against baselines in the revision (top) and PRM search (bot-
tom) settings. In the revision setting, we find that compute-optimal scaling outperforms best-of-N with 4× less
compute. Similarly, with PRM search, compute-optimal scaling shows large early improvements over best-
of-N, nearly outperforming best-of-N with 4× less compute at points (see Sec. 5 and 6). Right: Comparing
test-time compute and parameter scaling. We compare compute-optimal test-time scaling with PaLM 2-S*
against a ∼ 14× larger model without additional test-time compute. We expect X tokens of pretraining for
both models and Y tokens of inference. A larger model, multiplies the FLOPs for both. If we were to apply
additional test-time compute to the smaller model, to match this FLOPs multiplier, we see that for the revisions
(top) when Y << X , test-time compute is preferable to pretraining. Additionally, as the inference to pre-
training ratio increases, test-time compute remains preferable on easy questions. However, on hard questions,
pretraining is preferable in this setting. We see a similar trend with PRM search (bottom, see Sec. 7 for details).
– there are many other ways we could conceivably scale up test-time compute. We unify methods
into those that modify either the proposal distribution from which responses are sampled (for e.g.,
by asking the base model to revise its responses (Qu et al., 2024b)) or those that alter how the verifier
is used for searching directly in the output space (e.g. by training a PRM (Lightman et al., 2023)).

To understand the benefits of scaling up test-time compute, we carry out experiments on
MATH (Hendrycks et al., 2021) using PaLM-2 (Anil et al., 2023) models fine-tuned to either revise
incorrect answers (Qu et al., 2024b) (e.g. improving the proposal distribution; Section 6) or verify
the correctness of individual steps in an answer using a process-based reward model (PRM) (Light-
man et al., 2023; Wang et al., 2023) (Section 5). We find that the efficacy of different test-time
strategies depends on both the nature of the specific problem at hand and the base LLM used. For
example, on ”easier“ problems, for which the base LLM can already produce reasonable-looking
responses, allowing the model to sequentially revise its initial answer (i.e., modifying the proposal
distribution) is a more effective use of compute than reranking N independent answers sampled in
parallel. On the other hand, on difficult problems which require searching over many high-level
strategies, re-sampling new responses independently in parallel or deploying tree-search against a
process reward model is more effective. This underscores the need to deploy an adaptive “compute-
optimal” strategy for scaling test-time compute, wherein the specific approach for utilizing test-time
compute is selected depending on the prompt, so as to make the best use of additional computation.
We also show that a notion of question difficulty (Section 4) from the perspective of the base LLM
can be used to predict the efficacy of test-time computation, enabling us to practically instantiate this
‘compute-optimal’ scaling. By appropriately allocating test-time compute in this way, we are able
to greatly improve test-time compute scaling, surpassing the performance of a best-of-N baseline
while only using ∼ 4× less computation with both revisions and search (Sections 5 and 6).

Using our scaling strategy, we then study to what extent test-time computation can substitute for
additional pretraining. Specifically, we conduct a FLOPs-matched comparison between a smaller
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model with test-time compute and pretraining a 14× larger model. We find that on easy and interme-
diate questions, additional test-time compute is often preferable to scaling pretraining. This finding
suggests that rather than focusing purely on scaling pretraining, in some settings it is more efficient
to pretrain smaller models with less compute, and then apply test-time compute to improve outputs.
That said, with the most challenging questions, we observe few benefits from scaling up test-time
compute. Instead, on these questions, it is more effective to make progress by applying additional
pretraining, demonstrating that current approaches to scaling test-time compute may not be 1-to-1
exchangeable with scaling pretraining. Overall, this suggests that even with a fairly naı̈ve methodol-
ogy, scaling up test-time computation can already be preferable to pretraining in some settings, with
only more improvements as test-time strategies mature. Longer term, this hints at a future where
fewer FLOPs are spent during pretraining and more FLOPs are spent at inference.

2 UNIFIED PERSPECTIVE ON TEST-TIME COMPUTE: PROPOSER & VERIFIER

We first provide an unified abstraction of test-time compute to situate contemporary approaches. We
view the use of test-time compute through the lens of modifying the model’s distribution on a given
prompt, adaptively at test-time. Ideally, test-time compute should allow for the ability to express
more complex distributions than naı̈vely sampling from the LLM. In general, there are two knobs to
modify an LLM’s distribution: (1) at the input level: by augmenting the given prompt with an addi-
tional set of tokens that the LLM conditions on to obtain a modified proposal distribution, or (2) at
the output level: by sampling multiple candidates from the standard LLM and performing surgery
on them, using some post-hoc verifiers or scorers. This process is reminiscent of Markov chain
Monte Carlo (MCMC) (Andrieu et al., 2003) sampling from a complex distribution by combining
a simple proposal distribution and a score function. Modifying the proposal distribution by altering
inputs tokens and using a verifier form the two independent axes of our study.

(1) Modifying the proposal distribution. One way to improve the proposal distribution is to di-
rectly optimize the model for a given reasoning task via RL-inspired finetuning methods such as
STaR or ReSTEM (Zelikman et al., 2022; Singh et al., 2024). These techniques specifically finetune
the model to directly improve the proposal distribution, rather than generating additional tokens at
test-time. Instead, techniques such as self-critique (Bai et al., 2022; Madaan et al., 2023; Du et al.,
2023; Saunders et al., 2022) enable the model to improve its own proposals at test time by instructing
it to critique and revise its outputs iteratively. Since prompting off-the-shelf models is not effective
at enabling effective revisions at test time, we specifically finetune models to iteratively revise their
answers for complex reasoning, using Best-of-N guidance (Qu et al., 2024b; Kumar et al., 2024).

(2) Optimizing the verifier. The verifier selects the best answer from the proposal distribution. The
most canonical way to use such a verifier is by applying best-of-N sampling, wherein we sample
N solutions and then select the best one with a verifier (Cobbe et al., 2021). This approach can be
further improved by training a process-based reward model (PRM) (Lightman et al., 2023), which
produces a prediction of the correctness of each intermediate step in a solution. We can then utilize
these per-step predictions to perform tree search over the solution space, enabling a more effective
modification of the proposal distribution (Yao et al., 2023; Feng et al., 2024; Chen et al., 2024).

3 HOW TO SCALE TEST-TIME COMPUTATION OPTIMALLY

Using this unified view of different methods, we would like to understand and characterize how to
most effectively use test-time computation to improve performance on a given prompt by answering
the question below. When either refining the proposal distribution or searching against a verifier,
there are numerous choices on how to allocate test-time compute. For example, when using a model
finetuned for revisions as the proposal distribution and an ORM verifier, we could either spend the
full test-time budget on generating N independent samples in parallel from the model and then apply
best-of-N, or we could sample N revisions in sequence using a revision model and then select the
best answer in the sequence with an ORM, or strike a balance between these extremes. Intuitively,
we might expect that problems where the initial samples are more likely to be on the right track
to benefit more from revisions. On the other hand, problems that require exploration over high-
level problem solving strategies might benefit from sampling more independent answers in parallel.
Finally, in the case of verifiers, we also can choose between different search algorithms (e.g. beam-
search, lookahead-search, best-of-N), each of which may exhibit different properties depending on
the quality of the verifier and proposal distribution at hand. More sophisticated search procedures
might be more useful in harder problems compared to a much simpler best-of-N or majority baseline.
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Problem setup

We are given a prompt and a test-time compute budget within which to solve the problem. Under the
abstraction above, there are different knobs we can tune when utilizing test-time computation. How
can we determine the most effective way to utilize test-time compute for a given prompt? And how
well would this do against simply utilizing a much bigger pretrained model?

3.1 COMPUTE-OPTIMAL TEST-TIME SCALING STRATEGY

Per the discussion above, we would like to prescribe the optimal allocation of our test-time compute
budget onto a given problem. To this end, for any given approach of utilizing test-time compute
(e.g., revisions and search against a verifier in this paper, some combination or other methods in
general), we define the “test-time compute-optimal scaling strategy” as the strategy that chooses
hyperparameters appearing in a given approach for maximal performance benefits on a given prompt
at test time. Formally, define Target(θ,N, q) as the distribution over natural language output tokens
induced by the model for a given prompt q, using test-time compute hyper-parameters θ, and a
compute budget of N . We would like to select the hyper-parameters θ which maximize the accuracy
of the target distribution for a given problem. We express this formally as:

θ∗q,a∗(q)(N) = argmaxθ
(
Ey∼Target(θ,N,q)

[
1y=y∗(q)

])
, (1)

where y∗(q) denotes the ground-truth correct response for input query q, and θ∗q,y∗(q)(N) repre-
sents the test-time compute-optimal scaling strategy for the problem q with compute budget N . We
note that our definition of test-time compute-optimal scaling differs slightly from that of concurrent
work (Wu et al., 2024) in that our notion of scaling is question dependent.

3.2 QUESTION DIFFICULTY IS A GOOD APPROXIMATION FOR THE OPTIMAL STRATEGY

In order to effectively analyze the test-time scaling properties of the different mechanisms discussed
in Section 2 (e.g. proposal distribution and verifier), we will prescribe an approximation to this
optimal strategy θ∗q,y∗(q)(N) as a function of a statistic of a given prompt. Our approximation
estimates a notion of difficulty for a given prompt. The compute-optimal strategy is then defined as
a function of the difficulty of a prompt. Despite being only an heuristic approach to solve Equation 1,
we find that it can still induce substantial improvements in performance over a baseline strategy of
allocating this inference-time compute in an ad-hoc manner.

Our estimate of question difficulty assigns a given question to one of five discrete difficulty lev-
els. We then use these bins to estimate θ∗q,y∗(q)(N) on a validation set (given a compute budget),
and apply the optimal strategy on the test set. Thus, question difficulty acts as a sufficient statistic
for designing the compute-optimal strategy. For example, to optimally allocate test-time compute
between parallel best-of-N and sequential sampling, we first pre-compute the accuracy of both tech-
niques within each difficulty bin using a held-out set. Given a new test question, we then determine
the difficulty bin it belongs to and select the best performing strategy within that bin.

Defining question difficulty. Following Lightman et al. (2023), we define question difficulty as
a function of the given base LLM. Specifically, we bin the model’s pass@1 rate – estimated from
2048 samples – on each test question into five quantiles, each corresponding to increasing difficulty
levels. We find this notion of model-specific difficulty bins to be more predictive of the efficacy of
using test-time compute compared to the hand-labeled difficulty bins in the MATH dataset.

That said, we note that assessing difficulty as described assumes oracle access to a correctness
checker, which is unavailable at deployment. To enable a realistic estimate of difficulty, we approx-
imate difficulty via a model-predicted notion of difficulty, which constructs the bins by averaging
the score of a learned verifier on the same 2048 samples per problem. We refer to this setting as
model-predicted difficulty and the setting which relies on ground-truth correctness as oracle diffi-
culty. Predicted difficulty removes the reliance on ground truth labels, but still incurs computational
cost. Our experiments do not account for this cost largely for simplicity, since our goal is to present
some of the first results of what is in fact possible by effectively allocating test-time compute.

4 EXPERIMENTAL SETUP

We first outline our experimental setup for conducting this analysis with multiple verifier design
choices and proposal distributions, followed by the analysis results in the subsequent sections.
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Figure 2: Comparing different PRM search methods. Left: Best-of-N samples N full answers and then
selects the best answer according to the PRM final score. Center: Beam search samples N candidates at each
step, and selects the top M according to the PRM to continue the search from. Right: lookahead-search extends
each step in beam-search to utilize a k-step lookahead while assessing which steps to retain and continue the
search from. Thus lookahead-search needs more compute.

Datasets. We expect test-time compute to be most helpful when models already have all the basic
“knowledge” needed to answer a query, and instead the primary challenge is about drawing (com-
plex) inferences from this knowledge. To this end, we focus on the MATH (Hendrycks et al., 2021)
benchmark, which consists of high-school competition level math problems with a range of difficulty
levels. For all experiments, we use the dataset split consisting of 12k train and 500 test questions.

Models. We use the PaLM 2-S* (Anil et al., 2023) (Codey) model. We chose this model, as it is
representative of the capabilities of many contemporary LLMs, and is small enough to efficiently
run many experiments on. Most importantly, this model attains a non-trivial performance on MATH
(but not saturated). For these reasons, we expect this model to provide a good test-bed.

5 SCALING TEST-TIME COMPUTE VIA VERIFIERS

In this section, we study how test-time compute can be most effectively scaled by searching against
a verifier and keeping the proposal distribution fixed to the base LM. Specifically, we study different
search approaches with PRMs and analyze their test-time compute scaling properties, but first we
provide a brief overview of how a PRM can be trained.

5.1 TRAINING VERIFIERS AMENABLE TO SEARCH

We follow the approach of Wang et al. (2023), which supervises the PRM using estimates of per-step
correctness obtained from running Monte Carlo rollouts from each step in the solution. Our PRM’s
per-step predictions therefore correspond to value estimates of reward-to-go for the base model’s
sampling policy, similar to recent work (Wang et al., 2023; Setlur et al., 2024). We also compared to
an ORM baseline (Appendix H) but found that our PRM consistently outperforms the ORM. Hence,
all of the search experiments in this section use a PRM model. Additional details are in Appendix F.

Answer aggregation. At test time, PRMs can be used to score each individual step appearing in
a set of solutions sampled from the base model. To pick out the best answer from N samples with
the PRM, we need a function that can aggregate across all the per-step scores for each answer to
determine the best candidate for the correct answer. To do this, we take the PRM’s prediction at the
last step as representative of the full-answer score and then follow Li et al. (2023) by applying “best-
of-N weighted” selection across answers. We include more detail on these decisions in Appendix G.

5.2 SEARCH METHODS AGAINST A PRM

We optimize the PRM at test time via tree search methods. We study three search approaches that
sample outputs from a few-shot prompted base LLM (see Appendix J). An illustration is shown in
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Figure 3: Left: Comparing different methods for conducting search against PRM verifiers. We see that
at low generation budgets, beam search performs best, but as we scale the budget further the improvements
diminish, falling below the best-of-N baseline. Lookahead-search generally underperforms other methods at
the same generation budget. Right: Comparing beam search and best-of-N binned by difficulty level. The
four bars in each difficulty bin correspond to increasing test-time compute budgets (4, 16, 64, and 256 gener-
ations). On the easier problems (bins 1/2), beam search shows signs of over-optimization at higher budgets,
whereas best-of-N does not. On the medium difficulty problems (bins 3/4), we see beam search consistently
outperforming best-of-N.

Figure 2. We note that for all search algorithms, we use the same PRM verifier, enabling an even
comparison. We include additional details about our different search methods in Appendix C.

Best-of-N weighted. We sample N answers independently from the base LLM and then select the
best answer according to the PRM’s final answer judgment.

Beam search. Beam search optimizes the PRM by searching over its per-step predictions. Our
implementation is similar to BFS-V (Yao et al., 2023; Feng et al., 2024). Concretely, we consider a
fixed number of beams N and a beam width M . At the end of the search we have N final answer
candidates, to which we apply best-of-N weighted selection to make our final answer prediction.

Lookahead search. Lookahead search modifies how beam search evaluates each step. At each step
in the search, rather than using the PRM score at the current step to select the top options, lookahead
search performs a simulation, rolling out k steps. We stop early if the end of a solution is reached.

5.3 ANALYSIS RESULTS: TEST-TIME SCALING FOR SEARCH WITH VERIFIERS

We now present our results comparing various search algorithms and identify a prompt difficulty
dependent compute-optimal scaling strategy for search methods.

Comparing search algorithms. We first conduct a sweep over different search settings. In addition
to the standard best-of-N approach, we sweep over the two main parameters that distinguish these
methods: beam-width M and number of lookahead steps k. While we are not able to exhaustively
sweep all configurations, we sweep over the following settings with a maximum budget of 256: 1)
Beam search with the beam width set to

√
N , where N is the generation budget; 2) Beam search

with a fixed beam width of 4; 3) Lookahead search with k = 3 applied to both beam-search settings
1) and 2); 4) Lookahead search with k = 1 applied to beam-search setting 1).

To compare search methods as a function of generation budget fairly, we estimate the inference-
time cost of each method. For beam search and best-of-N the generation budget corresponds to the
number of beams and N respectively. Lookahead search utilizes additional compute: at each step,
we sample k additional steps ahead. Therefore, the cost of lookahead-search is N×(k+1) samples.
Querying the verifier also adds a 2x overhead for all methods; we account for this in our analysis.

Results. As shown in Figure 3 (left), with small budgets, beam search outperforms best-of-N.
However, at high budgets, these improvements diminish, with beam search underperforming. Ad-
ditionally, lookahead-search underperforms other methods, likely due to the additional computation
induced by looking-ahead. It is possible that with further test-time scaling or with an online MCST
trained value function, lookahead search may perform better; we leave further exploration of this
to future work. The diminishing returns from search are likely due to exploitation of the PRM’s
predictions. For example, we see instances (such as in Figure 31), where search causes the model to
generate repetitive low-information steps. In other cases, we find that over-optimizing search can re-
sult in overly short solutions, of just 1-2 steps. We include several of these examples in Appendix Q.
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Figure 4: Comparing compute-optimal test-time
scaling against baselines with PRM search. By
scaling test-time compute optimally, we nearly out-
perform PRM best-of-N using up to 4× less test-
time compute (e.g. 32 versus 128 generations).
“Compute-optimal oracle” refers to using oracle
difficulty bins derived from the groundtruth correct-
ness, and “compute-optimal predicted” refers to us-
ing the PRM’s predictions to generate difficulty bins.

Which problems does search improve? To un-
derstand how to scale search adaptively per prob-
lem, we conduct a difficulty bin analysis. Specif-
ically, we compare beam-search (M = 4) against
best-of-N. In Figure 3 (right), we find that, de-
spite performing similarly in aggregate, the two
methods exhibit very different behavior across
difficulty levels. For example, on easy ques-
tions (levels 1/2), the stronger optimizer of the
two, beam search, degrades in performance as the
budget increases, suggesting possible exploita-
tion of the PRM signal. In contrast, on the harder
questions (levels 3/4), beam search outperforms
best-of-N. Finally, on the most difficult questions
(level 5), no method makes meaningful progress.
These findings match intuition: we might expect
that on the easy or medium difficulty questions,
the verifier will make mostly correct assessments
of correctness. Therefore, by optimizing further,
we may be only further amplifying any spurious
features learned by the verifier, causing perfor-
mance degradation. On more difficult questions,
the base model is less likely to sample the correct
answer, so using search can help steer the model.

Compute-optimal search. Given the above, it is clear that question difficulty is a useful statistic
for predicting the best search strategy at each budget. Additionally, the selected best search strategy
varies as a function of difficulty. We visualize this “compute-optimal” scaling trend, as represented
by the best performing search strategy, between best-of-N and beam search (M = 4), at each difficulty
level in Figure 4. Interestingly, we see that with low budgets, using both the oracle and predicted
difficulty, compute-optimal scaling can nearly outperform best-of-N using up to 4× less test-
time compute (e.g. 16 versus 64 generations). While at higher budgets, some of these benefits
diminish with the use of predicted difficulty, but the oracle bins still see improvements from optimal
scaling. This result demonstrates that there are clear performance gains to be obtained by adaptively
allocating test-time compute during search using predicted difficulty as an input statistic.

Takeaways for compute-optimal scaling of verifiers

We find that the efficacy of any given verifier search method depends critically on both the compute
budget and the question at hand. Specifically, beam-search is more effective on harder questions and at
lower compute budgets, whereas best-of-N is more effective on easier questions and at higher budgets.
Moreover, by selecting the best search setting for a given question difficulty and test-time compute
budget, we can nearly outperform best-of-N using up to 4× less test-time compute.

6 REFINING THE PROPOSAL DISTRIBUTION

Now we study how the proposal distribution can be used for test-time scaling (Section 2). Con-
cretely, we enable to improve its own distribution at test-time, by revising answers iteratively.
Simply prompting existing LLMs to correct themselves tends to be largely ineffective on reason-
ing (Huang et al., 2023). Therefore, we finetune LLMs to iteratively revise their answers.

6.1 TRAINING AND USING REVISION MODELS

Our procedure for finetuning revision models is similar to Qu et al. (2024b), though we introduce
some crucial differences. For finetuning, we need trajectories consisting of a sequence of incorrect
answers followed by a correct answer, that we can then run SFT on. To do this, we sampled 64
responses in parallel and post-hoc constructed multi-turn rollouts from these independent samples.
These rollouts consist of up to four incorrect attempts in context followed by a correct revision. We
include more details on our revision model finetuning procedure in Appendix K.

Using revisions at inference-time. Given a finetuned model, we can then sample a sequence of
revisions from the model at test time. While our revision model is only trained with up to four pre-
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yaps = 3 baps, 
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…
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Using Revision Model + Verifier at 
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Key:
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Q:  If 4 daps = 7 
yaps, and 5 
yaps = 3 baps, 
how many daps 
equal 42 baps?

Parallel Sampling

Sequential Revisions

LM proposes a sequence of revisions, each 
conditioned on previous revisions

LM proposes answers 
independently, in 
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Figure 5: Parallel sampling (e.g., Best-of-N) versus sequential revisions. Left: Parallel sampling generates
N answers independently, whereas sequential revisions generate each one in sequence conditioned on previous
attempts. Right: In both the sequential and parallel cases, we can use the verifier to determine the best-of-N
answers. We can also split our budget between parallel and sequential sampling. In this case, we first use the
verifier to select the best answer within each sequential chain and then select the best answer across chains.

vious answers in-context, we can sample longer chains by truncating the context to the most recent
four revisions. In Figure 9(left), we see longer chains gradually improve pass@k demonstrating that
we are able to effectively teach the model to learn from mistakes in previous answers.

That said, there is a distribution shift at inference time: the model was trained on only sequences with
incorrect answers in context, but at test-time the model may sample correct answers. Thus, the model
may turn a correct answer into an incorrect one. Similar to Qu et al. (2024b), around 38% of correct
answers get converted to incorrect with our model. Thus, we employ either sequential majority
voting or verifier-guided selection to select the correct answer from the sequence of revisions (see
Figure 5). Querying the verifier adds a 2x compute overhead, and we account for this in our analysis.

Comparisons. To test the efficacy of modifying the proposal distribution via revisions, we set up a
comparison between the performance of sampling N revisions in sequence and sampling N attempts
at a question in parallel. We see in Figure 9 (right), that with both the verifier-based and majority-
based selection mechanisms, sequential sampling outperforms parallel sampling.

6.2 ANALYSIS RESULTS: TEST-TIME SCALING WITH REVISIONS
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Compute Optimal Revisions

Majority
Best-of-N Weighted
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Parallel

Figure 6: Compute-optimal scaling with our revi-
sion model. By optimally scaling test-time compute,
we outperform best-of-N with 4× less compute (i.e.,
128 samples versus 512). “Compute Optimal Ora-
cle” refers to difficulty derived from ground truth cor-
rectness and “Compute Optimal Predicted” refers
to using the PRM to estimate difficulty.

We see that sampling sequentially outperforms in
parallel. We might expect however, that these
approaches have different properties. Intuitively,
sampling in parallel acts as a global search pro-
cess that could, in principle, provide coverage
over many different approaches for solving a
problem. Sequential sampling, on the other hand,
may work more as a local refinement process.
This motivates striking a balance between these
two approaches by allocating some of our budget
to parallel sampling (e.g.

√
N ) and the rest to se-

quential (e.g.
√
N ). We will now show the exis-

tence of a compute-optimal ratio between sequen-
tial and parallel sampling, and understand their
pros and cons based on the difficulty of a prompt.

Trading off sequential and parallel compute.
To understand how to allocate sequential and par-
allel compute, we perform a sweep over different
configurations. We see, in Figure 7 (left), that in-
deed, at a given budget, there exists an ideal sequential to parallel ratio. We also see in Figure 7
(right) that this ideal ratio varies depending on question difficulty. Easy questions benefit more from
revisions, whereas on difficult questions it is optimal to strike a balance between sequential and
parallel computation. This finding supports the hypothesis that sequential revisions (i.e., varying the
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Figure 7: Left: Varying the ratio of the generation budget allocated sequential revisions to versus parallel
samples. Each line represents a fixed generation budget as the ratio is changed. We use the verifier for answer
selection. We see that while increased sequential revisions tends to outperform more parallel compute, at higher
generation budgets there is an ideal ratio that strikes a balance between the two extremes. Right: Varying
the sequential to parallel ratio for a generation budget of 128 across difficulty bins. Using verifier-based
selection, we see that the easier questions attain the best performance with full sequential compute. On the
harder questions, there is an ideal ratio of sequential to parallel test-time compute.
proposal distribution) and parallel sampling (i.e., search with verifiers) are complementary axes for
scaling test-time compute, which may be more effective on a per-prompt basis. We include examples
of our model’s generations in Appendix P. Additional results are in Appendix D.

Compute-optimal revisions. Given our finding that the efficacy of sequential and parallel sampling
depends on difficulty, we can select the ideal ratio of sequential to parallel compute per difficulty
bin (we describe the specific ratios in Appendix N). In Figure 6, we plot results using our compute-
optimal scaling when employing both oracle and predicted difficulty. In both cases, we substantially
improve test-time compute scaling by optimally scaling the proposal distribution. In particular, we
see that at higher generation budgets, parallel sampling plateaus, whereas compute-optimal scaling
continues to improve. For both oracle and predicted difficulty, we see that compute-optimal scaling
can outperform best-of-N using up to 4× less test-time compute (e.g. 64 samples versus 256).
Overall, these results demonstrate the potential for improved test-time compute scaling by adjusting
the proposal distribution on a per-prompt basis.

Takeaways for compute-optimal scaling by refining the proposal distribution with revisions

We find that there exists a tradeoff between sequential (e.g. revisions) and parallel (e.g. standard best-
of-N) test-time computation, and the ideal ratio of sequential to parallel test-time compute depends on
both the compute budget and the specific question at hand. Specifically, easier questions benefit from
purely sequential test-time compute, whereas harder questions often perform best with an ideal ratio of
sequential to parallel compute. By selecting the best setting for a given question difficulty and compute
budget, we can outperform the parallel best-of-N baseline using up to 4× less test-time compute.

7 EXCHANGING PRETRAINING AND TEST-TIME COMPUTE

We saw that utilizing additional test-time compute can enable us to represent more complex distri-
butions than the one predicted by the base LLM, thereby increasing performance. We now posit
that this increased flexibility of representing distributions means that we can expect additional test-
time compute to make up for the lack of a higher-capacity model or training for more FLOPs during
pretraining. In this section, we study to what extent this is possible. We pose the following question:

Question: Exchanging pretraining and test-time compute

Suppose a model was pre-trained with X FLOPs. Assume that we plan to run Y FLOPs of inference
with this model. If we want to improve performance by increasing the total FLOPs budget by a factor
of M (i.e., M(X+Y ) total FLOPs across both pretraining and inference), should we spend our FLOPs
on increased pretraining compute or on additional test-time compute?

Increasing pretraining FLOPS introduces the additional design decision of whether to allocate com-
pute to training with more data or more parameters (Hoffmann et al., 2022). We focus on the setting
in which model parameters are scaled up and training data amount is fixed, matching the canonical
approach from the LLaMA series of models (Touvron et al., 2023).
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Figure 8: The tradeoff between pretraining and test-time compute in a FLOPs-matched evaluation. Each
line represents the performance of scaling test-time compute with our compute-optimal policy in each oracle
difficulty bin for revisions (left) and search (right). The stars represent the greedy pass@1 performance of a base
model pretrained with ∼ 14 times more parameters. We plot test-time compute budget on the x-axis and stars
at three different locations along the x-axis, each corresponding to the FLOPs equivalent point of comparison
between scaling parameters and scaling test-time compute for three different inference compute loads (e.g.
R = Dinference

Dpretrain
). If the star is below the line, this implies that it is more effective to use test-time compute than to

scale model parameters, and if the star is above the line this implies that scaling parameters is more effective.
We see that on the easy questions or in settings with a lower inference load (e.g. R << 1), test-time compute
can generally outperform scaling model parameters. However, on the harder questions or in settings with a
higher inference load (e.g. R >> 1), pretraining is a more effective way to improve performance.

Exchanging FLOPs. We use the common approximation for pretraining FLOPs X =
6NDpretrain (Hoffmann et al., 2022), and for inference FLOPs, we use Y = 4NDinference (Sardana
& Frankle, 2023), which multiplies the standard 2NDinference by two to account for the overhead
of calling the verifier. Here N represents model parameters, Dpretrain is the total tokens used for
pretraining, and Dinference the total tokens generated at inference. If we multiply N by a factor of M ,
then both the pretraining and inference FLOPs (due to the cost of greedy decoding with the larger
model) increase by a factor of M , giving a total of M(X + Y ) FLOPs.

To match the FLOPs between scaling parameters and scaling test-time compute, we multiply the
smaller model’s inference compute by M+ 3

2 (Dpre/Dinf) (M−1)1. Notably, this multiplier depends
on the ratio Dpre/Dinf. We refer to the inverse of this ratio as R = Dinf/Dpre. Depending on the
specific production setting, we should expect very different values of R. In particular, in large scale
production settings, we may expect more inference tokens than pretraining tokens, in which case we
have R >> 1. On the other hand, in many self-improvement setups, we would likely generate fewer
inference tokens than pretraining tokens, giving R << 1. Therefore, since the scale of test-time
compute depends on this ratio, we expect differing conclusions depending on the specific setting.

In Figure 8, we use this approach to exchanging test-time and pretraining compute to compare our
compute-optimal scaling against scaling up model parameters by a factor of ∼ 14. We conduct
comparisons for 3 values of R: 0.08 (R << 1), 0.40 (R ∼ 1), and 11 (R >> 1), with each ratio
corresponding to an inference budget. Observe that if we only expect to see difficult questions (e.g.
bins 4/5) or have a larger Dinference (i.e., larger R value), then it is often more effective to allocate
compute towards pretraining (e.g. the star is above the line). If instead, we expect mostly easy or in-
termediate difficulty questions (e.g. bins 1-3 and sometimes 4) or have lower inference requirements
(as is the case in self-improvement pipelines), then scaling test-time compute is preferred.

Takeaways for exchanging pretraining and test-time compute

Test-time and pretraining compute are not 1-to-1 “exchangeable”. In settings with a small inference
requirement or on questions of moderate difficulty, test-time compute can substitute for pretraining.
However, on challenging questions or under higher inference loads, pretraining is likely more effective.

Conclusions. Please see Appendix A for a detailed discussion of limitations and future work.

1We do not account for finetuning FLOPs, since it is negligible compared to pretraining FLOPs.
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8 REPRODUCIBILITY STATEMENT

Our work does not propose any new method and instead conducts analysis using methods proposed
in prior works (Wang et al., 2023; Kumar et al., 2024; Welleck et al., 2022; Yao et al., 2023; Qu
et al., 2024b) on the popular MATH benchmark (Hendrycks et al., 2021) using the PaLM 2-S* (Anil
et al., 2023) model. We include extensive details about differences between our work and these
prior works that we build on in Sections 5 6 and Appendices C, K, F, G, L, M, J, N including all
relevant fine-tuning hyper-parameters used. We also conduct numerous ablations in Sections 5, 6
and Appendix D, E, G, H, M, O, and include a handful of examples outputs from our models in
Appendix Q and P. We believe that all of these details included in the paper contribute to our work’s
reproducibility. The base LLM that we used for our analysis, PaLM 2-S*, can be accessed for both
finetuning and inference on the Google Cloud Vertex API (it is referred to as Codey on the API).
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Appendices
A DISCUSSION AND FUTURE WORK

In this work, we conducted a thorough analysis of the efficacy of different techniques that aim to
either improve search against a verifier or to refine an LLM’s proposal distribution, for scaling test-
time compute for math reasoning. In general, we found that the efficacy of a given approach heavily
correlates with the difficulty of the problem from the perspective of the base LLM’s capabilities.
This motivated us to introduce the notion of “compute-optimal” scaling of test-time computation,
which prescribes an adaptive, prompt-dependent strategy to improve performance under a given
test-time compute budget. By applying such a compute-optimal scaling strategy, we find that we
can improve the efficiency of test-time compute scaling by a factor of 2 − 4×. When comparing
benefits obtained from additional test-time compute against benefits from additional pre-training
compute in a FLOPs-matched setting, we show for the first time that using test-time computation
with seemingly simple methods (i.e., revisions and search) can already scale well on certain types
of prompts, providing gains over spending those FLOPs in pretraining.

Limitations. That said, there are also limitations associated with our study that future work can aim
to address. Firstly, while we obtained strong results with beam-search, our lookahead search gener-
ally underperformed. It is possible that our lookahead search algorithm could be further optimized
by training a PRM verifier with online MCTS training. Future work should explore the degree much
PRM search can be improved in this way. Secondly, computing our notion of difficulty requires
applying a non-trivial amount of test-time compute. Future work should consider alternative ways
of efficiently estimating prompt difficulty. Finally, it is unclear to what extent our findings gener-
alize beyond math and easily verifiable domains more broadly. Furthermore, many limitations of
test-time compute are largely unknown; it is possible that in some domains test-time compute may
be limited in ways that pretraining is not. While answering this question is out of scope for the
present work, we believe it is an important topic for future research.

Future-work. We believe there are many future research directions that can build on our findings.
We describe a few of these directions here. While we focused on improving the test-time compute
scaling of two primary mechanisms independently (the verifier and the proposal distribution), future
work should investigate how test-time compute scaling can be further improved by combining these
approaches or via fundamentally different mechanisms than those explored in this paper. Moreover,
our work focused purely on test-time compute scaling. In the future, we envision that the outputs
of applying additional test-time compute can be distilled back into the base LLM, enabling an it-
erative self-improvement loop that operates on open-ended natural language, which we believe is
an exciting direction for future work to explore. Moreover, future work should conduct additional
scaling-law analysis with respect to test-time compute: 1) how does the scaling of test-time com-
pute improve as pretraining is scaled; and 2) if we were to finetune models on much larger datasets
(e.g. of millions of question answer pairs) how would test-time compute scaling improve? And
how would the cost of fine-tuning affect the balance betweeen scaling up model size vs test-time
inference? These are questions that future work can study building on framework built in our work.

B RELATED WORK

Language model reasoning. Language model performance on challenging mathematical reasoning
tasks has rapidly improved in recent years (Lewkowycz et al., 2022; Team, 2024; OpenAI, 2024;
Shao et al., 2024; Lightman et al., 2023). These improvements can be attributed to three primary
factors: 1) running continued pretraining on large corpora of math focused data (Lewkowycz et al.,
2022; Team, 2024; Shao et al., 2024; Lightman et al., 2023); 2) improving the LLM proposal dis-
tribution by either applying targeted optimization on specific reasoning tasks by finetuning with
RL (Singh et al., 2024; Zelikman et al., 2022; Shao et al., 2024; Yuan et al., 2023) enabling models
to critique and revise their answers iteratively (Bai et al., 2022; Madaan et al., 2023; Du et al., 2023;
Saunders et al., 2022); 3) enabling LLMs to benefit from additional test-time computation by fine-
tuning verifiers (Lightman et al., 2023; Cobbe et al., 2021; Uesato et al., 2022; Wang et al., 2023;
Yao et al., 2023; Feng et al., 2024; Chen et al., 2024; Tian et al., 2024). Our work builds on these
second and third lines of research by analyzing the extent to which test-time compute scaling can be
improved by 1) refining an LLM’s proposal distribution and 2) conducting search against verifiers.
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Analyzing test-time compute scaling. The tradeoff between train-time and test-time compute using
Monte-Carlo tree search applied to the board game Hex was previously studied by Jones (2021). We
instead focus our analysis on full-scale language model math reasoning problems. A survey work
by Villalobos & Atkinson (2023) analyzed the tradeoff between training and inference across a
number of domains. However, much of their language-model analysis focused on test-time compute
scaling in settings where the ground-truth answer is known. In contrast, our analysis focuses on
the setting when the ground-truth answer is not known. Additionally, a number of works in the
RL literature have proposed methods, such as MCTS (Kocsis & Szepesv’ari, 2006), which aim to
navigate the tradeoff between test-time and training-time compute so as to enable a form of iterative
self-play. The findings in our work can be used to help develop similar algorithms that can operate
on open-ended natural language.

Augmenting LLMs with test-time compute. Beyond verifiers and revisions, a number of ad-
ditional works have proposed alternative methods for enabling LMs to use test-time compute for
reasoning. Namely, Wang et al. (2024b) conducts a hierarchical hypothesis search to enable induc-
tive reasoning capabilities. A number of related works have proposed augmenting language models
with tools at test-time, which can greatly improve their performance on downstream tasks (Gao
et al., 2023; Qin et al., 2023; Qu et al., 2024a). Several works have proposed methods for learn-
ing thought tokens in an unsupervised manner (Zelikman et al., 2024; Goyal et al., 2024), enabling
models to more effectively utilize the additional test-time compute that comes with sampling longer
sequences. Finally, Saad-Falcon et al. (2024) explore applying architecture-search based techniques
to effectively compose several different test-time scaling techniques. While we focus our analysis on
two primary mechanisms by which test-time compute can be scaled in this work (e.g. verifiers and
revisions), many of the methods by which we conduct our analysis (e.g. compute optimal scaling
according to question difficulty) could, in principle, also be applied to any of these other methods of
scaling test-time compute, and we believe that this is an interesting direction for future research.

C SEARCH ALGORITHM DETAILS

Below we include additional details for each of our search algorithms in Section 5.

Best-of-N weighted. We sample N answers independently from the base LLM and then select the
best answer according to the PRM’s final answer judgment.

Beam search. Beam search optimizes the PRM by searching over its per-step predictions. Our
implementation is similar to BFS-V (Yao et al., 2023; Feng et al., 2024). Concretely, we consider a
fixed number of beams N and a beam width M . We then run the following steps:

1. sample N initial predictions for the first step in the solution
2. score the generated steps according to the PRM’s predicted step-wise reward-to-go estimate

(which also corresponds to the total reward from the prefix since the reward is sparse in this
setting)

3. filter for only the top N
M highest scoring steps

4. now from each candidate, sample M proposals from the next step, resulting in a total of
N/M ×M candidate prefixes again. Then repeat steps 2-4 again.

We run this algorithm until the end of a solution or the maximum number of rounds of beam expan-
sion are attained (40 in our case). We conclude the search with N final answer candidates, to which
we apply best-of-N weighted selection described above to make our final answer prediction.

Lookahead search. Lookahead search modifies how beam search evaluates individual steps. It
uses lookahead rollouts to improve the accuracy of the PRM’s value estimation in each step of the
search process. Specifically, at each step in the beam search, rather than using the PRM score at the
current step to select the top candidates, lookahead search performs a simulation, rolling out up to
k steps further while stopping early if the end of solution is reached. To minimize variance in the
simulation rollout, we perform rollouts using temperature 0. The PRM’s prediction at the end of this
rollout is then used to score the current step in the beam search. That is, in other words, we can view
beam search as a special case of lookahead search with k = 0. Given an accurate PRM, increasing
k should improve the accuracy of the per-step value estimates at the cost of additional compute.
Also note that this version of lookahead search is a special case of MCTS (Sutton & Barto, 2018),
wherein the stochastic elements of MCTS, designed to facilitate exploration, are removed since the
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Figure 9: Left: Our revision model’s pass@1 at each revision step. Pass@1 gradually improves
after each revision step, even improving beyond the 4 revision steps that it was trained for. We
estimate pass@1 at each step by averaging over the performance of 4 revision trajectories of length
64 for each question in the test-set. Right: Sequential vs parallel sampling from the revision model.
Comparing performance when generating N initial answers in parallel from our revision model,
versus generating N revisions sequentially, with the model. To account for the cost of querying the
verifier relative to majority voting, we shift the curves which involve a verifier over by one point.
When using both the verifier and majority voting to select the answer, we see that generating answers
sequentially with the revision model narrowly outperforms generating them in parallel.

PRM is already trained and is frozen. These stochastic elements are largely useful for learning the
value function (which we’ve already learned with our PRM), but less useful at test-time when we
want to exploit rather than explore. Therefore, lookahead search is largely representative of how
MCTS-style methods would be applied at test-time.

D ADDITIONAL REVISION RESULTS

In Figure 9 left, we plot the pass@1 for our revision model at each revision step. We see that pass@1
gradually improves after each step. In Figure 9 right, we compare performance when generating N
initial answers in parallel from our revision model, versus generating N revisions sequentially, with
the model. When using both the verifier and majority voting to select the answer, we see that
generating answers sequentially with the revision model narrowly outperforms generating them in
parallel.

We plot additional results for majority voting selection using our PaLM 2-S* revision model in
Figure 10. With majority selection, we see largely similar trends to those found in Figure 7 for
verifier selection.

E DIFFICULTY BINS

Oracle difficulty bins. We compute our oracle difficulty bins by obtaining the ground-truth
pass@1 correctness rate for each question, and then using this statistic to bin questions into quan-
tiles representing 5 distinct difficulty bins. There are in total 500 questions in the test-set. Difficulty
levels 1, 2, and 3 all have 100 questions in them. Difficulty levels 4 and 5 have 105 and 95 questions
respectively. This imbalance in the last two bins is merely due to a boundary condition/ties in the
quantile computation, causing one bin to inherit slightly more questions than the other.

Predicted difficulty bins. We compute difficulty bins without oracle ground-truth correctness in-
formation by averaging the PRM final-answer score over 2048 samples on each question, so as to
obtain a value estimate corresponding to the question. Similar to the oracle case, we then bin the
value for each question in the test-set into five quintiles (using the same procedure as the oracle
difficulty bins). We refer to this as “predicted difficulty”. Each of the bins has 100 questions in this
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Figure 10: Varying the ratio of generation budget allocated to sequential versus parallel samples,
using majority voting to select the answer, rather than the verifier. Left: Each line represents a fixed
generation budget as the ratio is changed. We see that similar to the verifier case, in the majority
case, there exists an ideal ratio of sequential to parallel test-time compute at a given budget. Right:
Analyzing performance across difficulty bins, we see that the easier questions are mostly invariant to
the ratio of sequential to parallel, whereas on the harder questions there is an ideal ratio of sequential
to parallel test-time compute.
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Figure 11: Using our PaLM 2-S* PRM to compute difficulty bins without ground truth correctness
information for revisions. On the left we plot verifier selection and on the right we plot majority
selection. We see largely similar performance trends with these bins as we do with the ground truth
trends in Figures 7 and 10.

case. Technically this procedure is extremely costly because it requires generating many samples.
While we do not account for this cost in our analysis, in a practical production setting, this cost
would be problematic. A more efficient approach would be to finetune a model to predict correct-
ness directly, given the question. We do not explore this in our work, but leave such exploration of
cheaper methods of estimating difficulty to future work.

In Figure 12 we plot PRM-search results using our difficulty bins, and in Figure 11 we plot the
corresponding revision results. We see that in both settings these predicted bins demonstrate similar
trends to the oracle bins.

F PRM TRAINING DETAILS

Originally PRM training (Uesato et al., 2022; Lightman et al., 2023) used human crowd-worker
labels. While Lightman et al. (2023) released their PRM training data (i.e., the PRM800k dataset),
we found this data to be largely ineffective for us. We found that it was easy to exploit a PRM trained
on this dataset via even naı̈ve strategies such as best-of-N sampling. We hypothesize that this is likely
a result of the distribution shift between the GPT-4 generated samples in their dataset and our PaLM
2 models. Rather than proceeding with the expensive process of collecting crowd-worker PRM
labels for our PaLM 2 models, we instead apply the approach of Wang et al. (2023) to supervise
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Figure 12: Using our PaLM 2-S* PRM to compute difficulty bins without ground truth correctness
information for PRM search. We see largely similar performance trends with these bins as we do
with the ground truth ones in Figure 3.

PRMs without human labels, using estimates of per-step correctness obtained from running Monte
Carlo rollouts from each step in the solution. Our PRM’s per-step predictions therefore correspond to
value estimates of reward-to-go for the base model’s sampling policy, similar to recent work (Wang
et al., 2023; Setlur et al., 2024). We also compare to an ORM baseline (Appendix H) but found that
our PRM consistently outperforms the ORM. Hence, all of the search experiments in this section
use a PRM model.

We finetune our PRM as a binary classifier, where the model predicts a value between 0 and 1 at
each step in the solution. We train the model with soft values obtained from the monte-carlo rollouts,
using a binary cross entropy loss function (e.g. −(ylog(ŷ)+(1−y)log(1− ŷ)) where y corresponds
to the soft ground-truth value and ŷ the model’s predicted value). We finetune the model base model
using the AdamW optimizer, with lr 3e-5, batch size 128, dropout 0.05, and Adam betas (0.9, 0.95).
We conduct early stopping, selecting the checkpoint with the lowest validation loss on a random
held-out validation set, consisting of 10% of the questions in the original PRM800k training split.

We finetune the PRM on 16 samples per question from the corresponding few-shot prompted base
model. At each step, we use 16 monte-carlo rollouts, using the same base model and prompt, to
estimate the step-level value. We filter out all samples which fail to output a valid, parsable final
answer from the training data, as we found these to hurt PRM performance in initial experiments.

When generating the samples, the base model is prompted to output answers in newline separated
step-by-step format, as done in Lightman et al. (2023). We then separate each of the answers into
steps using a simple newline splitting procedure. We include details about our prompt in Appendix J.

G PRM AGGREGATION

At test time, process-based verifiers can be used to score each individual step in a set of solutions
sampled from the base model. In order to select the best-of-N answers with the PRM, we need
a function that can aggregate across all the per-step scores for each answer to determine the best
candidate for the correct answer. To do this, we first aggregate each individual answer’s per-step
scores to obtain a final score for the full answer (step-wise aggregation). We then aggregate across
answers to determine the best answer (inter-answer aggregation). Concretely, we handle step-wise
and inter-answer aggregation as follows:

• Step-wise aggregation. Rather than aggregating the per-step scores by taking the product
or minimum (Wang et al., 2023; Lightman et al., 2023), we instead use the PRM’s predic-
tion at the last step as the full-answer score. We found this to perform the best out of all
aggregation methods we studied (see below).

• Inter-answer aggregation. We follow Li et al. (2023) and apply “best-of-N weighted”
selection rather than standard best-of-N. Best-of-N weighted selection marginalizes the
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Figure 13: We compare best-of-N and best-of-N weighted for our ORM and PRM verifiers finetuned
from PaLM 2-S*. We use the PaLM 2-S* base LM to sample outputs, using a few-shot prompt. To
account for the cost of querying the verifier relative to majority voting, we shift the curves which
involve a verifier over by one point. We see that while best-of-N weighted shows superior perfor-
mance in both settings, the best-of-N performance with the PRM is still very competitive. On the
other hand, in the ORM best-of-N setting, we observe Goodharting at higher budgets.

verifier’s correctness scores across all solutions with the same final answer, selecting final
answer with the greatest total sum.

G.1 COMPARING STEP-WISE AGGREGATION STRATEGIES

We compare different methods of aggregating per-step PRM scores to produce a final score for
the full solution. Specifically we compare: 1) taking the minimum score across all steps as done
in Lightman et al. (2023) (e.g. “min”); 2) taking the product of all step correctness probabilities
(e.g. “prod”); and 3) taking just the last step prediction (e.g. “last”). We see in Figure 14 that
taking the last step outperforms the other two approaches. Prior works (Lightman et al., 2023; Wang
et al., 2023) found min to be the best aggregator. We believe that the discrepancy is due to the fact
that our verifier was trained with soft MC return labels, which surface very differently from binary
correctness labels, and therefore other aggregation strategies may not have the same effect.

Interestingly, when using the last step aggregation, we are effectively using the PRM like an ORM.
However, we see that the PRM outperforms the ORM, suggesting that in our case the per-step PRM
training may be largely useful as a form of representation learning, rather than purely as a tool at
inference time. Future work should further explore this line of reasoning.

G.2 COMPARING INTER-ANSWER AGGREGATION STRATEGIES

In Figure 13 we compare best-of-N against best-of-N weighted for both our ORM and PRM verifiers.
We find that while best-of-N weighted shows superior performance in both settings, the best-of-N
performance with the PRM is still very competitive. On the other hand, in the ORM best-of-N
setting, we observe Goodharting at higher budgets.

H COMPARING PRM AND ORM

We trained a PRM and ORM model using the PaLM 2-S* base LM. We see in Figure 15, that the
PRM outperforms the ORM, and the gap between the PRM and ORM grows with the number of
samples used. We use the last step prediction from the PRM to score the answers as described in
Appendix G.
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Figure 14: We compare different methods of aggregating per-step PRM scores to produce a final
score for the full solution: “min” refers to taking the minimum score accross all steps, “prod” takes
the product of all step correctness probabilities, and “last” just uses the last step score. To account
for the cost of querying the verifier relative to majority voting, we shift the curves which involve a
verifier over by one point. We see that “PRM last” performs the best across all aggregation strategies.
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Figure 15: We compare PRM and ORM models finetuned from PaLM 2-S* in a best-of-N evalu-
ation. We use the PaLM 2-S* base LM to sample outputs, using a few-shot prompt. To account
for the cost of querying the verifier relative to majority voting, we shift the curves which involve a
verifier over by one point. We see that the PRM greatly outperforms the ORM at a large number of
samples.
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Figure 16: Comparing beam search and best-of-N binned by difficulty level with PaLM 2-S (left) and
PaLM 2-M (right). The four bars in each difficulty bin correspond to increasing test-time compute
budgets (4, 16, 64, and 256 generations). We observe brodly similar trends to those in Figure 3 on
PaLM 2-S*, demonstrating that our findings likely transfer to other base LLMs.

I SEARCH USING PALM 2-S AND M

In Figure 16, we plot the performance of beam-search and best-of-N binned by difficulty levels
using PaLM 2-S and PaLM 2-M as the base models. We observe broadly similar trends to those in
Figure 3 on PaLM 2-S*, demonstrating that our findings likely transfer to other base LLMs.

J PROMPTING DETAILS

In order to enable the base model to output answers in a step-by-step format to which a PRM can
be applied, we use a 4-shot prompt consisting of randomly selected correct answer examples from
the PRM800k data released by Lightman et al. (2023). Specifically we use answers from the phase
1 training split. These answers correspond to GPT-4 generated correct answer examples, which in-
clude the correct step-by-step format. In initial experiments, we found that this prompting procedure
produces similar results to the prompt used in Lewkowycz et al. (2022). We use this prompt for gen-
erating training data for the PRM and the revision model. We also use this prompt when conducting
search against the PRM on the test-set. To grade the final answer predicted by this prompt, we use
the grading function released by Lightman et al. (2023).

K REVISION MODEL FINETUNING DETAILS

Our procedure for finetuning revision models is similar to (Qu et al., 2024b), though we introduce
some crucial differences. For finetuning, we need trajectories consisting of a sequence of incorrect
answers followed by a correct answer, that we can then run SFT on. Ideally, we want the correct
answer to be correlated with the incorrect answers provided in context, so as to effectively teach
the model to implicitly identify mistakes in examples provided in-context, followed by correcting
those mistakes by making edits as opposed to ignoring the in-context examples altogether, and trying
again from scratch.

Generating revision data. The on-policy approach of Qu et al. (2024b) for obtaining several multi-
turn rollouts was shown to be effective, but it was not entirely feasible in our infrastructure due to
compute costs associated with running multi-turn rollouts. Therefore, we sampled 64 responses in
parallel at a higher temperature and post-hoc constructed multi-turn rollouts from these independent
samples. Specifically, following the recipe of (Kumar et al., 2024), we pair up each correct answer
with a sequence of incorrect answers from this set as context to construct multi-turn finetuning data.
We include up to four incorrect answers in context, where the specific number of solutions in context
is sampled randomly from a uniform distribution over categories 0 to 4. The correct answer is used
as the last answer in the trajectory (which we train the model to produce) and the incorrect answers
are included in context. If the sampled number is greater than 0, we then find the closest incorrect
answer according to a character-level edit distance metric to include as the last incorrect answer in
the trajectory. The goal here is to select an incorrect answer which is somewhat correlated with
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the correct answer, to improve learning. Note that token edit distance is not a perfect measure of
correlation, but we found this heuristic to be sufficient to correlate incorrect in-context answers with
correct target answers to facilitate training a meaningful revision model, as opposed to randomly
pairing incorrect and correct responses with uncorrelated responses. Finally, in the case where there
are fewer than 4 incorrect answers sampled, we truncate the uniform distribution’s max to match the
number of incorrect samples. We use this procedure to generate trajectories for all questions in the
training data.

We then finetune the base language model on the correct answer solutions in these generated tra-
jectories. We use the AdamW optimizer with lr 1e-5, batch size 128, dropout 0.0, and Adam betas
(0.9, 0.95).

We find that generally evaluating loss on an evaluation set consisting of trajectories generated as
described above, does not provide a good signal for early stopping. Rather, we find that checkpoints
much after the evaluation loss begins increasing are much more capable of revisions. This is likely
because after finetuning the revision model, the evaluation set represents off-policy data, which will
naturally be out-of-distribution compared to the trajectories that the model itself would generate on-
policy. We therefore select our revision model checkpoint slightly after the point where we observe
overfitting on the validation set.

L REVISION MODEL SELECTION CRITERIA

As described in Section 6.1, in order to effectively use our revision model we need to deploy a
criteria for selecting the best answer both within a revision trajectory and between multiple parallel
trajectories. We use two approaches: 1) ORM verifier; and 2) majority voting.

For the ORM verifier, we train an ORM on the revision model’s outputs according to the procedure in
Appendix M. At inference time we then use this verifier to select the best answer. Since we have two
axes across which to aggregate (within each revision trajectories and between multiple trajectories),
we deploy a hierarchical strategy, first selecting the best answer within each revision trajectory and
then aggregating these selected answers across trajectories. To select the best answer within each
trajectory, we perform best-of-N weighted aggregation and then choose the highest scoring solution
with the maximum best-of-N weighted answer. Then, to select the final answer across all revision
chains, we perform another round of best-of-N weighted selection using the best answer from each
revision chain. The answer after this second round of best-of-N weighted represents our final answer
prediction.

For majority voting we found hierarchical aggregation to create problems when the length of the
trajectory or the number of trajectories was too small. The problem being that without enough
samples, majority voting is unable to effectively select the best option. Therefore, for majority
voting, we simply take all answers, across all trajectories, at once and take their majority as the final-
answer. We found this to produce much smoother scaling behavior than the hierarchical approach.

M REVISION MODEL VERIFIER TRAINING

We found that the PRM we finetuned on the PaLM 2-S* base model outputs was not as effective
when applied to the PaLM 2-S* revision model’s outputs (see Figure 17(a)), likely due to distribution
shift with the revision model. We therefore, trained a separate ORM verifier to use with our PaLM
2-S* revision model. We could have trained a PRM as well, but opted for an ORM due to the high
cost of generating per-step PRM labels.

We modified the standard ORM slightly for the revision setting, by finetuning the ORM with previ-
ous revision in context, such that the verifier has access to the same context as the revision model,
allowing the verifier see the revision model’s previous answer attempts when scoring the current
answer. All other experiment details are identical to those used for training the PRM.

Empirically, we find that including the revision history in context improves performance slightly (see
Figure 17(b)). Additionally, even without the revisions in context, we see that sequential revisions
still slightly outperforms parallel, demonstrating improvements from sequential sampling are not
just due to the verifier’s context.
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Figure 17: Left: we compare the ORM we trained on the revision model’s outputs against the PRM
we trained on the PaLM 2-S* base model’s outputs. We see that when applied to outputs from
the revision model, the ORM adapted to the revision model outperforms the PRM, likely due to
distribution shift with the revision model. Right: we ablate the effect of including previous revisions
in the revision model verifier’s context. We see that including revisions in-context helps the verifier
slightly, but both settings still outperform the parallel baseline.

N Sequential:Parallel Ratios
1 1:1
2 1:2, 2:1
4 1:4, 1:1, 4:1
8 1:8, 1:2, 2:1, 8:1

16 1:16, 1:4, 1:1, 4:1, 16:1
32 1:32, 1:8, 1:2, 2:1, 8:1, 32:1
64 1:64, 1:16, 1:4, 1:1, 4:1, 16:1, 64:1

128 1:128, 1:32, 1:8, 1:2, 2:1, 8:1, 32:1, 128:1
256 1:256, 1:16, 1:1, 16:1, 256:1

Table 1: We list the set of sequential to parallel ratios that we consider at each generation budget N.
These are the ratios we select between when defining compute optimal scaling in Figure 6.

N COMPUTE OPTIMAL REVISIONS HYPERPARAMETERS

In Table 1 we list the sequential/parallel ratios that we select between at each generation budget
when estimating compute optimal scaling in Figure 6.

O RESTEM REVISION MODEL EXPERIMENTS

We experimented with further optimizing our PaLM 2-S* revision model by training the model with
a simplified RL algorithm: ReSTEM (Singh et al., 2024). Specifically, we generated 64 revision
trajectories of maximum length 5 for each question on the MATH training set. We stopped the
revision model at the first correct answer in each trajectory. Using this generated data, we then
finetuned the base LM on the correct answer data. To help the model learn the task, we explicitly
balanced the distribution of trajectory lengths.

In Figure 18, we plot the performance of this new revision model as we vary the sequential to
parallel ratio. We see that additional sequential revisions substantially hurts performance with this
new model. We hypothesize that this degradation is due to the fact that the online data obtained from
running ReSTEM exacerbates spurious correlations in revision data, causing the optimized model to
fail to learn the revision task. We believe that using a more offline data collection strategy, as done
in Qu et al. (2024b), may be more effective, and leave further exploration to future work.
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Figure 18: Performance of our ReSTEM optimized revision model as the sequential to parallel ratio
is varied. We use majority voting to select the answer. We see that this optimized revision model
demonstrates substantial performance degradations with additional sequential revisions.

P REVISION MODEL EXAMPLE OUTPUTS

In Figures 19, 20, 21, 22, 23, 24, and 25, we include select examples of our revision model’s outputs.

Q PRM BEAM SEARCH EXAMPLE OUTPUTS

In Figures 26, 27, 28, 29, 30, and 31, we include select examples of PRM beam search. We include
the PRM score, between 0 and 1, for each step in the examples.
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Figure 19: Revision model example 1. The model calculates the sum at the end incorrectly on the
first two attempts, but on the third attempt it succeeds and gets the answer correct.
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Figure 20: Revision model example 2. On the first attempt the model takes the incorrect approach,
on the second attempt it gets closer but then makes a mistake towards the end. On the final attempt
it gets to the correct answer.

27



1458
1459
1460
1461
1462
1463
1464
1465
1466
1467
1468
1469
1470
1471
1472
1473
1474
1475
1476
1477
1478
1479
1480
1481
1482
1483
1484
1485
1486
1487
1488
1489
1490
1491
1492
1493
1494
1495
1496
1497
1498
1499
1500
1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511

Under review as a conference paper at ICLR 2025

Figure 21: Revision model example 3. On the first attempt the model makes a mistake with the
formatting of the final answer; it corrects this on the second attempt.

28



1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565

Under review as a conference paper at ICLR 2025

Figure 22: Revision model example 4. On the first few attempts the model fails the base 10 to base
8 conversion. On the final attempt it makes the correct calculation.
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Figure 23: Revision model example 5. On the first two attempts the model makes an error when
converting euclidean to polar coordinates. On the final attempt it does not make these mistakes.
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Figure 24: Revision model example 6. On the first two attempts the model makes a mistake when
summing the proper divisors of 284. On the third attempt, it evaluates this sum correctly.
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Figure 25: Revision model example 7. On the first attempt the model evaluates 1
3 + 2 incorrectly.

On the second attempt it corrects this error.

Figure 26: PRM beam search example 1.
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Figure 27: PRM beam search example 2.

Figure 28: PRM beam search example 3.

Figure 29: PRM beam search example 4.

Figure 30: PRM beam search example 5.

Figure 31: PRM beam search example 6.
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