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Abstract

We deal with the problem of Question Answer-001
ing (QA) over long documents, which poses a002
challenge for modern Large Language Models003
(LLMs). Although LLMs can handle increas-004
ingly longer context windows, they struggle to005
effectively utilize the long content. To address006
this issue, we introduce the concept of a vir-007
tual document (VDoc). A VDoc is created by008
selecting chunks from the original document009
that are most likely to contain the information010
needed to answer the user’s question, while011
ensuring they fit within the LLM’s context win-012
dow. We hypothesize that providing a short013
and focused VDoc to the LLM is more effec-014
tive than filling the entire context window with015
less relevant information. Our experiments con-016
firm this hypothesis and demonstrate that using017
VDocs improves results on the QA task.018

1 Introduction019

Large language models (LLMs) such as OpenAI’s020

ChatGPT1 or Anthropic’s Clude2, have demon-021

strated exceptional performance across a range of022

natural language processing (NLP) tasks and are023

capable of answering questions on various topics.024

Recent advancements have extended their context025

window to encompass tens of thousands or even026

millions of tokens (Gemini, 2024). This enables027

them to process long documents, or even books,028

and answer questions over them.029

Despite this impressive progress, recent stud-030

ies have shown that LLMs still struggle to uti-031

lize long contexts efficiently (Li et al., 2024; Levy032

et al., 2024). LLMs’ performance often deteriorates033

when confronted with long documents containing034

irrelevant information, hindering their ability to035

accurately answer questions on such documents.036

To address this challenge, we propose a method037

called Virtual Document (VDoc). VDoc takes a038

1https://chat.openai.com/
2https://www.anthropic.com/news/claude-2-1
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Figure 1: VDoc architecture. First, a long document is
segmented (a), then each segment is ranked by its rele-
vance to the question (b), and finally a virtual document
is reconstructed with the top-ranked segments (c).

long document, a question, and a specified context 039

length, and generates a shorter version of the doc- 040

ument, containing the most relevant parts for the 041

given length. VDoc operates in three steps: 1) Doc- 042

ument segmentation: break down the long docu- 043

ment into smaller segments, 2) Segments ranking: 044

rank the segments based on their relevance to the 045

question, and 3) VDoc econstruction: reassem- 046

ble the segments into a coherent virtual document 047

that contains the most relevant information to the 048

question, and still fits the given context length. The 049

overall VDoc process is illustrated in Figure 1. 050

We analyze experimentally, different approaches 051

for each step. Our results show that VDoc en- 052

hances question-answering performance on vari- 053

ous datasets, including ZeroScrolls (Shaham et al., 054

2023), a benchmark designed for tasks requiring a 055

long context. Upon acceptance, we will release our 056

code for the benefit of the community. 057

2 Related Work 058

Many previous works focus on designing LLMs 059

that can support long context. Some works mod- 060

ify the transformer attention mechanism (Beltagy 061

et al., 2020; Zaheer et al., 2021; Dai et al., 2019; 062

Ratner et al., 2023) or make it more efficient (Dao 063

et al., 2022; Dao, 2023; Liu et al., 2023a; Gemini, 064

2024). Others have focused on modifying the posi- 065
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tional embeddings (Press et al., 2022; Chen et al.,066

2023). Another line of research attempts to re-067

place transformers, which have quadratic sequence068

length complexity, with new architectural designs069

like convolution and linear RNNs, e.g., RWKV070

(Peng et al., 2023), S4 (Gu et al., 2022), Hyena071

(Poli et al., 2023), or Mamba (Gu and Dao, 2023).072

While those works were able to extend the con-073

text length of LLMs, subsequent research has found074

that long-context transformers exhibit a recency075

bias and do not effectively utilize long-range con-076

text (Qin et al., 2023; Liu et al., 2023b; Yehudai077

and Bendel, 2024; Li et al., 2024). Specifically,078

these models have been found to struggle with ig-079

noring irrelevant information (Levy et al., 2024).080

Moreover, benchmarks for long context reveal that081

there is still significant room for improvement com-082

pared to human performance, and for some tasks,083

models even struggle to surpass the naive baseline084

(Shaham et al., 2023).085

3 Method086

Our method, termed VDoc, creates a shorter doc-087

ument, which is then used as input to the LLM,088

instead of the entire document, to generate an an-089

swer. Creating the VDoc is done in three steps.090

i) Document segmentation into manageable seg-091

ments, ii) Segments ranking by their potential to092

contain the answer to the user question, and iii)093

VDoc reconstruction. The detailed steps are de-094

scribed below.095

Document segmentation. We try two methods.096

i) sliding-window on sentence boundaries using097

nltk3 ii) context-aware (using HTML structure098

when available). We define a segment-size parame-099

ter that controls the max segment length.100

Segments ranking. We experiment with three101

families of language models. The first is encoder-102

only models, where we rank segments by the simi-103

larity of their representation to the representation104

of the user question. An example of such LM is105

MiniLM4.106

The second, is encoder-decoder or decoder-only107

models, where we rank segments by the inverse108

perplexity of the user question, given each of the109

segments. Specifically, we give each segment as110

input to the model with the instruction: "Generate a111

3https://www.nltk.org/
4https://huggingface.co/sentence-transformers/all-

MiniLM-L12-v2

conversation between a user and an agent based on 112

the given content:". We then run a forward loop and 113

compute the Cross-Entropy loss for the question. 114

The segments are ranked by r = (−1) × loss() 115

(higher is better). An example is flan-t55. 116

The third, is sparse representation, ELSER6 117

which expands and indexes documents into Elastic- 118

Search7 index, with semantic related terms. 119

VDoc reconstruction. We take the top ranked 120

segments, that still fit into the given window size 121

and evaluate two methods to concatenate them: i) 122

by the original order in the document (Doc order) 123

and ii) by relevancy to the question (Rank order). 124

4 Experiments 125

4.1 Setup of the Experiments 126

We evaluated the VDoc performance in two sce- 127

narios: direct and end-to-end. For the direct sce- 128

nario we assume a benchmark of triplets {(Q, D, 129

E)} where Q is a question, D is a long document 130

, and E is evidence i.e., a span in D that contains 131

the answer. We define the VDoc task as follows: 132

Given a context-window size, a question Q, and a 133

long document D, create a virtual document that 134

fits within the context-window size and includes 135

E. We measure the success of the VDoc to contain 136

the evidence (we counted 90% containment as a 137

success, to tolerate for segmentation issues). 138

For the end-to-end scenario, we assume a bench- 139

mark of triplets {(Q, D, R)} where Q is a question, 140

D is a long document that contains the answer, and 141

R is a gold response. We then assess LLM’s re- 142

sponse against the gold, R, when prompting using 143

various VDoc strategies. We evaluate results using 144

F1 (the harmonic mean of Recall and Precision), 145

similar to the Scrolls (Shaham et al., 2023) paper. 146

We experiment with two LLMs, each with 8K 147

window size, thus we limit the VDoc to sizes of up 148

to 7200 tokens (to allow space for the prompt, the 149

question and generated answer) 150

4.2 Datasets 151

For the direct experiment, we utilize two datasets 152

containing long documents, questions and evidence. 153

The first is GoogleNQ (Kwiatkowski et al., 2019). 154

This dataset contains queries from Wikipedia. Each 155

question is labeled with the Wikipedia page that 156

5https://huggingface.co/google/flan-t5-large
6https://www.elastic.co/guide/en/machine-

learning/current/ml-nlp-elser.html
7https://www.elastic.co/
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Dataset Avg # tokens Max # tokens

GoogleNQ 12,337 273,087
Qasper 5,484 22,052

NarrativeQA 88,073 516,045

Table 1: Datasets used for evaluation. Number of tokens
(#) is calculated by the flan-t5-small tokenizer.

contains the answer, and a span in the document157

that contains the evidence. The second dataset is158

taken from Scrolls (Shaham et al., 2023)8. Scrolls159

contain several datasets with queries over long doc-160

uments. We used Qasper which is question answer-161

ing over research papers. We added an evidence for162

each question, from the original Qasper dataset9.163

For the end-to-end experiment we utilized the164

Qasper dataset described above and the Narra-165

tiveQA dataset from Scrolls. NarrativeQA con-166

tains question-answer pairs about entire books and167

movie scripts. Both datasets contain (Q, D, R)168

triplets.169

We picked a random subset of 500 examples170

from the validation sets of Qasper and NarrativeQA.171

Likewise, for GoogleNQ, we picked 500 examples172

where the long answer (evidence) is a section. The173

datasets and their statistics are described in Table 1.174

4.3 Optimal Window Size175

To confirm that a smaller window yields better gen-176

eration results, we conducted a controlled experi-177

ment, using the evidence as a pivot. We expanded178

the content up to a specified window size, mea-179

sured in tokens, while maintaining full sentences180

using the nltk tool.181

We experiment with expanding the content on182

both sides of the evidence, as well as before and183

after it. All three methods yielded similar results.184

Figure 2 reports results when expanding the win-185

dow in both sides of the evidence. We conducted186

the experiments using two generative LLM: flan-187

t5-xxl and llama-3-8b-instruct. As observed, both188

models achieve the highest F1 score when provided189

only with the evidence, and performance degrades190

as data is added.191

4.4 Direct VDoc Evaluation192

We compared three segments ranking (perplexity193

(flan-t5-large), minilm-l12, and elser) and a base-194

8https://www.scrolls-benchmark.com/
tasks

9https://huggingface.co/datasets/
allenai/qasper

0.35

0.4

0.45

0.5

0.55

evidence 1024 2048 3072 4096

F1

Window size

flan-t5-large llama3-8b-instruct

Figure 2: Comparing performances (F1) of response
generation on Qasper when adding non-relevant infor-
mation around the evidence.

line prefix (that truncates to the window-size), for 195

varying window-size. Results are summarized in 196

Table 2. We can see that the number of required 197

VDocs decreases as the window size increases, and 198

the success to capture the evidence in the VDoc 199

increases. 200

Segments ranking. We observe that on Qasper, 201

all VDoc rankers outperform the naive method of 202

taking the prefix, where elser and perplexity (with 203

flan-t5-large) achieve the best performance, with 204

elser performing slightly better. On GoogleNQ, we 205

see that with a sliding-window segmentation, the 206

naive prefix is better than the three VDoc rankers 207

(except for elser on window-size=7200). This im- 208

plies that the evidence in GoogleNQ, in most cases, 209

is at the beginning of the document. 210

Document segmentation. To evaluate a more so- 211

phisticated segmentation, we utilized the HTML 212

format of the Wikipedia pages used in GoogleNQ10. 213

We cleansed the Wikipedia HTML to remove noise 214

(e.g., headers, footers, sidebars, advertisements) 215

and converted the HTML to semantic passages, 216

identified by the document title and headings pre- 217

ceding the passage. When moving to semantic seg- 218

mentation, we can see that elser outperforms the 219

prefix. For example, even on the smaller window 220

size of 2400, it succeded to capture the gold evi- 221

dence in 91.96% of the cases, compared to 72.10% 222

and 84.60% with perplexity (flan-t5-large) and pre- 223

fix respectively. 224

4.5 End-to-End Evaluation 225

We compared two LLM models with 8K window 226

size: flan-t5-xxl and llama-3-8b-instruct. We use 227

the prompts from ZeroScrolls. For llama3, we 228

modified the prompts a bit. The detailed prompts 229

and an example are given in Appendix B. 230

10Qasper comes as free text, so we could not apply semantic
segmentation on it
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Qasper-sliding-window GoogleNQ-sliding-window GoogleNQ-semantics

VDoc ranker 2400 4800 7200 2400 4800 7200 2400 4800 7200

prefix 43.12 64.13 81.94 84.60 91.17 94.03 84.60 91.17 94.03
flan-t5-large 69.91 89.86 88.89 69.42 81.77 84.70 72.10 84.90 89.55
minilm-l12 50.51 76.81 79.17 57.37 75.21 77.61 65.40 80.34 85.82

elser 71.46 89.86 91.67 76.56 77.78 96.27 91.96 97.44 98.13

# required VDocs 487 276 72 448 351 268 448 351 268

Table 2: Direct vdoc evaluation. Comparing success (%) of vdoc rankers to capture the evidence in the vdoc. For
Qasper we use sliding-window only. For GoogleNQ we use both sliding-window and semantic segmentation.

flan-t5-xxl llama-3-8b-instruct

DB VDoc ranker 2400 4800 7200 2400 4800 7200

Q
as

pe
r prefix 0.25 0.32 0.33 0.25 0.33 0.34

flan-t5-large 0.37 (0.35) 0.36 (0.35) 0.35 (0.35) 0.35 (0.34) 0.35 (0.34) 0.35 (0.33)
minilm-l12 0.28 (0.28) 0.34 (0.33) 0.35 (0.35) 0.31 (0.28) 0.33 (0.33) 0.33 (0.32)

elser 0.35 (0.34) 0.36 (0.34) 0.35 (0.35) 0.37 (0.37) 0.35 (0.35) 0.34 (0.33)

N
ar

ra
tiv

e prefix 0.15 0.15 0.15 0.14 0.16 0.17
flan-t5-large 0.19 (0.18) 0.19 (0.20) 0.19 (0.19) 0.19 (0.20) 0.21 (0.21) 0.23 (0.22)
minilm-l12 0.15 (0.14) 0.16 (0.16) 0.17 (0.17) 0.16 (0.16) 0.20 (0.18) 0.20 (0.20)

elser 0.17 (0.17) 0.19 (0.18) 0.19 (0.18) 0.18 (0.19) 0.22 (0.21) 0.24 (0.22)

Table 3: End-to-end evaluation. Comparing F1 of the generation by flan-t5-xxl and llama-3-8b-instruct on Qasper
and NarrativeQA. Each cell contains values for doc order and (rank order).

Table 3 shows the results on Qasper and Narra-231

tiveQA. As seen, all VDoc strategies outperform232

the naive prefix method. Furthermore, we observe233

a correlation with the direct VDoc evaluation (Ta-234

ble 2). In both experiments, the best results are235

achieved for elser and perplexity (flan-t5-large)236

rankers. A closer examination of the two datasets237

reveals that on Qasper, those two rankers remain238

quite stable across different window sizes. On Nar-239

rativeQA, we can see an improvement for all VDoc240

rankers, when increasing the window size, and all241

outperform the naive prefix by a large margin.242

The behavior of the two datasets supports our243

hypothesis that it is enough to give the LLM a244

smaller window and still get comparable results to245

those with a larger window. On Qasper, the 4800246

window is a sweet spot, namely a good balance247

between capturing the evidence, and yet not adding248

too much irrelevant information to the LLM. This249

is because most of Qasper documents fit into the250

7200 window. On NarrativeQA, the sweet spot is251

beyond 7200 since the documents are much larger.252

We also note that using a smaller window incurs253

faster inference times.254

VDoc reconstruction. As shown in Table 3, ar-255

ranging the top-selected segments in their original256

order (Doc order) generally results in a better F1257

score compared to ordering them by relevancy to258

the question (Rank order). 259

ZeroScrolls evaluation. We submitted flan-t5- 260

xxl on the best VDoc configuration of elser with 261

window size 4800 to the official ZeroScrolls leader 262

board. With VDoc, our flan-t5-xxl achieved F1 263

scores of 50.7, 30.6 on Qasper and NarrativeQA 264

respectively, compared to F1 of 48.3 and 19.3 when 265

used without the VDoc. This is an improvement of 266

58% on NarrativeQA which has very large docu- 267

ments. 268

5 Conclusions and Future Work 269

We described a method called VDoc, enabling 270

Question Answering using LLM over long doc- 271

uments. The method is based on creating a vir- 272

tual document that contains relevant information to 273

the user query, and adheres to the LLM’s context- 274

window limitations. Our method does not require 275

any modifications or fine-tuning a LLM. 276

We compared different methods and showed ex- 277

perimentally, that it is better to aggressively shorten 278

the document, even if the LLM can handle a larger 279

context-window size. For example, we showed that 280

with a VDOC for 4800 input-length, flan-t5-xxl, 281

achieved an improvement of 58% on a long docu- 282

ments benchmark, compared to a naive truncation 283

of the text. 284
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query, helps improve its results. Without that addi- 376
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answers, that hinder the precision. 378
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the Qasper and NarrativeQA respectively. Table 6 380

illustrates the above phenomena. We can see that 381

without the suffix, llama3 tends to give very long 382

answers. The F1 for the first answer is 0.67 (with 383

recall=1 and precision=0.5), while the values for 384

the second answer are 0.03, 1, 0.02 for F1, recall 385
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You are given a scientific article and a
question. Answer the question as concisely as
you can, using a single phrase or sentence if
possible. If the question cannot be answered
based on the information in the article,write
"unanswerable". If the question is a yes/no
question, answer "yes", "no", or "unanswer-
able".

Article:
{input}

Question:
{question} Answer the question as concisely
as you can, using a single phrase or
sentence if possible.

Answer:

Table 4: llama-3 prompt for Qasper. Note the
added suffix after the question

You are given a story, which can be either
a novel or a movie script, and a question.
Answer the question as concisely as you can,
using a single phrase if possible.

Story:
{input}

Question:
{question} Answer the question as concisely
as you can, using a single phrase or
sentence if possible.

Answer:

Table 5: llama-3 prompt for NarrativeQA. Note
the added suffix after the question

Question: What kind of injustices do the
stories point out?

Gold answer: Social injustices.

Answer 1: Social and economic injus-
tices

Answer 2: The stories point out the in-
justices of social class, wealth, and power.
In "The Adventure of the Abbey Grange",
the stepfather’s abuse of power and wealth
leads to the mistreatment of his stepchildren.
In "The Adventure of the Black Swan", the
lady’s freedom is threatened by the five miles
of country between her home and Winchester,
highlighting the limitations of women’s
freedom in rural areas. In "The Adventure
of the Empty House", Sherlock Holmes
criticizes the lack of justice for the poor and
ignorant, who are often victims of hidden
wickedness and cruelty. The stories also
highlight the class differences between the
wealthy and the poor, with the wealthy often
having more power and influence. Overall,
the stories point out the injustices of a society
where wealth, power, and social class can lead
to exploitation and mistreatment of others.

Table 6: An example question. Answer 1 is with
the added suffix, while Answer 2 is without.

6


