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ABSTRACT

Transformers are widely used across data modalities, and yet the principles dis-
tilled from text models often transfer imperfectly to models trained to other modal-
ities. In this paper, we analyze Transformers through the lens of rank structure.
Our focus is on the time series setting, where the structural properties of the data
differ remarkably from those of text or vision. We show that time-series embed-
dings, unlike text or vision, exhibit sharply decaying singular value spectra: small
patch sizes and smooth continuous mappings concentrate the data into low-rank
subspaces. From this, we prove that the associated Q)/K/V projections admit
accurate low-rank approximations, and that attention layers become compressible
in proportion to the decay of the embedding spectrum. We introduce the concept
of flow-of-ranks, a phenomenon by which nonlinear mixing across depth inflates
the rank, explaining why early layers are most amenable to compression and why
ranks grow with depth. Guided by these theoretical and empirical results, we use
these insights to compress Chronos, a large time series foundation model, achiev-
ing a reduction of 65% in inference time and 81% in memory, without loss of
accuracy. Our findings provide principled guidance for allocating width, depth,
and heads in time series foundation models, and for exploiting their inherent com-
pressibility.

1 INTRODUCTION

Transformers, originally designed for language (Lewis et al., 2020; Achiam et al., 2023), are now
widely deployed, e.g., time series (Ansari et al., 2024a; Das et al., 2024; Shi et al., 2025; Wolff et al.,
2025), images (Liu et al., 2021; Dosovitskiy et al., 2020), molecules (Maziarka et al., 2020; Leon
et al., 2024), and DNA sequences (Ji et al., 2021; Le et al., 2021; Nguyen et al., 2024). A common
approach to apply Transformers to these other data modalities is to directly transfer architectural
parameters (e.g., width, heads, depth) from text-based models, on the assumption that what works
for text should generalize. However, this assumption is fragile. As an example, we show that time
series differ fundamentally from language in how signals are tokenized and embedded. This leads
to the more general question: how well do community insights on pretraining and hyperparameter
tuning, based largely on Transformers applied to text data, port to Transformers applied to other data
modalities? Understanding the answer to this question is particularly important when Transformers
are applied in domains where data are less abundant than in the text domain.

Here, we address this question in the context of time-series data and time-series forecasting. A priori,
the answer to this question is not obvious: time series data have similarities with text data (e.g., they
have obvious sequential properties), but they also have many differences (e.g., it is not clear that they
are well-modelable by a discrete set of tokens). The question, however, is timely: time series data
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Figure 1: Overview of our results. We show that the embedded inputs of Transformers trained with
time-series data have much lower ranks than those of other modalities, including Vision Transform-
ers and Transformers trained with language data (see section 2); we prove that attention matrices on
low-rank inputs are well-approximated by low-rank matrices (see section 3); and we introduce and
demonstrate a concept called flow-of-ranks, describing how attention matrices in earlier layers are
more compressible than those in later layers (see section 4).

are ubiquitous in many domains, including scientific (Abhishek et al., 2012; Zhang & Gilpin, 2025;
Lai et al., 2025), industrial (Hong et al., 2016), and financial applications (Zhang et al., 2001), where
they facilitate critical tasks, e.g., forecasting (Hyndman & Athanasopoulos, 2018), imputation (Yoon
et al., 2018), and anomaly detection (Blazquez-Garcia et al., 2021). In addition, there has been
recent growing interest in developing so-called time series foundation models (TSFMs) (Brown
et al., 2020; Radford et al., 2021; Ansari et al., 2024a). These models are large pretrained models,
designed with the hope of providing a foundation (Bommasani et al., 2021), to be adaptable to a
wide range of domains and time series tasks. As with other models that aim to provide such a
“foundation,” TSFMs are appealing because they reduce the need for task-specific architectures and
parameter computation, thereby enabling the transfer to new settings with relatively little effort.

In this paper, we develop a framework for analyzing design decisions in Transformers; see Figure 1
for an overview and Appendix A for related work. Our view is that these decisions are guided
by an understanding of the structural properties of the data modality, which are then inherited by
properties of the model. Our framework enables a detailed linear algebraic analysis of the attention
layers within a Transformer, which consist of three linear transformations to form the queries, keys,
and values. Our approach is general, and we apply it to the time series domain. Lastly, we show that

we can use our approach as a practical tool for compressing TSFMs. We summarize the flow of our
paper and our main contributions as follows:

1. Data modality and rank structure. We compare Transformers trained to different data modali-
ties through the lens of numerical rank, and we demonstrate that time-series data lead to a partic-
ularly low-rank structure, at the level of inputs. To the best of our knowledge, our work is the first
to directly study which data modality features make Transformer models well-approximated via a
truncated singular value decomposition (SVD), and why. We also show how standard time-series
embeddings preserve low-rank structure in the hidden space, which differs from large-vocabulary
text and other modalities. (See section 2.)

2. From low-rank inputs to low-rank attention. Next, we provide the first general theoretical
results that connect low-rank embeddings to low-rank attention matrices, and we make clear how
width and the number of heads control the quality of low-rank approximations. While these
results apply generally to any low-rank embeddings, we illustrate them in the case of time series.
In addition, our results are sharp: we show that high-rank embedded inputs, which appear in data
modalities such as text and vision, lead to incompressible attention matrices. (See section 3.)

3. Flow-of-ranks. We introduce the “flow-of-ranks” concept to describe how the numerical rank
changes across layers in a deep Transformer. This extends our earlier analysis from a single
attention layer to the setting of a deep Transformer, where nonlinear activations, residual mixing,
and normalization gradually increase the rank of a representation. We note that “flow-of-ranks”
explains why early layers are often better approximated by SVD than later ones. (See section 4.)
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Table 1: Comparison of embedding strategies and patch sizes across TSFMs.

Model Chronos WaveToken TOTEM \ Time-MOE Chronos-Bolt TimesFM
Strategy Quantization Quantization Quantization | Continuous Continuous Continuous
Patch Size 1 1 1 1 16 32

4. Compressibility of real-world TSFMs. Finally, we illustrate one application of our insights:
compressing a real-world TSFM. We demonstrate that the same set of hyperparameters (i.e.,
width, depth, and number of heads) more severely over-parameterizes TSFMs than it does LL.Ms.
This leads us to develop two complementary compression strategies: compressing a pretrained
model and pretraining a model that is compressed by design. In particular, we show that by
compressing a Chronos model, we can reduce the inference time by 65.4% and memory usage
by 81.4%, at no cost of predictive performance. Overall, our results demonstrate and explain
why state-of-the-art TSFMs are highly compressible, in practice, compared to (language-trained)
LLMs of the same size. (See section 5.)

Additional supporting material may be found in the appendices.

2 DATA MODALITY AND RANK STRUCTURE OF EMBEDDING

In this section, we investigate the structure of time-series embeddings and compare them to embed-
dings from other data modalities. Our goal is to understand, from both a theoretical and empirical
perspective, why time-series inputs often look low-rank after embedding.

We consider univariate time series. In particular, let x = (x1,...,27) € R*T be a univariate input
of length T'. Note that, unlike other data modalities, the input x is a rank-1 matrix.' The first step in a
TSFM is to map x into a high-dimensional sequence via an embedding function ® : R X7 — RIxL,
where d denotes the hidden dimension of the model and L denotes the new sequence length, possibly
different from 7" due to patching. This embedding is typically constructed by applying a trainable
function ¢ : R¥ — R to disjoint patches of size k. Assuming L = T'/k is an integer, this gives:

®(x) = (p(x1,. .., 1), @(Thi1, -, Tok)s - o, P(T(L—1) k15 -+ TLE = TT)).
These patch embedding functions ¢ fall into two main categories (see Figure 8 in Appendix B):
* A quantization-based embedding partitions the input space R” into V disjoint regions, R* =
@Y:l R;. Each region R; is mapped to a unique trainable vector u; € R?, so that ¢(x) =

Zyzl 1{xer;yu;- This approach is used in several TSFMs, e.g., Chronos (Ansari et al., 2024a),
WaveToken (Masserano et al., 2025), and TOTEM (Talukder et al., 2024).

* A continuous embedding uses a parameterized function, typically a neural network ¢(-; ), to
map patches directly. This strategy is also used in many TSFMs, e.g., Chronos-Bolt (Ansari et al.,
2024b), Moirai (Woo et al., 2024), TimesFM (Das et al., 2024), and Time-MoE (Shi et al., 2025).

Table 1 summarizes the design choices for these prominent TSFMs.

In most TSFMs, the patch size is significantly smaller than the hidden dimension (i.e., k¥ < d),
meaning ¢ maps from a low-dimensional space to a higher-dimensional one. Intuitively, if ¢ is
well-behaved, it should embed the low-dimensional space R into a corresponding low-dimensional
submanifold ¢(R¥) C R?. To formalize this notion of dimensionality, we use singular values. Let
U be a linear operator between some Hilbert spaces and o1 > --- > ¢, > 0 be its singular values,
where 1 < n < oco. While the algebraic rank of an object U, i.e., the number of its non-zero singular
values, is a strict measure, real-world data is noisy; therefore, we use the more practical concept of
numerical rank. For a tolerance € > 0, the e-rank of U denotes the number of its singular values
that are significant relative to the largest one:

rank. (U) = [{j | 7;(U)/o1(U) > e}|. (D

'In the case of a few-variate time series, x becomes a few-rank matrix, making the analysis in the paper
directly generalizable by viewing the number of variates as another patch dimension. We note that in some
time-series applications with a large number of input variables, the embedded inputs may not be low-rank, and
our analysis may not directly apply in such cases.
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A low numerical rank implies U is well-approximated by an operator U with rank(U) = rank. (U).

Our central hypothesis is that for a large corpus of input patches {x(i) 1V |, the resulting embedded
matrix, via quantization or a continuous embedding, U = [p(x(V)) -+ ¢(x(™))] has a low nu-
merical rank, which is smaller than the ambient dimension d. To test this hypothesis, we sample
thousands of patches from diverse signals (e.g., sinusoids, exponential functions, and white noise),
and we compute the singular value decay of their embeddings. For contrast, we perform the same
analysis on a tabular foundation model (TFM) (Mitra) (Zhang & Robinson, 2025) using 1000 syn-
thetic tables, a T5 LLM processing text from Dickens’ A Tale of Two Cities, and a ViT processing
1000 randomly sampled images from CIFAR-10.

SVD of Input Embedding Embedding of Chronos Embedding of TS
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Figure 2: (a): Singular values of the embedded input matrices from many different TSFMs, a
TFM, a ViT, and an LLM. (b, c¢): Embedding space of Chronos and a TS5 LLM, respectively,
visualized by projecting them onto the leading two singular vectors of the embedding matrix.

As shown in Figure 2 (a) , the singular values of TSFM embeddings decay dramatically faster than
those from the tabular and language models, which confirms their significantly lower numerical
rank. Figure 2 (b, c) visualize the embedding spaces of Chronos (quantized) and TS5 (language
tokens) by projecting them onto their top two singular vectors. The Chronos embedding, mapping a
quantized real line, reveals a clear low-dimensional structure, whereas the TS embedding, likely due
to its vocabulary properties, appears far less well-structured.

One may wonder: why is it that Chronos-Bolt (k = 16) produces a lower-rank embedding than
Chronos (kK = 1)? This seeming surprise arises from their different embedding mechanisms. A
quantization-based model like Chronos initially maps adjacent values to random, unstructured vec-
tors; it must learn the geometry of the real line during training. In contrast, a continuous embedding
like Chronos-Bolt uses a smooth neural network ¢(-; 8). This architectural choice imposes smooth-
ness from the start, ensuring that even a randomly initialized model maps the low-dimensional patch
space R* to a low-dimensional submanifold in R? (see Appendix H).

Although understanding a quantization-based embedding requires looking into the training dynam-
ics, which is beyond the scope of this paper, we theoretically analyze how a continuous embedding
preserves low-rank structures. The following theorem formalizes this intuition.

Theorem 1. Given any hidden dimension d > 1, let ¢ : [~1,1] — R be a function that embeds

[~1, 1] into RY. Given L arbitrary points 1, ...,z sampled from [—1, 1], define
- ¢1(I) i ¢1(931) ¢1(5€L)
== . c Rdx[fl,l] U = . .. : c RdXL.
— ¢a(x) — ¢a(x1) - ¢alxr)
Lets; > -+ > 583 >0and oy > --- > o4 > 0 be the singular values of the quasimatrix = and

matrix W, respectively. Then, the following statement holds:

1. If, for some V' > 0, v > 1, and every 1 < ¢ < d, we have ¢; and its derivative through qﬁgy) are
absolutely continuous on [—1, 1] and gzﬁgu) is of bounded variation V', then we have

4V/d 2VdL
M—@(J’”\/ﬁ), aj+1§7r:0(j*”\/dL), v+l <j<d-1.

<
St = mv(j—1-v)¥
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2. If, for some M > 0 and every 1 < ¢ < d, ¢; has an analytic continuation to the Bernstein ellipse
of radius p > 1 (see Trefethen (2019)), whose infinity norm is no greater than M, then we have

AM~/dp—it! ) oM~/ dLp—7+1 ,
pf”:omwx =0 VL),

5j41 < 7 041 < 0<5j<d—1.

We refer interested readers to Townsend & Trefethen (2015) for the precise definition of a quasima-
trix (informally, it is a “matrix” in which one of the dimensions is discrete as usual but the other is
continuous). Theorem 1 guarantees that for univariate patches (k = 1), a smooth embedding func-
tion yields singular values with guaranteed decay rates: polynomial decay of order v for functions
with v continuous derivatives, and exponential decay for analytic functions.

See Appendix B for a proof of Theorem 1 using classic univariate polynomial approximation tech-
niques. Using this result, we can directly explain the low-rank structure observed in models like
Time-MoE (see Figure 2 and Corollary 2). While multivariate polynomial approximation results
enable us to extend Theorem 1, the size of the polynomial basis up to a fixed degree increases ex-
ponentially with k, which makes it less practically relevant for a larger patch size k. Instead, for
Chronos-Bolt, where k = 16, we seek an ad hoc result that works when the embedding ¢ (+; 0) is an
MLP (see Appendix C for a proof of Theorem 2 below).

Theorem 2. Consider the input embedding defined by a two-layer residual MLP:
®(X) = WX + Wy w(W;X), XecRFL W, eR¥W*F  W,yeR> Y WieRXE,

where k denotes the patch size, L denotes the number of patches, d; denotes the hidden-layer
dimension in an MLP, d > k denotes the hidden dimension of the Transformer, and w denotes any
activation function satisfying that |w(z)| < |z| for every z € R. Then, for any ¢ > 0, we have

{7 10;(2(X)) > e[ Wa|2[W1X[l2}] < min{d, (1 + &%)k}

Theorem 2 states that the numerical rank of the continuous embedding is bounded by a quan-
tity dependent linearly on the patch size %, not the much larger ambient dimension d. The term
[|[W2||2||W1X||2 reflects the natural scaling of o1 (®(X)) in the definition of rank.. In practice, we
have k < d, meaning that MLP embeds an input patch into a low-dimensional subspace in R

To illustrate this theorem, we pretrain 6 Chronos-Bolt models of different patch sizes, and we com-
pute the singular values of their embeddings. Figure 3 (a) shows that the numerical rank of the
embedding increases with the patch size k. We also perform an in-depth analysis, where for each
pair of embedded inputs ¢(x(i)) and ¢(x(j )) € R4, we compute the angle between them as follows:

0((x"), (x)) = |p(x) T p(x)[/([|¢(xD)|2llp(x')) 2) € [0,7/2]. @)
The larger the 6, the more linearly independent the two vectors are. We illustrate this in Figure 3 (b)
where brighter the heatmaps correspond to higher rank matrices. We see that the embedded input,
& (X) from Chronos-Bolt, which is a subset of R = R7%, spans a subspace of significantly smaller
dimension, i.e., the image of R* = R0 ynder .

3 FROM LOW-RANK INPUTS TO LOW-RANK ATTENTION MATRICES

Let U € R¥ X be an input embedded in the hidden space. Recall that in section 2 we showed that for
TSFMs, U often has a low numerical rank. This immediately implies U can be expressed in a low-

rank format: U ~ U;U,, where U; € R?*4 and U, € RZ*L for some d < d. This yields faster
matrix-matrix products with U, but a limitation is that this representation requires an expensive
rank-revealing matrix factorization (Damle et al., 2024), which adds overhead, particularly during
backpropagation. If so, how do we leverage the low-rank structure of TSFM embeddings?

From basic linear algebra, it is known that for a linear operator T : RY — R to act on an r-
dimensional subspace, one only needs to specify the operator in r directions, in which case the

operator can then be well-approximated by a low-rank matrix T whose rank scales with r instead of
the full width d (Damle et al., 2024; Ipsen & Saibaba, 2024). An attention layer, defined by

. UTW5W1T<U dxd
Attention(U; W, W, Wy ) =Wy, U softmax T . Wo, Wk, Wy € R**
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Figure 3: (a): Singular values of the embedded input matrices from Chronos-Bolt models pre-
trained with different patch sizes k. (b): Angles between Chronos-Bolt’s embedded vectors in
R? = R768 defined in eq. (2), where the patches x(*) are from a sinusoidal wave and Gaussian white
noises, respectively. We also plot the angles between i.i.d. random Gaussian vectors in R¥ = R!6
and R? = R"%8 for comparison.

while nonlinear, contains three linear transformations: namely, the queries, the keys, and the values.
In this section, we establish Theorem 3, which supports the low-rank representations of Wq, Wk,
and Wy given a low-rank U (see Appendix D for the proof).

Theorem 3. Let C > 0 be a constant. Let E = [x; --- xp| € RI*N pe given for some
d,N>1,x; € R and ||x;[s < Cforall 1 < j < N. Let Wg, Wg, Wy € R4 be matrices
such that [|[W W ||y < CV/d, and Wy ||z < CV/d. The following two statements hold:

1. (Attention matrices are compressible on low-rank inputs.) For any d < d such that
041 = 04,1(8) < 1, there exist W, Wx, Wy € R*? with rank(Wg) = rank(Wg) =
rank(Wy) = d, [WIWgll2 < [WLWk|2, and [Wy |2 < [Wy ||, such that given any

matrix U € R¥*L for any L > 1, where each column of U is a column of =, we have that
HAttention(U;WQ,WK,Wv) - Attention(U;WQ,WK,Wv)H <O (\/god+1) , 3
F
where the constant in the O-notation only depends on C'.

2. (Attention matrices are incompressible on high-rank inputs.) The upper bound in eq. (3) is
tightuptoafactorof\/a. Thatis, fixsomed > 1, L > dand1 > oy > 09 > --- > g4 > 0.
There exist U € R¥*L with 0j(U)=o;foralll <j<d ,and Wg, Wg € R%*4 guch that for

any d <d, any orthogonal matrix Wy, € R4*?, and any rank-d matrix Wy € R4*4, we have

. . < 1
HAttentlon(U;WQ,WK,Wv) - Attentlon(U;WQ,WK,Wv)H > 10441 4)
F
Note that Theorem 3 is a purely numerical statement that holds for any low-rank embedding =.
It applies to time series because our analysis in section 2 reveals the low-rank nature of =, but it
nonetheless works for other modalities provided that = is low-rank. The first statement of Theorem 3
says, at a high level, that if the inputs U come from a low-rank vocabulary E, i.e., o 1 is small,

then one only needs low-rank attention matrices Wqg, W, Wy, on U. Here, it is important that
we fix the low-rank embedded space = and prove a uniform bound eq. (3) that holds for all input U,
so that our low-rank approximation W, W g, Wy, is not input-dependent. Since TSFMs have a
low-rank vocabulary Z (see section 2), high-rank attention matrices in TSFMs can be approximated
by low-rank ones. See Appendix J for a numerical experiment. We emphasize that this low-rank
property does not depend on the temporal simplicity of a particular time series (e.g., being constant),
but rather on the intrinsic low-dimensionality of the input embedding space = itself, which makes U
low-rank-sufficient for any time-series input. For other data modalities than time-series, e.g., TFMs,
ViTs, and LLMs (see Figure 2), where U has a higher rank, the second statement of Theorem 3
suggests that the attention matrices are less compressible, as we will show in section 5.
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To illustrate the concepts in Theorem 3 on TSFMs, we take pretrained Chronos models and T5
LLMs of different hidden dimensions d. These two models have the same Transformer size and
architecture, and differ only in the pretraining data modality. For each model and a fixed € > 0, we
compute the averaged e-rank of all query projection matrices W from the model. Figure 4 (a, b)

show that as the size of W increases, the matrix W stays low-rank in a Chronos model, and
its rank scales almost linearly with d in a TS LLM. For Chronos models, where the vocabulary is
embedded in a low-rank subspace, low-rank attention matrices suffice to capture most information
in the inputs. This empirical observation goes beyond Theorem 3, which proves the sufficiency of
low-rank W g ¢ /v, but it does not guarantee their appearance via training. Figure 4 (2) shows that
training, while independent from expressiveness, gives rise to low-rank weights (see Appendix G for
more insights). This provides motivation for pretraining a compressed model and for compressing a
pretrained one (see section 5). In Appendix G, we show an analysis of the distribution of the singular
values of attention matrices, in pretrained foundation models and also during training.

Rank of W (Chronos) Rank of W, (T5) Rank of W, (Chronos)

256 512 1024 2048

8
d d rank of input embedding
(a) (b) (c)

256 512 1024

1

Figure 4: The averaged e-rank of query projection matrices W g in pretrained Chronos models and
T5 LLMs. In (a,b), we vary the hidden dimension d. The light blue curves are contours of the
ratio between the horizontal and the vertical axes in the semilog-x scale. In (c), we fix the hidden
dimension d = 512 and change the rank of the fixed input embedding = (see Appendix I).

To further corroborate the role of the rank d in Theorem 3, we pretrain Chronos models with a fixed
vocabulary. We increase the (algebraic) rank of = from 1 to 32 (see Appendix I), where we observe
that the numerical ranks of attention matrices increase with rank(Z) (see Figure 4 (c) ).

While our discussion in this section assumes a single head in the attention layer, in Appendix E we
extend the result to the multi-head case. From the standpoint of representation complexity, Theo-
rem 3 applies equally to multi-head attention, and it is independent of the number of heads (see The-
orem 5 in Appendix D). In practice, however, we observe that the W, i /v, matrices in pretrained
multi-head layers tend to have higher numerical ranks (see Figure 9). This effect can be understood
through the lens of numerical linear algebra, via a concept called “sketching” (see Appendix E). It
helps explain why additional heads can improve robustness and training stability, even though the
underlying complexity result is head-agnostic (see Theorem 6 in Appendix E).

4 FLOW-OF-RANKS: MOVING THROUGH A TRANSFORMER

Our prior discussions in section 3 focused on compressing a single attention layer, but a Transformer
in a TSFM has many layers. While we showed that the input into the first attention layer is low-
rank (see section 2), one may wonder: what about the inputs into a later layer? If you apply a
linear transformation to a low-rank input, then it at most preserves, if not decreases, the rank of the
input; however, each layer in a Transformer is generally nonlinear. Here, we demonstrate that these
nonlinear layers can increase the rank of the input.

We refer to the phenomenon of the increasing rank of the input as it goes deeper into the layers
of a model as the flow-of-ranks. Our contribution here is twofold: we quantify this rank growth
across layers in a deep Transformer by proving Theorem 4 and then show what that means to Trans-
formers applied to time-series data. To see the “flow-of-ranks” in practice, we show the numerical
ranks of attention matrices per layer in a Chronos model and a TS LLM in Figure 5 (a,b). The
numerical ranks of attention matrices become higher for deeper layers because of the flow-of-ranks
(see Figure 5 (c)). For a TS LLM, only with a large € do we observe an increase in the e-rank,
because the e-rank with a small ¢ is already saturated (i.e., close to the matrix’s dimension) to cap-
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ture the high-rank vocabulary =. To formalize this discussion, we prove how an attention layer
increases the small singular values of a low-rank input matrix. Conceptually, this “flow-of-ranks”
can be viewed as a mechanism by which the model lifts a low-dimensional but complex signal into
a higher-dimensional space where the underlying autocorrelation becomes simpler. This is analo-
gous to the Koopman operator framework, which similarly transforms nonlinear dynamics into a
higher-dimensional representation with approximately linear evolution.

Rank of W (Chronos) Rank of W, (T5) SVD of Inputs to Each Layer
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Figure 5: (a,Db): The e-rank of every query projection W, in the encoder of a Chronos model
and a TS5 model of the same size, respectively. (c): Singular values of the input matrix to each
Chronos’ encoder layer, starting with a constant signal (z1,...,z7) = (0,...,0).

Theorem 4. Given positive integers d < L, let U € R%* be an input matrix with singular values
1l=01>:-->04>0.Let D > 1 be the number of layers of the model. Let i be the number of
heads and d}, be the per-head dimension so that d = h x d},. The following statements hold:

AT . .
1. Suppose v'D > 2¢%h. Forevery 1 < i < h, let HWS) WDy < \/dp, and [W |, < 1 be
any attention matrices (see eq. (18) for the notation). For any 1 < k < d, we have

. eh
(@)f1(2) < 2 min, (1014 o6 mgen ) ®)

where Z = U +Y/vD and Y = MH-Attention(U; W, W, Wy, h).

2. The upper bound above is tight. More precisely, given any d, L, N, h, and singular values 1 =
01> - > 04 > 0, there existan input U € R4*L with singular values o1, . . ., 04, and matrices

Wg, Wk, and Wy, with ||W$)||2 < 1, such that for any 1 < k < d, we have

1 1
or(Z)/o1(Z) > 1 (U(il)dh+[k/i] + \/EUWZO ) (6)

for every ¢ < h such that [k/i] < dp.

See Appendix F for the proof of Theorem 4 and Appendix J for a numerical experiment. The matrix
Z can be interpreted as the output of a residual attention layer given input U, where the scaling factor
1/ v/D is commonly used in a Transformer to stabilize and accelerate training (De & Smith, 2020).
The upper bound in eq. (5) provides a guarantee that the rank of the output cannot be arbitrarily large
if the input is low-rank. In this bound, there are two terms balancing each other: oy_;41, which
increases as j increases, and o (;_1)/x |41, Which decreases as j increases. Without knowing the
precise distribution of the singular values, the j which minimizes eq. (5) cannot be determined. To
understand why the upper bound is tight, we prove a corollary in a simplified one-layer setting.

Corollary 1. Using the notations in Theorem 4 and assuming D = 1, we have o4(Z) <
O(h)o|(k+1)/(h+1)]+1- In addition, the lower bound eq. (6) satisfies that o1 (Z) > O(1)o[s/n
for every k < d — dj,. The constants in both O-notations are universal.

The corollary states that when U goes through an attention layer, the k™ singular value of the output
Z can be increased to at most the order of magnitude of the | k/h|" singular value of U. The lower
bound suggests that this can be achieved by some inputs, which proves the sharpness of the upper
bound. Interestingly, this result says that the number of heads h plays an important role in increasing
the ranks of an input matrix. The term to note here is not the O(h) factor multiplied to the upper
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Figure 6: Flow-of-ranks is also observed for many TSFMs other than Chronos, including Moirai-
1.0-R-base (Woo et al., 2024), WaveToken (base) (Masserano et al., 2025), and VisionTS (Chen
et al., 2025). The hidden dimension d in all three models are 768.

bound but the division by h+1 in the subindex | (k+1)/(h+1)|+1. When h is large and the singular
values decay fast, 0| (541)/(h+1)|+1(U) can be significantly larger than o, (U) (see Figure 17).

In Figure 6, we also verify the flow-of-ranks in many TSFMs beyond Chronos. In general, we
observe that the rank of an attention weight matrix in many TSFMs grows as a function of the layer
index. The three models compared in Figure 6 also have distinct input space dimensions, with that
of VisionTS significantly larger than those of Moirai and WaveToken, which is also reflected by the
overall larger numerical ranks of the weight matrices of VisionTS.

5 USING THESE INSIGHTS: HOW TO COMPRESS A TSFM?

In this section, we apply our theoretical framework to compress large TSFMs. We pursue two
approaches: first, motivated by the observation that attention matrices in many pretrained TSFMs are
already low rank, we apply truncated SVD to each attention matrix of a pretrained model. Second,
to achieve stronger compression, we design architectures that parameterize attention matrices in low
rank from the start and pretrain them from scratch, using a layer-dependent hyperparameter schedule
that accounts for the “flow-of-ranks.” We present results on compressing Chronos, and we provide
more results on another TSFM in Appendix K to support the broad applicability of our methods.
Unlike LoRA’s low-rank fine-tuning updates, we factorize our attention weights themselves, yielding
inference-time efficiency and enabling pretraining with a compressed backbone.

Compressing a Pretrained Model. In Figure 4, we see that attention matrices in a large pretrained
model usually do not have a full numerical rank. That means we can well-approximate a large
matrix with a low-rank one. More precisely, let W € R%*? be an attention matrix and let W =

ijl o;u;v] be the singular value decomposition (SVD) of W. Then, for a fixed ¢ > 0, the
ranke (W) T , < g||W]|2 (see eq. (1)).

=1 UiV,
For a fixed € > 0, we apply the truncated SVD to every attention matrix of the pretrained Chronos
model without fine-tuning, which reduces the number of parameters. We compute the WQL and
MASE losses (see Ansari et al. (2024a)) and their geometric means relative to the original model. A
score below 1 means the reduced model performs better while it performs worse otherwise.

truncated SVD satisfies a relative error bound: HW -3

Table 2 shows that we can compress the attention matrices up to around 23.7% of the original size
without any loss of performance. Reducing the size further takes away key information in attention
matrices and results in a rapid performance deterioration, leading us to the next compression method.

Pretraining a Compressed Model. Table 2 shows a hard limit of compression: compressing the size
to below about 20% makes the performance significantly worse. If one is given enough budget, a
more robust method to obtain a smaller TSFM is by pretraining a compressed model. We parameter-
ize a d X d attention matrix by a rank-d representation. Driven by “flow-of-ranks” from section 4, we
choose to let d be layer-dependent. In the ith layer of the model, we use ad; = d(i) = [do(1+17)%],
where dy > 0 and o > 0 are two hyperparameters. This design is motivated by the fact that the
numerical rank of an input to a layer increases as the layer index, and we need attention matrices of
higher ranks to capture them (see Theorem 3). In Figure 7, we see how pretraining a compressed
model allows us to expand the time—accuracy Pareto frontier of TSFMs, which show that pretrain-
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Table 2: Results of compressing a pretrained Chronos or TS5 model. We apply truncated SVD with
a specific €, which results in a model whose attention matrices are compressed to the “Ratio” of the
original size. We compare the performance scores relative to the original pretrained model, where
“LPPL” stands for the logarithm of the perplexity. Overlap is obtained by selecting the top-10 tokens
from the original model and the compressed one, and computing their Jaccard overlap.

WQL in-domain ~a- Log-Perplexity (T5)

Chronos TS —=— MASE in-domain

Ratio | In-Domain | Zero-Shot | Jaccard@10 (Chronos) T Jaccard@10 (T5)
Overlap T | LPPL | Overlap -

WQL MASE | WQL MASE = = e

0.073 | 4.409 4.095 | 3.562  3.435 0.308 3.313 0.227
0.151 | 1.991  2.412 | 1.566  1.576 0.717 2.530 0.301
0.237 | 1.053  1.005 | 1.030 1.011 0.883 1.652 0.345
0.393 | 1.009  1.024 | 0.990 0.994 0.979 1.544 0.568
0.569 | 1.003  0.952 | 0.945 0.995 0.997 1.290 0.730
0.755 | 1.007  1.021 | 1.027  1.000 0.999 1.085 0.871
0.889 | 1.000 0.960 | 1.016  1.001 0.999 1.028 0.954
1.000 | 1.000  1.000 | 1.000  1.000 1.000 1.000 1.000
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ing a compressed model is more robust than compressing a pretrained one. In fact, in Table 3
of Appendix K, we show that pretraining a compressed Chronos-Bolt allows us to outperform even
traditional local methods on both time and accuracy.

Inference In-Domain Zero-Shot In-Domain Zero-Shot

WQL| MASE| | WQL] MASE| | WQL| MASE] | WQL| MASE |

Embedding From Scratch Reuse Embedding
dy «a Size Ratio

Time Space

3 0.27 0.075 0.346  0.186 1.034 0.988 0.966 0.982 1.031 1.047 1.087 1.084

5 035 0.150 0.398 0.312 1.048 0.982 1.080 1.055 1.025 0.930 0.936 0.960

7 040 0.250 0.494  0.440 1.021 0.949 0.996 1.019 0.999 1.007 0.949 0.943
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Figure 7: Results of pretraining a compressed Chronos model. We compare the performance scores
relative to the original pretrained model. We show prediction losses for both models whose em-
bedding matrix is randomly initialized and models whose embedding matrix is inherited from the
original pretrained model. The last row is the baseline.

To show the generality of our analysis in this paper, we also pretrain compressed Moirai-1.0-R-base
models. We show the results in Table 4 of Appendix K. It clearly shows the benefit of the flow-
of-ranks design: given a fixed compression ratio, a model with a different reduced rank per layer
performs significantly better than one whose rank remains layer-independent.

6 CONCLUSION

We have developed a data/modality-dependent framework via the lens of rank structure for analyz-
ing the structure of and design decisions for Transformers, and we have applied it to Chronos and
Chronos-Bolt, two popular TSFMs. Our results highlight how properties of the model depend on
and interact with properties of the input data, and they lead to concrete principles for the design of
models, parameters, and hyperparameters. We illustrate our proof-of-principle results by showing
the compressibility of TSFMs in comparison to Transformers trained on text data.
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A RELATED WORK

A.1 TIME-SERIES MODELING

Time series data are ubiquitous in many domains, including scientific (Abhishek et al., 2012; Zhang
& Gilpin, 2025; Lai et al., 2025), industrial (Hong et al., 2016), and financial applications (Zhang
et al., 2001), where they facilitate critical tasks, such as forecasting (Hyndman & Athanasopou-
los, 2018), imputation (Yoon et al., 2018), and anomaly detection (Bldzquez-Garcia et al., 2021).
Classical time-series forecasting (Hyndman & Athanasopoulos, 2018) has deep roots in traditional
methods such as ARIMA (Makridakis & Hibon, 1997) and exponential smoothing (Gardner Jr,
1985). Many modern approaches involve deep learning; for example, sequence models such as
DeepAR (Salinas et al., 2020) popularized probabilistic forecasting at scale, while Lim et al. (2021)
combined the attention mechanism with interpretability for multi-horizon tasks. There are other neu-
ral forecasters without attention, such as N-BEATS (Oreshkin et al., 2019) and N-HiTS (Challu et al.,
2023). An evolving modern alternative that targets long contexts efficiently is the recently developed
state-space models (Gu et al., 2021) and Mamba (Gu & Dao, 2023). These neural-network-based
methods are usually considered task-specific — that is, given a task, one trains a model to obtain a
specific set of weights tailored to that task.

A.2 TIME-SERIES FOUNDATION MODELS

Recent work pretrains general-purpose time series models across domains and tasks. Examples
include TimesFM (Das et al., 2024), Chronos (Ansari et al., 2024a), Moirai (Woo et al., 2024), and
Time MOE (Shi et al., 2025). These models differ in tokenization choices, training corpora, and
zero-shot protocols, but they share the goal of one model that transfers across datasets and horizons.

A.3 TIME-SERIES TOKENIZATION AND EMBEDDING

Designing the input representation is the key to leveraging the high flexibility and expressive power
of large Transformers. Patching turns small motifs into tokens, as in Nie et al. (2022) and Das
et al. (2024). Discrete tokenization via quantization has been explored by Ansari et al. (2024a)
and Talukder et al. (2024), and other discrete designs include HDT (Feng et al., 2025) and vector-
quantized methods (Gui et al., 2024). Another line of research is by using frequency-based tokeniz-
ers, such as WaveToken (Masserano et al., 2025). Lately, traditional language embedding strategies
such as Byte-Pair Encoding are also considered (Gotz et al., 2025).

A.4 LOW-RANK STRUCTURES IN DEEP LEARNING

Low-rank structure shows up in the deep learning community as both an inductive bias (Martin
& Mahoney, 2021; Wilson, 2025; Yu et al., 2024) and a compression tool (Sharma et al., 2023;
Gu et al., 2022; Yu et al., 2023). There is also a line of research that looks into parameter-efficient
finetuning called LoRA (Hu et al., 2022), which learns low-rank updates to weight matrices. We note
that LoRA is different from our low-rank model compression strategy because LoRA essentially
learns a high-rank-plus-low-rank expression of the weight matrices, and does not facilitate storage
or inference of a model. Earlier work reduced cost via matrix or tensor factorizations, especially in
the CNN community (Denton et al., 2014; Jaderberg et al., 2014; Lebedev et al., 2014). These ideas
motivate studying when low-rank operators suffice for sequence models, while our paper provides
clean justifications for why low-rank operators suffice for a time-series foundation model.

A.5 LOW-RANK STRUCTURES IN TRANSFORMERS

Low-rank structure in Transformers and attention has been extensively exploited for both effi-
ciency and interpretability. A first line of work directly approximates the quadratic self-attention
matrix with low-rank kernels: Linformer (Wang et al., 2020) projects keys and values to a low-
dimensional subspace, yielding self-attention with linear complexity in sequence length, while
Nystromformer (Xiong et al., 2021) uses a Nystrom approximation of the softmax kernel based
on a small set of landmark tokens. Random-feature methods such as Performer (Choromanski et al.,
2021) further view softmax attention as a kernel and approximate it with low-rank random feature
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maps, obtaining linear-time and memory. Scatterbrain (Chen et al., 2021) analyzes when sparse ver-
sus low-rank attention yields better approximations and proposes a unified sparse+low-rank estima-
tor that attains lower error than either component alone. Complementary approaches parameterize
the weight matrices themselves in low rank: LoRA (Hu et al., 2022) learns low-rank updates on top
of frozen full-rank weights for parameter-efficient fine-tuning of large language models, and Sharma
et al. (2023) perform layer-selective rank reduction to probe and improve the reasoning behavior of
Transformers. These works treat low rank primarily as an architectural or algorithmic assumption
used to accelerate or regularize attention. By contrast, our analysis starts from the observed low
numerical rank of time-series embeddings, proves when attention matrices over such embeddings
are provably compressible, and then uses this data-driven perspective to design TSFMs whose atten-
tion layers are low rank by construction and compressible, which accelerates both pretraining and
inference.
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B PROOF OF THEOREM 1 AND COROLLARY 2

Before we go into the proofs of Theorem 1 and Corollary 2, we present a figure to illustrate the differ-
ences between the quantization-based embedding and continuous embedding discussed in Section 2.

Quantization-based Embedding Continuous Embedding

[[ = *®

T T Tr
|¢: RF >R
R R?
Figure 8: A comparison of the quantization-based embeddings and continuous embeddings. In a
quantization-based one, we discretize the input domain into a number of regions and map each of
them to a trainable vector. In a continuous embedding, we use a trainable function (usually an MLP)

to map each element into the hidden space R%. The red parts in the figure highlight the trainable
components.

The proof of Theorem 1 relies on classic polynomial approximation results. Intuitively, if a function
¢ is well-approximated by a low-degree polynomial, then the low-degree polynomial can be repre-
sented with a small basis, spanning a low-dimensional subspace. We now formalize this notion by
providing the proof.

Proof of Theorem 1. Fix some 1 < j < d. Let P; ; be the best degree-(j — 1) polynomial approxi-
mation of ¢; in the infinity norm, and let

0j = max ||¢i = PijllLe(-1,)-
Since P; ; is a polynomial of degree < j — 1, we can write it into

j—1
Pij(x) = aik T(x),
k=0

where T}, is the degree-k Chebyshev polynomial. Then, we can write = into

— Pj(@) —| | —(1—Pij)z) —| [ao -+ arj1|| — To(z) —
== + =| : +E;.
— Paj(z) —| [ —(9a—Puj)(®) —] |aao -+ agj-1]| — Tj-1(z) —
E; g

Since E; is a quasimatrix of rank at most j, by (Townsend & Trefethen, 2015, Thm. 4.2), we have
that

d d
Sjy1 < ||E]||F = Z ||¢z - Pi,j||2L2([71,1]) <2 Z ||¢1 - Pi,j||2Lw([71’1D < 2\/g5j' 7
i=1 i=1
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Similarly, note that

[Prj(z1) - Pijer) (o1 —Prj)(x1) - (¢1—Prj)(ze)
v = : : + : :
| Paj(z1) - Pyj(zr) (pa — Paj)(x1) - (¢pa— Paj)(wr)
Fj
(a0 -+ a1j-1 To(xz1) -+ To(zr)
= : : : +F;.
|&d,0 * Qdj-1 Tj71($1) Tj71($1)
v,

Since the rank of ¥ is at most j, by the Eckart—Young inequality, we have that

0541 < |Fyllz < |F, |l < VdLS;. (®)
From (Trefethen, 2019, Thm. 7.2 & 8.2), we have that
2V 2Mp~I+t
i< ————— and <L ©)
mv(j—1—-v)” p—1
when ¢; satisfies the condition in the first and the second statement of the theorem, respectively.
Hence, the two statement are proved by combining eq. (7), (8), and (9). ]

The activation function swishg used in Time MOE is analytic, and its domain of analyticity increases
as 3 — 0F. Hence, we can use Theorem 1 to prove that Time MOE’s embedding is low-rank.

Corollary 2. The embedding used in Time-MoE, defined by ¢;(x) = swishg(w;x) - (v;x) =
(wiviz?) /(1 + e=P*), where we assume |w;v;| < 1 and B > 0, satisfies that

oj01 = O (VAL(3 + 5~ (1 +7/(28) 7).
where 041 is defined in Theorem 1 for any ¥ and the constant in the O-notation is universal.

Proof. The function ¢;(z) is a meromorphic function with poles at {z | exp(—8z) = —1} = {(2k+
)7i/B | k € Z}. Set p = 1+ 7/(2/3). Then, within the Bernstein ellipse F, of radius p, we have

that )
T
Re (e_ﬁx) > —c=|oi(z)| < % :O(1+B_2), x € FE,,
where 0 < ¢ < 1 is a universal constant and the constant in the (J-notation is also universal. The
corollary follows from Theorem 1. O
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C PROOF OF THEOREM 2

The intuition in Theorem 2 is that if the MLP does not have a nonlinear activation function, then
the linear MLP clearly maps a low-rank matrix to a low-rank matrix. While a nonlinear activation
function complicates things, a contractive function does not increase the Frobenius norm of a matrix,
which is equivalent to the £2-norm of all singular values.

Proof of Theorem 2. Since X is a rank-k matrix, the rank of WX is at most k. Hence, the Frobe-
nius norm of the matrix satisfies that

k
Wi X[[7 =" 0j(W1iX)? < koy (W X)%.
j=1
Given that |w(x)| < |z| for every x € R, we have

min(dys,L)
kor(WiX)? > [WiX|5 > JwWiX)lz = ) o(w(WiX))%
j=1

Using the singular value inequalities, we have that

min(dy,L) min(dy,L)
3 0 (Waw(WiX)? <oi(We)? Y oj(w(W)X))?
j=1 j=1

< ko1 (W2)? 01(W1X)? = k[|Wa |3 W: X]3.
This is, we can control the number of large singular values of Wy w(W;X) by
{710 (W2 w(WiX)) > e Wa|o[ Wi X2} < ek
Moreover, the rank of the matrix W3X is at most k. Using the singular value inequality that
oirj-1(A+B)<o;(A)+0;(B), ABecR>” ji4j—1<min(d, L),
we have
Ot (P(X)) < 0311 (W3X) + 0 (Waw(W1X)) = 0;(Wow(W1X)),  j <min(d, L) — k.
This gives us
{7 10j(#(X)) > el|Wal2[WiX]|2}| < [{7]0;(W2w(W1X)) > e Wa[2[ Wi X[[2}] + &
< (A4 Dk,

which proves the result. O

19



Published as a conference paper at ICLR 2026

D PROOF OF THEOREM 3

To prove the upper bound in Theorem 3, we will prove a stronger result concerning not only a
single-head attention but also a multi-head one.

Theorem 5. Let C' > O be aconstant. Let E = [x; -+ Xpn| € RN be an embedding matrix,
where d is the hidden dimension, N is the vocabulary size, x; € R% and |x;|2 < C for all
1<j<N.Let W, Wg, Wy € R%*4 pe multi-head attention matrices with h heads, such that
H(WS))TW%)HQ < Cy/dp, and HWS)HQ < C+/dj, for every 1 < i < h. For any d < d such
that o7, , := 0g,,(Z) < 1, there exists a stable low-rank approximation W¢, W, Wy € R?*d
with rank(Wq) = rank(Wg) = rank(Wy) = d, [WLWg|ls < [WL W2, and [Wy ||y <
|[Wy||2, such that given any input matrix U € R4*L for any L > 1, where each column of U is a
column of =, we have that the low-rank attention matrices uniformly approximate the original one:

HMH—Attention(U;WQ W i, Wy, h) — MH-Attention(U; W, W i, W1/ HF <0 (\/& o +1) ,

(10)
where the constant in the O-notation only depends on C'.

Proof. Fix a d < d. For the sake of simplicity, we assume, without loss of generality, that C' = 1.
Let

EZUC'[SCZVE, UJERdXd, SJER(JX&, \/C'[GRNXd~
be the truncated SVD of E. Let Q; = S JV;{ € RIXN, Therefore, we have
IE-U;Q4ll2 < 04y, (B).
Define WQ,WK, and VVV by
W, =WoU,U; eR™, Wi =WgUUF eRY Wy =Wy U UL € R

Since U ; has orthonormal columns, we have that ||U ;|2 = ||UdT |2 = 1. By the sub-multiplicity of
the spectral norm, we have that

WO Wkl2 < [WEHWkll2, Wy |2 < [[Wyl2,

which proves the stability of the low-rank representation. Let Qy € R9*L be the matrix defined by
the condition that the ith column of Qy is the jth column of Q; if and only if the 7th column of U
is the jth column of &, and let
Ay =U0;Qpy - U.
Since every column of Ay is a column of E — U ;Q;, its norm is no greater than Tj1 (2),ie.,
”AU(a])”Q §03+1(E)a ]-SJS-L? (11)
[Aullz < |Av]r < VLo, (B).

Next, we have
1AD s < |AD s < VdrL 0g,,(2),

A WU WU Wi il
—wiu - Wg)UgUEUJQU
= WYU-WPU,Qu = WAy,

where the first inequality comes from the sub-multiplicity of the spectral norm. Moreover, every
column of Aiﬁ) is a column of —WS)AU and must satisfy that

IAYC)2 < Vin og,(B),  1<j<L. (12)
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Similarly, we have that
1A 2 < Vi L(204,1(8) + 0,1(5)°),
A =UT(WH) WU -UT(WY)TWU
=uT(wi)Twlu - uTuul(wh)TwduulTu
=UT(WY)TWPU - QLul(wi)TwWu,Qu
= —AHWL)TWEU-UT (W) WAy - AL (WY)W Ay,

where the inequality is obtained by recalling that |[U[|z < VL and |Ayl|ls < VL oy 1 (B).

Moreover, since we have [|[U(:,7)[|2 < 1 and [|Ap(:,j)ll2 < 0g,,(8) forall1 < j < N, every

entry of A(i) satisfies that

1A E DIk < V(20441 (8) +05,4(B)°),  1<t<L 1<j<L (13
For each fixed 1 < i < h, define the notations
T O\ Ty (9 T (O Ty
Gl — U (WQ ) WKU7 Gl _ U (WQ ) WKU7
Vdy, Vdp,
g9\ = G(:,j), 3\ = G(:.j).

For simplicity, we drop the superscripts (i) on G, G, g, and §. Since we assumed ||u; |2 < 1 for all
1<j< Nand ||(W(Q))ng()H2 < +/dp, we have that

ngHmaX S 17 ||gj||max S 17 1 S J S L.

Denote by g§ and g; the tth entry of g; and g;, respectively. For every fixed 1 < 7 < L and
1 <t < L, wehave

exp(g;)  exp(g))
Si_iexp(gh) YK exp(gh)

| softmax(g;)" — softmax(g;)" | =

t
dj

B ‘Zle (CXP(9§)eXP(§f) - eXp(@;)eXP(gf))‘ Lmaxy, exp(g )exp(gj) —exp(g )exp(gy )|
|(Zhorexp(eh) ) (Shs exp(ah) L exp(—2)

B L maxy, |exp(9§)(exp(9§')+(exp(ﬁf)—exp(g;?))) — (exp(g§)+(exp(g§)_exp(gﬁ)))exp(g;;)‘

- L? exp(—2)

- maxg(exp(1) (exp(g;) —exp(g5) Hlexp(gh) —exp(gh)[)+Hexp(g}) —exp(gF) |lexp(gt) —exp(g})))

- L exp(—2)

< 2exp(1)(2ad+1(5) + o—aiJrl( ) ) (20d+1( ) + 0d+1(E)2)2

a Lexp(—2) J

Dq

(14)
where the last inequality follows from eq. (13). Hence, foreach fixed1 < j < Land 1 <i < h, we
have that

HWE,i)U softmax(g](-i)) - VNVS)U softmax(gﬁ“)H2

L
= Z (Wg})U(:, i) softmax(g}) — W@U(:,i) softmax(ggf))

i=1

2

< \/ZlI?E%XL H( t) softmax(g}) — WU — AP ) (softmax(g§) — d;)) H2
< VI max (||A(Z (5, ) lalsoftmax ()] + [ W U(, 8)]2 Do)

<VL (\/@%H@(I/L) +/dn O((Jd+1 + 0d+1) /L>) =0 (M Udﬂ/\/Z) ’

21



Published as a conference paper at ICLR 2026

where the last inequality follows from eq. (12) and (14). Since WS)U softmax(g](-i)) —
VNVS)U softmax(gy)) is the jth column of

Attention(U; W, W W) — Attention(U; W&, W), WD),
we have that

[MH-Attention(U; W, W, Wy, h) — Attention(U; W, W, Wy, h)||

h
= Z HAttention(U;Wg),W%),WE})) - Attention(U;VVg) W;?,VVS))H%
i=1

h L ) ) . . 2
D23 WA sofman(gf”) ~ WU sofimas())

\ i=1 j=1 !
= VILO (Vi 04,1 /VL) = 0 (Vd oz,

The proof is complete. O

Theorem 5 immediately proves the upper bound in Theorem 3. The lower bound needs a separate
argument.

Proof of Theorem 3. The upper bound follows immediately from Theorem 5 by setting & = 1. To
prove the lower bound, let U’ € R?*? and U € R?** be such that
U=[U|0], U =diag(,...,00) € R 0ecR>E-D,
Clearly, the singular values of U are o4, ..., 04. Define Wg and W g such that
WL W g = log(4d)o, *Vd 1.

Then, we have

Tw T .
_ U WoWgU _o [ diag(o?,...,09) | Oux(r—a
= ————=—— =log(4d)o,
Vd O(L—dyxd | O(L—d)x(L—a)
Let G = softmax(T) and let g; be the jth column of G. Then, for every 1 < j < d, we have
1 1
< Ll { .’
_ (L — 1) +exp (log(4d)o;*0?) ~ 4d 7
gi=loh- 0l gi= 2 oy (15)
j j il j exp (log(4d)o;?0?) N 1 .
(L—1)+exp (log(4d)0d_20JZ) -2 —J

Write G into

| G| G2
G_{Gm Gzz]’

where
Gll _ G/ c RdXd7 G12 c RdX(Lfd)’ G21 c IR(L*(I)Xd7 G22 c R(L*d)X(Lfd)’
and write G into the sum of its diagonal part and off-diagonal part:
G11 = Giag + Goft-diag

where Guiae is a diagonal matrix and Gogr.giag 1S @ matrix with zero diagonal entries. Then,
by eq. (15), we have
1 —

. : 1 1
0d(Gaig) = min g’ > 3 | Gottdiag||2 < || Goft-diag|| 7 < d4d =7

1<j<d
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Hence, by Weyl’s inequality, we have

1
04(G11) > 04(Giag) — || Goft-diag||2 > 1 (16)

Using the results above, we have

UngWKU - UTWZ)WKU
Wy U softmax| ——— | — W U softmax| —————
Vd Vd
= (WyU-W,U)G = WyU - W, U |0 [ESEERSE
\% \4 14 |4 dx(L—d) Go1 | Goo
- [ (WVUuVVVU') G ‘ (WVUuWVU') Gy }
but WVU’ is a rank-d matrix so we must have
Wy U = Wy Uy > 05, (WyU') =04, (17)

Hence, by the singular value inqualities, we have

UTW(BWKU - UngWKU
Wy U softmax| ——— | — Wy U softmax| ————
Vd Vd

~ ~ 1
> (WU =W U') Gu|| > 00 (Wo U = WoU') 04(Gt) > S04

2

where the last inequality is obtained by combining eq. (16) and (17). The proof is complete. O
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E COMPRESSING A MULTI-HEAD ATTENTION LAYER

Theorem 3 concerns the compressibility of a single-head attention layer. In practice, most TSFMs
use multi-head attention instead:”

Attention(U; WS), Wg), WS))
MH-Attention(U; W, Wg , Wy, h) = : ,

Attention(U; WS), w Wi (1%)

T .
W — |(Ww® w ©) dn xd _
Q/K/V = [( Q/K/V)T e Q/K/V)T} ) WQ/K/VGR XA dy =d/h.

This leads to the following question: does the number of heads have an effect on the numerical ranks
of the attention matrices in trained Chronos models? The answer to this is positive, but there are
some important subtleties. If we look at the left panel of Figure 9, then we see that if we pretrain
Chronos models with fixed hidden dimension d = 1024 and only increase the number of heads,
the numerical rank of attention matrices increases. At first, it may seem that this happens because
a multi-head attention is less compressible than a single-head one, but this is not the case. It is
straightforward to show that Theorem 3 holds as well for multi-head attentions (see Theorem 5
in Appendix D). In particular, if = has an algebraic rank of d, then all multi-head attention matrices
can be compressed to rank-d without affecting the output.

Rank of W¢ Rank of per-head Wg) Angles between Rows of W
200 0 S IIH%]
—~ —~ oy 2
o &4 02,«
é: E: ~ 400 12 “;/.
= = 600 08 =
: 0.5
0 200 400 600 00

Figure 9: The left panel shows the averaged e-rank of query projection matrices W in pretrained
Chronos models with varying number of heads. The middle panel shows the averaged e-rank of

query projection submatrices Wg) for every head. The right panel shows the angle between every
pair of rows of W, in the first layer of a 3-head pretrained Chronos model.

If Theorem 5 holds for multi-head attention, then why does a multi-head attention exhibit a higher
numerical rank? To understand this, we need to understand the mechanism of a low-rank weight
matrix. We use W for illustration, and the same analogous applies to W and Wy . Let W €
R¥*? be approximated by a rank-d matrix, i.e., Wy =~ W Wy, where W; € R*d and W, €
R4*4 We view the action WU, which maps every column of U from R? into RY, as a two-
step process. First, we multiply W to U to drop the columns of U from R to R¢. In numerical
linear algebra, this is known as “sketching,” (Drineas & Mahoney, 2016) i.e., Wy “sketches” a d-
dimensional subspace R(W,U) in REL, the row space of W5 U, from a d-dimensional subspace
R(U) inR*? If 0,,(U) is small, then there exists a sketching matrix Wy so that R(W,U) ~
R(U) D R(WqU); hence, we can apply a matrix W to lift the columns of WU from R? back
to R? and have W;(W,U) ~ W U.

If we apply a low-rank approximation to a multi-head attention matrix W g, then we obtain:

1
WY w{ wiw, | ]
L =WoR W Wy= | 1 | Wy = : ;o W eRrmxd (19)
w( w ww,

In eq. (18), the 1/ v/d normalization factor in an attention is changed into 1/+/d,.

3In numerical linear algebra (NLA), sketching is usually considered as an operation on the column space.
To adapt it to our framework, we sketch the row space instead. This is achieved by taking the transpose of the
matrix U and sketching its column space as usually done in NLA.
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When we apply W, to U, for each head 1 < ¢ < h, W sketches a d-dimensional subspace from

the row space of U while ng) forms dj, rows from this d-dimensional space. This makes the

problem clear: in an “optimal” low-rank approximation of W, the sketching matrix Wy, is shared
across all heads. Since each head is independent from the others in a multi-head attention, there is
no guarantee that, in a pretrained model, the sketching matrices will be shared. In the right panel
of Figure 9, we visualize the angles (see eq. (2)) between every pair of rows of W. If W is shared
across all heads, then all rows of W should exhibit some linear dependency. We only see low-rank

structures within each head WS) (i.e., the dark d;, x dj, blocks along the diagonal). This shows that
instead of eq. (19), W, from a pretrained Chronos model looks more like

1 1 1

Wi e

L | =wo s : . WP eRrdxd WP er™d (20
wy wwi

which leverages a head-dependent sketching Wéi). The rank of the right-hand side matrix
in eq. (20), which consists of h rank-d submatrices, can be as large as hd. This finding explains
the phenomenon we observed at the beginning of this section, i.e., while the numerical rank d of the
input stays the same, the rank of the attention matrices increases with the number of heads h. The
middle panel of Figure 9 confirms this numerically. We see that the numerical rank of the projec-
tion matrix WS)
number of heads.

in each head remains relatively constant for reasonably large € as we increase the

Our observation in Figure 9 is empirical and explanatory: it says in a pretrained TSFM, the atten-
tion matrices W, g /v are essentially doing the head-dependent sketching (see eq. (20)). From a
methodological point of view, if we train a compressed model (i.e., the one that is paramaterized by
‘W, and W, instead of W ) from scratch, should we adopt a parameter-efficient head-independent
sketching in eq. (19) or a head-dependent one, which requires more parameters? If we know the

numerical rank d of E so thatoj, (2) is tiny, then from an approximation theory perspective, there

is little loss using eq. (19). The only problem is: we do not know da priori. If we choose d small
enough that o ; Jrl(E) is still relatively large, then the following theorem (see Appendix E for the

proof) shows the benefit of using a head-dependent sketching ng in eq. (20).

Theorem 6. Fix some d = h x dj, for two positive integers h and dj, and L > d. Let C > 1 be
any stability bound. Let 1 > o1 > 02 > -+ > 04 > 0 be any fixed sequence. There exist an input
U € R™L with 0;(U) = o forall 1 < j < d and three matrices W, W, Wy € R?4, such

that the following statements hold for any d < dy:
1. Given any rank-d matrix Wy € R%? with |[Wy ||z < C||[Wy | ¢, we have
~ 1
HMH-Attention(U; W, Wi, Wy, h) — MH-Attention(U; W, W, Wy, 1) H > S0
2

2. There exist low-rank matrices W, W, Wy € R¥*? with [Wol|r < [Wolr, [WkllF <
||WKHF’ and ||Wvl|p < HW\/HF, such that

(1) (1)
Wo kvaWoikve
5 _ . 0 anx(d © a1y
Wo kv = : v Wik €R nx (@), WQ/K/V,2€R( X,
W(h) W(h)

Q/K/V1YYQ/K/V,2
where every row of Wg)/ K/V,2
entries, and satisfies that

except the last row of Wg?z, contains at most dj non-zero

HMH-Attention(U;WQ W i, Wy ,h) —MH-Attention(U; W o, W Wy, h) H < 4\/thd~+1.
2

Theorem 6 highlights an “error-correcting” mechanism of the head-dependent low-rank design
in eq. (20) in the following sense: if we choose a d where o, is large, then the first statement
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shows that the shared sketching in eq. (19) inevitably limits the expressiveness of the reduced multi-
head attention layer. Using a head-dependent low-rank representation relaxes the error to the order
of 7, 7,1, which can be significantly smaller than o ;, ; when the number of heads h is large and the

singular values decay fast. While using eq. (20) requires a larger number of parameters, Theorem 6
suggests the potential of a sparse parameterization of the sketching matrices Wg)/ K/V2 We leave

this as a promising future direction.

E.1 PROOF OF THEOREM 6

We prove that a sparse but head-dependent sketching performs better in theory than a head-
independent sketching, especially when d is lower than the numerical rank of the input matrix.

The intuition is that if d is too small, then the sketching performed by a single sketching matrix
must be bad, but if we use head-dependent sketchings, then we can leverage multiple of them to still
obtain a lot from the input matrix.

Proof of Theorem 6. Set Wy, = 1. Interleave the singular values o1, . . ., 04 as follows:
o) = (0_9)’0;1) e ,Ufﬁb)) = (01,0h+1, e 70'(dhfl)h+1)7
o@ = (gf),af) .. ,ac(li)) = (02,0h+2, e 7U(dh,71)h+2>v
a'(h) = (U%h% O'éh) ey Uéi?) - (O—hy O2hy -« Udh,'h) N

Define the input matrix by

U l diag(diag(c"),. .., diag(c")) | Oux(r—a) ]
Up

Foreveryl1 <i < hand1 < j <dp,let v](-i) € R be a unit vector satisfying that

iT i .. . .
VOVl <1 ) £,

2

Then, consider the following matrix:

Wao=Wi=[vi/ol) o Vol || v P el ] e mivxd,

S dp
Then, by our construction, the matrix UTW;WKU satisfies that
T . [ .. .,
(UTWQWKU) G,j) =1, ‘(UTWQWKU) (z,j)‘ <1, 4]
Set

e = min { (14 €) 1z, /2 in, o),/ IWy U, +200), 1.

By choosing a sufficiently large o > 0, we guarantee that

TR\ (A _
softmax U (aWo)(@Wx)U - La | L1 ax(z-a) <e. (21)
vy OL—ayxa | L' L (_ayx(L—a) -

G G F

Let query and key matrices W and W g be defined in eq. (18) using submatrices Wg) = QWQ

and W;? =aWg, respectively, for all 1 <4 < h. We use these matrices W, W, Wy, and U
to prove the two claims.
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Claim 1: No low-rank parameterization gets to an accuracy below o;, ;. Let Wy e R¥%d pe
any rank-d matrix. We can write the approximation error as

HMH—Attention(U; Wo, Wi, Wy, h) — MH-Attention(U; W, W, Wy, h) H2

F wihua F wihuag |
 wiuc | | wilua ||
wihue | | wiPué ] wi - wihu(G - G)
=z : - : - :
 wiuGc | | wiPua || (W - wihuG - G) ||,
Eieaa Eirail

To control E.;, we note that

. @) _ @ ¢ (&) a2 ~G
Bt < o (W1 - W) U(G-6)[, < ma ([W7]] + [ W], ) &,
, (22)
< (1 +0C)e=5044
To control Eje,q, we note that
Wi - wihug Wy = Wy) [ Up | L' Uplaxzu |
W - W) UG Wi = W) [ Up | L7 UpLus(z-a) ]
Hence, we have
Wi - W UG (Wi - Wi Up
Elead = =z
R ~(h = h A (23)
(Wi - wiua Wy - Wy)u

2 2

= HWVUD - WVUDH2 > 04,1

where the last inequality follows from the fact that the singular values of Wy Up are exactly

01,...,04 and Wy Up is a matrix whose rank is at most d. Combining eq. (22) and (23), we
have

HMH-Attention(U; Wo, Wi, Wy, h) — MH-Attention(U; Wo, W, Wy, h) H2

1
> Eiead — Eirail > §O—CZ+1~
Claim 2: A sparse parameterization gets to an accuracy below 0, ;, ;. Forevery 1 < i < h,
define Wi, € R%>*? and W, € R¥*¢ as follows:

. :[~ .
wi = d o WY =105 oo | Li | 04 ia g 1
V,L [ O(drd)xd" V,R [ dxdp(i—1) ‘ d ‘ dx ((dp—d)+dp(h—1)) ]

Then, we have

: (1) (7)
’ ’ 0, —d)xdy (i-1) | 04, —dyxd | O — )% ((dn—d)+dn (h—i))

while
()17 — : (i) (4)
W‘} U= { dedh(ifl) ‘ diag (O’l ,...,adzh) ‘ dedh(hﬂ.) ] .
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Hence, we have that

IWPU - W, WU, =) (24)
Similarly, let WS)L, W%)L € R x(d+1) apd WS)R, W%)’R € R+ xd be given by

W, =W, = a[ V0 o Ve VO] = modih) 41

I; | 0, 7 i1,
" 0, | [1/04:1.0,...,0]
QR ™

Opvapiny | La \Ocix((dh d)-+dy, (h=i)) i1,

[1/01,0,...,0] \ 0 | Oy sc((an—dyrdn(ni))

Wi _ [ 04y (i-1) | I \ 04 (dp—d) +di (h—i) } _

K.R {1/0’1,...,1/0’dh(i 1) ‘ [1/O’d;,,(i71)+cz+17'"71/0d]

Note that since we have ||vj(-i)||2 forevery 1 < i < hand 1 < j < dp, we clearly have that
WS WS allr < aWolp and [W, W pllp = |aWik||p for every 1 < i < h. Hence,

we have [|[Wol|r < |[Wqllr and |[Wg||r = ||[Wk||r. From now on, we only argue for the first
head, i.e., ¢ = 1. The rest follows easily from symmetry. Set + = 1, we have

T ot ~
vV 1<i<d, 1<k<d,
Tw® Tw® Tw@ wib) ) (I)TV?)’ 1<j<d, d<k<d,
Y Waor Wor WictWicrl [ R =0 v vl j=dt1, 1<k<d
- . ! ;
T (2) ng), j=d+1, d<k<d,
0, otherwise.

Thatis, for1 < j < c{, the jth column of T has exactly~ one entry that equals 1, which is the jth
element for 1 < j < d and the (j + 1)st element for j > d. Moreover, for j > d, the jth column of
T is zero. Hence, from the definition of «, we have

Hsoftmax (’i‘(l)> (1:d, :)fG(lch,:)H < Hsoftmax (’i‘(l)> (1:(7,:)7(3(1:(?,:)“ +HG~‘17GH <2e.
2 2 2

Combine eq. (24) and (25). We have
|[WiUG - Wi, WU softmax (T)) H2
< |[wPve-wiwiue| +||wiwihue-wi wih,U sofumax (1)
= [wive -wi wiu| + Wi, wil,u (G - sofumax (T0)) (1:d,)||
< HW“)U—W(V”LW(;)RUH IIGH2+(HW(1)UH +a§+>1)H<G—softmax (T<1>))(1;J,:)H2
<ol @+e)+2e [ WL WU <40l <40y,

where the first inequality follows from the triangle inequality, the first equation follows from the

sparsity of Wg/)R the second inequality follows from the sub-multiplicity of the spectral norm
and eq. (24), the third inequality follows from eq. (24) and eq. (25), the fifth inequality follows

from the definition of €, and the last inequality follows from the definition of a(~ ) . Notably, this
inequality holds for every head 1 < ¢ < h. Hence, we have

HMH-Attention(U; Wo, Wi, Wy, h) — MH-Attention(U; W, Wi, Wy, h) H
2
(@) (i) w0 (i
< Vh max WU - WiZ, WD, U softmax (T)) H2 <AVh a4,

The proof is complete. ]
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F PROOF OF THEOREM 4 AND COROLLARY 1

In this section, we prove the idea of flow-of-ranks. The upper bound is proved via a straightforward
application of singular value inequalities while the lower bound requires a careful construction.

Proof of Theorem 4. We prove the two statements separately.

The upper bound. Fix a head index 1 < ¢ < h and let

AT .
. ‘ . oUWl wiy
Y = WU softmax (T?), T = Q__K
Vdp,

Then, every entry of T(*) has a magnitude no greater than 1 because every column of U has a 2-
T . .
norm no greater than 1 and ||Wg) W%)Hg < /dj,. Hence, every entry of softmax(T(") has a

magnitude between L~'e~2 and L~'e2. This means

o1 (softmax(T(”)) = Hsoftmax(T(i))H < Hsoftmax(T(i))H < €.
2 F

Moreover, since HWE}) H < 1, we have that
2
o; (YO) < oy(U), 1<) <dn

Fix some 1 < j < d and let j, = |(j — 1)/h] + 1. When we concatenate Y (¥ to form Y, using
the singular value inequality that o;1;_1(A + B) < 0;(A) + 0;(B) and defining Y7 to be the
concatenation of Y (9 for all 7 € Z, we have

0; (Y) < 0y, (Y(h))+0j—jh+1 (Y[h_”) < gy, (Y(h))+0jh (Y(h_l))+0j—2jh+2 (Y[h_m)

<og (Z (Yw)) tor i (Y0) £ 30, (YO) < e?hoy, (0)
1=2 i=1

Hence, applying the same inequality again, we have that
1 1 e?h
or(Z) = oy, (U + \/NY> < op—jt1 (U)+0; (\/NY> < Uk—j“"'ﬁat(j—l)/hﬁl' (26)
Moreover, from the triangle inequality, we have
01(Z) > 01(U) — 0y (&Y) > 01(U) — %ezhm(U) > %Jl(U). (27)
Combining eq. (26) and (27), we prove the theorem.

The lower bound. Let 1 = o7 > --- > g4 > 0 be given. Define the input matrix to be
U = [diag(a1,..-,04) Oax(r—-a)] -
Forevery 1 < i < h, let Wg/i) be

w Lip—1 O(ay—1)x(d—dp+1) |
v 01x(dp—1) 015 (d—dn+1)

Set ¢ = VN og/(5h). Forevery 1 < i < h, let P() € REXL be the matrix so that P()(1 :
dn, ((i—=1)dp+1) :idy) = 14, PO (dp, k) = 1 forevery 1 < k < (i — 1)dj, and every k > idp,
and is zero elsewhere. For a sufficiently large o > 0 determined later on, let

Wg) =« [diag(g;17 ey 0_;:.) Od;,X(d*dh,)jI ’

O(dh_1)><(i—1)dh 0 ‘

i ’ (drn—1)x (h—i)dp
Wi = [ -1 —1 }

—1 —1
01 T 0G-1)dy, [githrl Ud]

. 1 _
diag(o; )4, 110+ ,oidi)
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Then, we have
. T .
T .=UuTW)) wiu

O(d,—1)x(i—1)dy O(dp—1)x(h—i)dy

=aP®,

h

=« [Idh OdhX(Lfd”)]T [ .

04, x (L—d)

Lix(i—1)d, L% (h—i)dy

Therefore, by picking « sufficiently large, we have

—_

, k=j+ (i —1)d,

1, j=dpand k < (i — 1)dp,
GO —GW|y<e, G :=softmax(T®), G k)= 1, Jj=dpand k > idp,

L' k>d,

0, otherwise.

(28)
Note that we have

i = (i diag(al,... Ohp _1) 0 Od 1 L—d
wOUGH — 1 Ohq (dn=1)x(L—dn)
v 01 (d,-1) 0 Oix(r-dy
O(d,—1)x(i-1)dy, O(dy—1)x (h—i)dy

I, L4, «(L-a)

x Lix(i—1)dy 11y (h—i)d,
O(L—dp)x(i—1)dn | O(L—dn)xdn | O(L—dn)x(h—i)dn | L L(L—dp)x(L—d)
. L~ dia _1)1¢g, — _
Odh,X(ifl)dh, dlag(01>- . -,Uhd—l,O) Odh,X(h*i)dh |: g((fh 017:?;_;)) (dn—1)x(L d):|

(@)
Y v @

trail

Note that the mulithead attention output is given by

Y = MH-Attention(U; W, Wg, Wy h) = [Yied Y] + E,

T
_ nT T - n’ n T
Yieas = [Yl(eazi T Yl(eac)i } ’ Vil = [Yl(rai)l U Yt(rai)l } ’

where

h h
1Bl < Y IWPUGH - WHPUGD |, < 3 WU LGP — GOl < he,
i=1 i=1

and the layer output is given by

1
Z=U+ ﬁY = [Zicad  Zuail] +

Zyena = diag(oq,...,04) +

E,

-

1 1
ﬁYleada Lot = ﬁYtraiL

Since Zj.,q is a diagonal matrix with nonnegative entries, its singular values equal its diagonal en-
tries, which are

1 1 1
o1+ =01 02+ 7502 Odp, -1+ 750d,—1 gdp,
1 1 1
Udh+1+7\/ﬁgl Odp+2+ \/ﬁ’0'2 th,+(dh,fl)+ \/ﬁo'dh71 Odp+dn
1 1 1
T(h=1)dp 1T YR O(h-1)dnt2T 7502 " O(h=1)dn+(dn—1) T g Tdn=1 O(h—1)dy+d

(29)
Moreover, since Zje,q is a submatrix of Z, the singular values of Z are no smaller than the singular
values Of Zieyq. Given 1 < i < hand 1 < j < dp, let & j = o(i—1)a,+; + Lijza,10;/ VN be the
element in row ¢ and column j in the array in eq. (29). Then, we have that

&ij <& forany i >4’ and j > j'.
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Hence, ; ; is no greater than the (¢ x j)th singular value of Zje,q. That means for every 1 < i < h,
the kth singular value of Zj,q satisfies

Lrr/i1£d
Ok(Zicad) > &iTr/il = O(im1)dp+Tk/i] + %Uﬁcm.

Using Weyl’s inequality, we have

\/—lﬁol(E) > o0 (Ziead) — j%

1 Lrkit£ds
2 <1 - 5> <U<i—1)dh+rk/ﬂ + #"Wﬂ :

Uk<Z) > Uk<Zlead) -

Moreover, we have

1 1 1 1
01(Z) < 01(Zead) + 01 (Zooat) + —— 1 (E) < (1 + ) + Yol + —=he

VN VN/) VN VN
1 1 16
<24+ —VLxdxL24+-<—.
<2+ N X d X + 553
Combining the two inequalities above, we obtain the theorem. O

The proof of Corollary 1 is a straightforward manipulation of the ceiling and floor operators.

Proof of Corollary 1. Set j = |(hk +1)/(h + 1)], we have

Ok—j+1 = Ok—|(hk+1)/(h+1)|+1 < O[k—(hk+1)/(h+1)+1] = O[(k+h)/(h+1)]5

and

OLG=1)/h)+1 = O(L(hk+1)/(h+1)|=1)/R|+1 S O[((Rk+1)/(h+1)=1)/h]+1 = O|(k+1)/(h+1)]+1-

The corollary follows from Theorem 4. O
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G WATCHING THE WEIGHTS OF LARGE MODELS

The central claims made in this paper are heavily based on the low-rank structures of weight matrices
in large-scale time series foundation models. In this section, we provide more empirical analysis of
the singular values of these matrices.

G.1 COMPARING THE WEIGHTS OF TSFMS AND LLMS

For the first set of comparisons, we consider three models: T5, Chronos, and Chronos-Bolt. While
TS5 is an LLM, Chronos and Chronos-Bolt are TSFMs. The three models we compare have the same
base size, and each model contains 12 encoder layers and 12 decoder layers. From each layer, we
take out a matrix W, which is either the query projection matrix W ¢y € R768%768 or the first matrix
of the MLP layer Wy p € R3972X768 We apply an SVD to the weight matrix W = UXV " and
construct a histogram out of all relative singular values in diag(3)/X1 1.

TS5 Chronos Chronos-Bolt

A Al
Dy A

l

l

Wwip

e =
— | e
— |

{on| S ) o
— e el

— !

Figure 10: The distribution of all relative singular values in a weight matrix W in a TS, Chronos,
or Chronos-Bolt model. We use five progressively fainter face colors to indicate the range where the
relative singular values are in the (1e-5,1le-4], (le—4,1e-3], (1le-3,1le-2], (1le-2,1e-1],
and (1e-1, 1e0] ranges, respectively. Each model contains 12 encoder layers, and we arrange
the corresponding 12 weight matrices in row-major order. Note that all histograms are made on a
semilog-x scale.

From Figure 10, we make some observations that align with the major claims made in the main

manuscript:

1. The relative singular values decay faster for Chronos and Chronos-Bolt and they decay much
slower for TS. The reason is that TSFMs leverage low-rank embeddings and do not require
high-rank attention matrices, which is not the case for TS, which inevitably needs a high-rank
embedding.

2. In Chronos and Chronos-Bolt, when the layers get deeper, we generally have a higher-rank struc-
ture. This aligns with the flow-of-ranks idea: as an input is pushed through more nonlinear
attention and MLP layers, its rank gets higher, and we need higher-rank attention matrices.

3. The attention matrices are generally more compressible than MLP matrices. This is not sur-
prising, because the attention matrices in these models are square matrices, making low-rank
structures much easier to emerge than in a rectangular MLP matrix.
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G.2 WATCHING THE WEIGHTS OF TSFMS DURING TRAINING

Another mysterious finding that we used in the main manuscript is that the attention matrices in a
pretrained Chronos or Chronos-Bolt model all demonstrate low-rank structure; however, while The-
orem 3 only suggests that the attention matrices can be written in a low-rank form, it does not
preclude these matrices from having a high-rank form. To understand why the attention matrices
happen to exhibit a low-rank structure, we watch the training dynamics of these attention matrices,
where we pretrain a small Chronos model and record the six weight matrices in its six encoder layers
at a few different training steps. Unlike Figure 10, in Figure 11, we do not show the relative singular
values o /o1. The reason will be clear later.

wn
-
(e}
=
w

Step = 436 Step = 3138

—

——
]
—

——
——
——

Step = 7314 Step = 10000 Step = 50000

[

Figure 11: The distribution of all absolute singular values in a weight matrix W in a Chronos
model over training. The model contains 6 encoder layers, and we arrange the corresponding 6
weight matrices in row-major order. Note that all histograms are made on a semilog-x scale.

We note that the initialization of Chronos typically relies on a very small scaling factor. That is, the
weights are all initialized to be small. From Figure 11, we see that the weight matrices are eventually
learned to be larger: that is, by looking at the absolute singular values instead of the relative ones,
we see that the leading singular value, i.e., the norm of the weight matrix W, eventually gets
larger. When they get larger, we note that the low-rank structure evolves. This “learning the leading
singular direction” interpretation is more plausible than if the weight matrix W is initialized large,
because it has no incentive to “forget the residual ranks” when it does not need to.

G.3 WATCHING THE WEIGHTS IN A MULTIHEAD ATTENTION

In Figure 9, we showed the “correlation matrix” of a three-head attention matrix W,. In Figure 12,
we show more of these matrices when a different number of heads h. For each number of heads
h, we can see clearly h low-rank blocks on the diagonal, corresponding to the in-head low-rank
attention.

One interesting observation we can make is that the off-diagonal parts of the heatmaps, while much
more yellowish than the diagonal parts, also have block structures. This is expected: if the rows in
each head are very colinear, then when you compare rows between two different heads, they should
share a similar angle. That is, we have a duality that not only holds for attention matrices but also
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Figure 12: We pretrain a Chronos model with a different number of heads h. As h changes, we
show the angle between every pair of rows of W g in the first encoder layer.

holds in general: the darker a diagonal block is, the clearer the edges of off-diagonal blocks in the
same row of blocks will be.

The off-diagonal parts of attention matrices, while much more orthogonal than the rows within each
head, are still far from random. This means the heads themselves are also somewhat correlated,
which is not surprising given that the row spaces of query, key, and value matrices are subspaces of
the potentially low-dimensional row space of the input and that the models are trained with a single
objective. There are two forces pulling against each other: a head-dependent random initialization,
which “orthogonalizes” different heads, and a head-independent training objective that tries to align
these heads.

There is a third trend (and the second duality) that is also very interesting: darker diagonal blocks
seem to correspond to lighter off-diagonal blocks. There is one potential explanation for that: if the
diagonal blocks are very dark, that means each head only attends to a tiny bit of information of the
input. In order to obtain good results, other heads must incorporate the remaining bits of the input,
resulting in very different sketchings and larger angles. On the other hand, if the diagonal blocks
are brighter, that means it already contains a fair amount of information about the input, and lots of
the input information is shared across heads. Hence, they should be much more correlated during
training.

34



Published as a conference paper at ICLR 2026

H VISUALIZATION OF TOKENIZERS

In section 2, we consider a large corpus of inputs. Here, we perform two case studies to look into
how each of the embeddings works. In particular, we select two time-series input data:

* A sinusoidal wave sin(t).

¢ A random Gaussian input, where each entry is i.i.d. A'(0, 1).

Let X € R?* be the embedded input. For each pair of vectors x; and x; of X, we compute the

their correlation:
%/ %]
0;; = arccos | —"——7— | .

[Ixill2 ;112
These correlation matrices are shown in Figure 13. There are two interesting observations to make:
first, for WaveToken, the correlation matrix given a sinusoidal input has clearly four blocks —
corresponding to the low-frequency wavelets and high-frequency ones. For Time MOE, the angles
are so much darker because we apply a continuous embedding on a one-dimensional input space,
leading to an ultimately low-rank structure.

Chronos Chronos-Bolt WaveToken Time MOE
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x "4 x 0,0, 0, 8, 00
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Figure 13: The heat maps show the correlation matrix of the embedded input with a random context
or a sinusoidal one, using four different embedding strategies. The two line plots show the relative
singular values of the embedded matrix X.

We also observe that the numerical rank of the embedded input X is generally higher when the
context is random than sinusoidal. This is not surprising either, because the temporal relationship
within a random context is much more complex than that in a sinusoidal one.
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I MORE ON THE CHEBYSHEV EMBEDDING

In Figure 4, we show an experiment where we increase the rank of a fixed input embedding and
watch the numerical ranks of pretrained Chronos models with that embedding. Here, we further ex-
plain how we can control the rank of this fixed input embedding function using Chebyshev polyno-
mials. To motivate our design, we first consider how we can compute a rank-1 embedding function
®, : R — R? In this case, what ®; needs to do is to map the real line linearly onto a one-
dimensional subspace of R?. That is, we can set ®;(z) = zu for some fixed unit vector u € R,

Now, how can we use this idea to design a rank-k embedding @ (z)? One way to do that is by
considering the following extension of ®:

®, R — R?, = fi(z)ug + -+ fr(z)ug.

As long as the functions fi, ..., fi are linearly independent, the image of the real line, ®(R),
is a subset of a k-dimensional subspace of R%. The only question that remains is: how to choose
fi(x),..., fr(x). Perhaps the easiest way to choose such a basis is by making them monomials:
f;(z) = x7. However, the monomial basis often suffers from many numerical stability issues and is
not ideal for the embedding, e.g., for a large 7, the set {z, ..., x7} is very ill-conditioned. To choose
a well-conditioned basis, we use Chebyshev polynomials, which are orthogonal on [—1,1]. That
is, we set f;(x) = Tj(2/Tmax), Where Zmax is the maximum number considered in quantization,
which equals 15 in the case of Chronos. Given a set of points x1, ..., 2y to embed, we assemble
the embedded matrix X € R4*L as follows:

1. Sample orthonormal random column vectors u, ..., u; € R,
2. Compute row vectors f, ..., f € R*X where the ith entry of £ is T (%; /Tmax)-

3. Compute the outer product X = Zle u,f;.

We show the visualization of our Chebyshev embeddings in Figure 14, where as see that as we
increase the rank &, the embedding becomes more “complicated.”
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Figure 14: Visualization of the Chebyshev embeddings. For each embedding, we visualize the first
two dimensions out of the 768 in the hidden space. There are 4096 points embedded in the hidden
space, whose corresponding values in the input domain range from —15 to 15.
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J NUMERICAL EXPERIMENTS TO CORROBORATE OUR THEOREM

In this appendix, we provide numerical experiments, simulated in MATLAB R2024b, that verify the
theoretical statements we made in the main manuscript.

J.1 TwoO NUMERICAL EXPERIMENTS ON THEOREM 3

To verify Theorem 3, we fix the hidden dimension to be d = 512 and the vocabulary size N = 4096.
We create a random embedded matrix X € R4*Y with singular values s € R? ranging from e~ to
" and uniformly distributed on a logarithmic scale. This matrix is computed by randomly sampling
an orthogonal matrix U € R%*? and a matrix V. € R¥*? with orthonormal columns, via QR-
decomposing random matrices, and setting X = U diag(s) V.

Next, we randomly sample three attention matrices W, W, Wy, and for each reduced-order
d=1,...,d — 1, we use the constructive formulas given in the proof of Theorem 3 to compute

the reduced matrices VNVQ7 W K, Wy. We set the input to be the entire vocabulary matrix X and
compute the output of the original attention layer, defined by W, W, Wy, as well as that of

the reduced one, defined by VVQ, w K, Wy,. We evaluate the Frobenius norm of the difference
between the two outputs.

10°
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Ry -2
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; 2x10°8
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106 b : : : : : : :
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Od+1 d

Figure 15: The left panel shows the relationship between the reduced-order d and the approxima-
tion error of a randomly sampled attention layer applied to a randomly sampled input matrix X with
controlled singular values oy, ...,04. The reference line has a slope of 1 in the log-log plot. The
right panel shows the relationship between the dimension of the hidden space d and the approxima-
tion error of a fixed-degree reduced-order model. For each hidden space d, we randomly resample
the attention matrices and embedded matrix X, holding its leading singular values unchanged. The
reference line has a slope of 1/2 in the log-log plot.

Figure 15 shows two controlled experiments by changing a different variable. On the left, we change
the truncation degree d, which in turn controls the singular value oj, ;. The reference line has a slope
of 1, revealing a linear relationship between ||Y — Y| and o; 41> as indicated in Theorem 3. On
the right, we change the size of the hidden space d, and the reference line has a slope of 1/2, which
verifies the v/d factor in the statement of Theorem 3.

J.2 A NUMERICAL EXPERIMENT ON THEOREM 6

The essence of Theorem 6 is that a sparse multi-head sketching is more effective than a dense single-
head sketching. We use an experiment to verify that. In our setting, we set d = 2048 and L = 4096,
and we randomly sample an input matrix X € R%*L with exponentially decaying singular values,
as shown in the left panel of Figure 16. Our sampling method is the same as the one outlined in the
previous experiment.
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We set our reduced rank to d = 4. If we just use a single head to sketch a rank-d space from the row
space of X, then its accuracy is lower-bounded by o, ;, which is still a large number. To explore
the potential of sparse head-dependent sketching, we increase the number of heads from h = 1 to
128 and keep it an integral divisor of d. For each h, we use the sparse sketching; that is, we assemble
a random matrix

T . ~
Wou = [WET o wiiTh L W) e R

The matrix Wy j, is sparse in the sense that it has exactly dj, = d/h non-zero entries, whose posi-
tions are randomly chosen, and for each non-zero position, we sample its value i.i.d. from N (0, 1).
Note that given this sparse design, W ;, has the same number of non-zero entries for any h.

Now, our question is: what is the different between the row space of W ;, X and that of X? In other
words, how good is the sketching using Wy 5,? To this end, we clearly have that R(Wy , X) C
R(X), where we use the notation R for the row space of a matrix. Hence, the remaining question
is how much in R(X) is not filled by R(W3,;,X). This can be measured by projecting R(X) onto
R(W3 5, X) and measure the loss by the projection:

d(R(X), R(W21X)) = [Jorth(X "W ;) orth(XTW ) TXT —XT||,. (30)

We show this distance in the right panel of Figure 16, and we relate this to the singular values of
X. In that sense, since the vertical rules in the left panel are almost evenly spaced, it shows that the
“effective rank” of R(Wy ,X) grows proportionally with respect to h, indicating that the quality of
a sparse multi-head sketching is comparable to the quality of a dense multi-head sketching.

0;(X)/01(X)

10° 10" 102 10° 100 10! 102

J number of heads h

Figure 16: On the left, we show the singular values of the input matrices. On the right, we compute
the “sketching error” defined in eq. (30), as we change the number of heads in a sparse sketching.
We map the sketching errors back to the singular value plot to indicate the index j such that our
sketching error achieves an error below 0 1.

J.3 A NUMERICAL EXPERIMENT ON THEOREM 4

Our final numerical experiment considers the flow-of-ranks. Theorem 4 suggests that a larger num-
ber of heads also facilitates the flow-of-rank, and this is hard to validate empirically with pretrained
Chronos models. In our targeted numerical experiment, we fix an input matrix X with predefined
exponentially decaying singular values, which is, again, randomly sampled from the product of a
random orthogonal matrix, a predefined diagonal matrix, and the transpose of a random matrix with
orthonormal columns (see the previous two subsections). Then, we randomly select W, W, Wy,
and compute the output of the attention mechanism defined by these three matrices together with a
number of heads parameter h. Figure 17 gives us that the output matrix

Y = MH-Attention(X; Wg, Wg, Wy h) + X
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is higher-rank as h increases.
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Figure 17: Relative singular values of the input matrix X and output matrices Y =
MH-Attention(X; Wq, W, Wy, h) + X as we change the number of heads 4. We see that the
numerical rank of Y increases with h.

39



Published as a conference paper at ICLR 2026

K ADDITIONAL EXPERIMENTS AND DISCUSSIONS

Pretraining a Compressed Chronos-Bolt and a Compressed Moirai. In addition to Chronos, we
also pretrain a compressed Chronos-Bolt model. To show the promise of compression, we start with
an already-small Chronos-Bolt (small) model, based on the T5 (small) architecture. The table and
figures in Table 3 can be read in the same way as those in Figure 7. In particular, we see that for both
MASE and WQL, the compressed Chronos-Bolt models completely form the Pareto frontier on our
evaluation benchmark. That is, given any local method or pretrained foundation model, there exists
a compressed Chronos-Bolt model that is simultaneously faster and more accurate.

Table 3: Results of pretraining a compressed Chronos-Bolt (small) model. We compare the perfor-
mance scores relative to the original pretrained model. The last row is the baseline.

J o Inference In-Domain Zero-Shot
0 Time Space | WQL| MASE| | WQL| MASE|
2 025 0.517 0.802 1.005 1.004 1.013 0.999
3 0.50 | 0.601 0.821 1.005 0.996 1.009 1.001
5 0.70 | 0.740 0.840 0.980 1.003 0.991 1.010
64 0.00 | 1.000 1.000 1.000 1.000 1.000 1.000
14{ ONave 14f  ONaive
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While it is hard to find a rule of thumb that works for any task, we propose a guideline that should
work fine in most cases. Let D be the number of layers and d the hidden size. Set the per-layer
target rank

-1

971) . 0=1,...,D,

w=r1+(rD—7“1)(

where we can set r,;, = the median numerical rank of a small sample of input embeddings (or
16 if unknown), rmax = d/2, and v = 0.5. This design guarantees that r, grows smoothly and
monotonically from r,;, to yax (concave in depth), aligning capacity with the observed flow-of-
ranks while keeping early layers compact.

Table 4: Results of pretraining a compressed Moirai-1.0-R-base model. We compare the perfor-
mance scores relative to the original pretrained model. We show prediction losses when the flow-
of-ranks is or is not used. The last row is the baseline.

Size Ratio With Flow-of-ranks Without Flow-of-ranks
Jo « \ WQL| MASE] Jo « \ WQL | MASE]
0.250 8 0.34 | 1.001 1.014 16 0.00 1.069 1.050
0.500 10 0.58 | 0.996 1.007 32 0.00 | 1.038 1.036
1.000 - - - - 64 0.00 | 1.000 1.000
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L THE USE OF LARGE LANGUAGE MODELS (LLMS)

LLMs are used for polishing the writing and word choices of a few sections in the main text. They
are not used in the conceptualization and implementation of research.
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