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Abstract

This paper presents VideoStreaming, an advanced vision-language large model
(VLLM) for video understanding, that capably understands arbitrary-length video
with a constant number of video tokens streamingly encoded and adaptively se-
lected. The challenge of video understanding in the vision language area mainly
lies in the significant computational burden caused by the great number of tokens
extracted from long videos. Previous works rely on sparse sampling or frame
compression to reduce tokens. However, such approaches either disregard temporal
information in a long time span or sacrifice spatial details, resulting in flawed com-
pression. To address these limitations, our VideoStreaming has two core designs:
Memory-Propagated Streaming Encoding and Adaptive Memory Selection. The
Memory-Propagated Streaming Encoding architecture segments long videos
into short clips and sequentially encodes each clip with a propagated memory. In
each iteration, we utilize the encoded results of the preceding clip as historical
memory, which is integrated with the current clip to distill a condensed repre-
sentation that encapsulates the video content up to the current timestamp. This
method not only incorporates long-term temporal dynamics into the streaming
encoding process but also yields a fixed-length memory as a global representation
for arbitrarily long videos. After the encoding process, the Adaptive Memory
Selection strategy selects a constant number of question-related memories from
all the historical memories, and feeds them into the LLM to generate informative
responses. The question-related selection reduces redundancy within the memories,
enabling efficient and precise video understanding. Meanwhile, the disentangled
video extraction and reasoning design allows the LLM to answer different questions
about a video by directly selecting corresponding memories, without the need to en-
code the whole video for each question. Through extensive experiments, our model
achieves superior performance and higher efficiency on long video benchmarks,
showcasing precise temporal comprehension for detailed question answering.

1 Introduction

The evolution of Large Language Models (LLMs) has significantly advanced artificial intelligence,
encompassing text generation and reasoning in complex language environments [9, 74, 14, 61, 16,
69, 2, 70]. Later, the community extends LLMs to multi-modal domains, demonstrating promising
results in captioning and question-answering tasks that integrate diverse visual signals [46, 40, 15, 59].
Yet, within the domain of video understanding, long video sequences pose a formidable challenge.
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Incorporating such long visual contents into LLMs requires a substantial number of tokens, which
not only amplifies computational demands but also risks early contextual information loss [49].

Among the recent works on general video understanding with LLMs [48, 42, 44, 88, 50, 43, 66, 62],
a prevalent strategy is using sparse temporal sampling [44, 86] or spatio-temporal pooling [50, 48] to
reduce tokens. Unfortunately, this paradigm explicitly loses substantial information in the long time
span. To address this limitation, [43, 42, 88] develop frame-wise compression, with LLaMA-VID [43]
as a typical example. It compresses each frame into only two tokens but overlooks the inter-frame
temporal dynamics which are vital in compressing temporal redundancy within videos. Besides, its
question-dependent compression pipeline limits the ability to produce a general representation that
can handle diverse instructions. Another line of works employ memory banks [77, 7] to store history
information [66, 22]. Whereas, these methods rely on explicit timestamps to recall the historical
details, limiting the ability to generate comprehensive responses without specific time indicators.

In this work, we propose VideoStreaming, a novel Memory-Propagated Streaming Encoding architec-
ture with Adaptive Memory Selection to sequentially encode a long video into condensed memories
and generate responses referring to relevant timestamps. The core idea behind the memory-propagated
streaming encoding is to preserve representative spatial cues and temporal dynamics while reducing
temporal redundancy in videos. To achieve this goal, we segment the long video into multiple short
clips and sequentially encode each clip. When encoding each clip, we first refer to the encoded
results of its preceding clip as historical memory, then concatenate it with the current clip features
and feed them into a small decoder-only language model [20]. Due to its autoregressive nature, the
information of the sequence naturally accumulates to the last few tokens [38, 34]. Consequently, we
take these last few tokens as an updated memory that encapsulates the video information up to the
current timestamp. Through this streaming encoding, we explicitly take long-term temporal relations
into consideration and maintain a fixed-length memory to represent an arbitrarily long video.

However, this fixed-length memory inevitably loses detailed information, especially in early contexts.
To address this problem, we store the historical memories of all clips and select a constant number
of subsets that are closely related to the question. To accomplish this, when streaming encoding
each clip, we additionally append a summary token at the end of the sequence as a clip indicator
that summarizes the clip contents within one token. Then, given a specific question, we concatenate
the condensed memory from the final iteration with the question and pass it through the same small
language model used in streaming encoding. We take the final token as the question indicator and
calculate its similarity with all historical clip indicators, the clip indicator with higher similarity
means its corresponding memory is more related to the question. Finally, we feed the adaptively
selected memories into the LLM for detailed question answering.

In practice, we realize our VideoStreaming with a carefully designed two-stage progressive training
process and long-video data construction strategy. In the first stage, we empower a small language
model with the single-clip encoding capability by a specialized prefix task. In the second stage, it
serves as the streaming encoder and we jointly train it with the LLM for long video understanding.
Due to the lack of long video QA data, we manually constructed a set of long video QA pairs in two
ways. On the one hand, we concatenate short videos from existing datasets [76, 81] into longer ones,
where the original questions correspond to different segments. On the other hand, we curate a subset
of Panda-70M [11] which includes captions for segmented clips as well as the original long videos,
and use this to create multi-round long video QA pairs with explicit timestamps. These long video
QA data not only optimize the responses from the LLM but also guide accurate memory selection.

In summary, our contributions are as follows: (1) We analyzed the challenge of long video under-
standing in the vision language area, and pointed out that the problem of current methods lies in
the inefficient video encoding. (2) In response to the challenges, we propose two efficient designs:
Memory-Propagated Streaming Encoding and Adaptive Memory Selection, which result in our
advanced video understanding model VideoStreaming. (3) The extensive experiments demonstrate
that our model achieves precise temporal grounding with respect to specific questions, attains superior
performance, and exhibits higher inference efficiency on long video benchmarks.

2 Related Work

Large Language Models (LLMs) have revolutionized natural language processing. Early works
establish encoder-decoder models with masked language modeling [16, 61], while later decoder-only
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models like GPT [60] showcase remarkable performance and scalability. Recent groundbreaking
works, such as PaLM [14], LLaMA [70] and GPT-4 [56], have pushed the boundaries by developing
significantly larger models with billions of parameters. To harness the full potential of LLMs, a series
of works [55, 57, 13] adopt supervised instruction tuning [74] to guide models towards generating
more natural and contextually relevant responses. Inspired by the powerful reasoning capacities of
LLMs, we explore using LLMs for challenging long video understanding.

Vision Language Models like CLIP [59] employ contrastive learning on image-text pairs to formulate
a unified embedding space [59, 28, 40]. Later, [46, 39, 56, 90, 3, 4, 85] integrate image features into
LLMs and achieve promising visual reasoning. To process more complex video data, [50, 48, 44,
25, 86] use sparse sampling or simple temporal pooling to obtain compact video tokens for LLMs.
[42, 88] employ Q-Former [39] to project frame-wise features into the textual space. To handle longer
videos, [31, 75] utilize token merging [8] to reduce redundancy and alleviate computational burden.
LLaMA-VID [43] proposes an instruction-aware compression strategy to represent each frame with
only two tokens, but it overlooks the temporal relations in the compression step. [66, 22] develop
memory banks to accumulate information in long videos and excel in global video comprehension.
However, these methods struggle with moment-specific questions without explicit time indicators. To
address these limitations, we propose a memory-propagated streaming encoding architecture with
adaptive memory selection, which effectively reduces temporal redundancy and accurately selects
relevant information for detailed question answering.

Long Video Understanding is a challenging task in computer vision. The most prevalent strategy
is to maintain a memory bank to store history information in long videos [77, 7, 78, 54, 12, 71,
21]. Typically, MemDPC [21] formulates a memory bank shared across the whole dataset as an
external knowledge reference for future prediction, but it is not explicitly designed for long-term
understanding. To facilitate long video content analysis and ensure computation efficiency, MC-
ViT [7], MovieChat [66] and StreamingCaption [89] rely on handcrafted rules like clustering to
compress the history into a finite-length memory and iteratively update it in video streams. A potential
drawback is that the memory cannot be optimized through the extensive video caption data. It is
potentially more promising to learn comprehensive memory consolidation in a data-driven manner.
More recently, [32, 27, 87] use language as a bridge for long-term video understanding. They first
divide a long video into short clips, generate textual descriptions for each clip, and then employ an
LLM to aggregate the short captions for long video analysis. However, this architecture cannot be
trained end-to-end, and the long video understanding quality depends on the short clip captions. In
contrast, we employ a trainable small language model to iteratively encode short clips into compact
memories, which can be jointly optimized with the subsequent LLM for long video understanding.

3 VideoStreaming

In this section, we introduce VideoStreaming, a streaming long video understanding framework
with LLM. As illustrated in Fig. 1a, given a long video input, VideoStreaming segments it into
multiple short clips and iteratively encodes each clip into compact historical memory. To enhance the
reasoning ability to specific questions, we design an adaptive memory selection strategy to select a
subset of relevant memories and feed them into an LLM to produce detailed responses.

3.1 Single Clip Encoding

To effectively distill the information within a sequence into a compact set of tokens, we take
inspiration from recent advanced decoder-only language models [2, 70, 13, 5, 29] and employ a
comparatively small language model, Phi-2 [20], for efficient encoding. Due to the causal attention
and autoregressive nature, it is intuitive to utilize a language model to aggregate the sequence
information onto the last few tokens [38, 34], which naturally serve as a compact representation that
provides a high-level summary of the input sequence.

Mathematically, given a T -frame video clip, we first use a pre-trained CLIP ViT-L [59] to extract
frame-wise features and concatenate every four spatially adjacent visual tokens along channel
dimension to reduce the number of tokens by 75%. The resulting clip features are denoted as
F ∈ RTN×C , where N denotes the per-frame spatial token number, and C is the channel dimension.
To produce the condensed representations, we initialize a set of summarization tokens S ∈ RTP×C

by adaptively pooling each frame into P tokens, where P ≪ N . Intuitively, S can be regarded as a
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(b) Details of the streaming encoder.
Figure 1: Fig. 1a shows an overview of VideoStreaming, where we segment a long video into short
clips and iteratively encode each clip into compact memories. Then, according to specific questions,
we select a constant number of subsets of relevant memories as input to an LLM to produce responses.
The ✓ and ✗ respectively denote selected and unselected memories. Fig. 1b illustrates the detailed
process of each streaming encoding iteration. We encode current clip features with reference to
specific timestamps and historical memory from the preceding clip into a condensed representation.
coarse encapsulation of the given clip, making it well-suited to serve as the summarization tokens
for consolidating the clip information. To this end, we concatenate F with S and feed them into the
encoder g(·), which consists of an MLP projector and a language model Phi-2. We utilize the output
of the last T × P tokens as the condensed representation of the given clip:

H = g([F ◦ S]) ∈ RTP×D, (1)

where ◦ denotes concatenation operation, D is the channel dimension of Phi-2.

To reinforce the visual consolidation ability, we design a prefix task to train the encoder on visual
captioning and question-answering tasks. In particular, to guarantee that the clip information is
distilled into the summarization tokens, we enforce the language model to generate the response
only with reference to these few tokens. To achieve this goal, a straightforward way is to modify the
attention mask in each Transformer decoder layer. As depicted in Fig. 2, we take a sequence covering
TN clip feature tokens, TP summarization tokens, and TT text response tokens as an example.
Based on the standard causal attribute, the binary attention mask M is modified as shown in Figure 3:

𝑭 ∈ ℝ!"×$ 𝑺 ∈ ℝ!%×$

Text response 𝑯 ∈ ℝ!%×$

Small Language Model

Text response 
Prefix task

Figure 2: Illustration of the prefix task format.
TN TP TT

TN

TP

TT

Clip feature tokens

Text response tokens

Summarization tokens

Figure 3: Modified attention mask M.

with the modified attention mask, the TT text tokens can only get video-related information from the
TP summarization tokens to predict the next token. This encourages the summarization tokens to
extract more video information from previous TN video clip tokens, ie. learns better video encoding.

3.2 Memory-Propagated Streaming Long Video Encoding

Till this point, we have obtained an encoder capable of distilling short video clips into condensed
representations. The next step is to comprehensively consider the long-term temporal relations
within the complete videos, leveraging the historical information from previous clips to facilitate the
encoding of subsequent segments as depicted in Fig. 1b.

To accomplish this objective, we divide a long video into K clips, each containing T frames, and
propose a memory-propagated streaming encoding mechanism to iteratively encode each clip in
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sequence. In each iteration, we employ the encoded results from the last iteration as historical
memory and integrate them with current clip features to produce an updated memory for subsequent
encoding. Specifically, given the k-th clip, we denote the current clip features as Fk ∈ RTN×C ,
the summarization tokens as Sk ∈ RTP×C , and an additional global token as Ŝk ∈ R1×C . This
global token, initialized by global average pooling on the clip features Fk, is expected to summarize
the entire clip contents and serve as a clip indicator for memory selection in the next subsection.
To enrich the temporal contexts, we refer to the encoded representations from the previous clip
Hk−1 ∈ RTP×D to provide historical information. Then we jointly feed them into the streaming
encoder to produce the condensed representation Hk ∈ RTP×D and the clip indicator Ĥk ∈ R1×D

of the k-th clip:

Hk, Ĥk = g([Hk−1 ◦ Fk ◦ Sk ◦ Ŝk]). (2)
Note that for the first clip encoding, the historical memory is not used. Through this streaming
encoding process, Hk not only encompasses the current clip information but encapsulates the overall
video content up to the k-th clip. To this end, we manage to maintain a fixed length of memory to
represent arbitrarily long videos.

Discussion. In this architecture, we use a language model for video encoding, which has the unique
advantage that we can flexibly provide the encoder with diverse prompts to guide the encoding
process. Hence, the summarization tokens capture not only the core content but also additional
contextual information. Typically, the explicit timestamp is an important cue in videos [62]. As
shown in Fig. 1b, we incorporate a text prompt indicating the specific timestamps of each clip and
historical memory to enhance temporal awareness. Besides, this prompt-based approach also allows
the user to tailor the condensed output to better suit the needs of downstream tasks, going beyond a
purely extractive summarization.

Another noteworthy point is that in the language model, the feature space of the final decoder layer is
designed for the next token prediction, which may not perfectly align with the objective of producing
condensed video representations. Considering that we modify the attention masks in each decoder
layer to encourage information consolidation, this allows us to leverage the intermediate outputs from
partial attention layers as the encoded results. Similar to the techniques in vision domain [82, 46, 17],
this strategy potentially enables the model to capture a richer set of semantic and contextual features
as the condensed representations, bridging the gap between the language model’s original training
objective and the requirements for video encoding.

3.3 Adaptive Memory Selection

Through the streaming video encoding, it is feasible to use the encoded results from the final iteration,
i.e., HK , as a compact global memory that concludes the entire video. However, this fixed-length
memory inevitably loses details, especially the information from early segments. Hence, this global
memory alone is insufficient for comprehensive long video understanding.

To address this limitation, we make use of the encoded results of all historical clips of the input
video, i.e., H = {H1,H2, ...,HK}. Given a specific question or instruction, we first generate
an adaptive indicator that summarizes relevant video content for that particular instruction. We
accomplish this by reusing the language model in the streaming encoder, where we concatenate the
global memory from the final iteration, HK , and the instruction texts, then pass the sequence into the
model. We employ the output of the final token as the instruction indicator, denoted as ĤQ ∈ R1×D.
Thereafter, we calculate the cosine similarity between this instruction indicator and all historical clip
indicators {Ĥ1, Ĥ2, ..., ĤK} ∈ RK×D and obtain the similarity distribution s ∈ RK . To achieve a
differentiable discrete selection, we adopt Gumbel-Topk technique [36] to produce a binary index I
that activates a subset of V out of K positions with the highest similarities:

I = Gumbel-Topk(s, V ) ∈ {0, 1}K . (3)
Based on I, we select the corresponding encoded results from H to formulate a subset of memories
that are related to the instruction:

Ĥ = {Ik ·Hk|Ik = 1}, (4)

where Ik denotes the selected indexes. We concatenate the selected memories Ĥ in temporal order,
resulting in a sequence consisting of V × T × P tokens. Then, we feed the sequence with instruction
texts into an LLM for comprehensive reasoning.
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Table 1: The statistics of the av-
erage video duration time of each
evaluation dataset.

Dataset Duration

Next-QA [79] 42.23 sec
Next-GQA [80] 39.60 sec
VideoChatGPT [50] 1.81 min
EgoSchema [51] 3.00 min
MovieChat-1K [66] 7.66 min
MovieNet-QA [68] 108.26 min

Table 2: Results on VideoChatGPT benchmark [50].
Method Params CI DO CU TU CO

Video-LLaMA [88] 7B 1.96 2.18 2.16 1.82 1.79
VideoChat [42] 7B 2.23 2.50 2.53 1.94 2.24
VideoChatGPT [50] 7B 2.40 2.52 2.62 1.98 2.37
MovieChat [66] 7B 2.76 2.93 3.01 2.24 2.67
LongVLM [75] 7B 2.76 2.86 3.34 2.39 3.11
LLaMA-VID [43] 13B 3.07 3.05 3.60 2.58 2.63
PLLaVA [83] 13B 3.27 2.99 3.66 2.47 3.09
Ours 7B+1.3B 3.33 3.27 3.73 2.74 3.15

Our adaptive memory selection allows the model to dynamically access historical memories relevant
to specific instructions, which mitigates the information loss inherent in the streaming encoding
process. By drawing upon fine-grained details across the full video duration, the LLM can provide
detailed and informative responses, while preserving high computational efficiency.

3.4 Short-to-Long Training

To train VideoStreaming, we design a progressive two-stage paradigm. First, we train single clip
encoding on image and short video understanding tasks. Next, we train memory-propagated streaming
encoding and adaptive memory selection as well as the LLM for long video understanding.
Single Clip Training. In this stage, both image- and video-text pairs are used to train the encoder to
handle general visual signals. Following [44, 50, 88, 43], we employ 790K image and short video
caption data [64, 6] to train the MLP projector for modality alignment. After that, we employ 763K
image and video instruction data from [46, 50, 45] to finetune the small language model. For video
input, we uniformly sample T = 16 frames with spatial resolution 224× 224 and use a frozen CLIP
ViT-L/14 [59] to extract frame-wise features. After adjacent token merging, we obtain 16×64 = 1024
tokens as the clip feature representation. Then, the encoder, a two-layer MLP and a small language
model Phi-2 2.7B [20], distills each frame into P = 4 tokens, resulting in 16 × 4 = 64 tokens as
the condensed representation with a compression ratio of 16 : 1. For image-text pairs, we regard the
images as single-frame clips and encode each into 4 tokens. We use standard next token prediction to
consolidate visual contents into compact summarization tokens as illustrated in Fig. 2.
Streaming Long Video Training. In the second stage, we use long video QA pairs to finetune the
whole architecture, including ViT, the streaming encoder, and the LLM, as shown in Fig. 1a. The long
video QA data encompasses three parts. (1) We adopt 25K movie QA pairs from [43, 24, 66]. (2) We
curate a subset from Panda-70M [11], which provides the original long videos and the captions of
segmented clips. Based on this subset, we create 300K multi-round long video QA pairs with explicit
timestamps. (3) We synthesize 20K long videos by concatenating short videos from existing QA
datasets [81, 76], and the original QA pairs correspond to different segments in the synthesized long
videos. For each video, we extract 16-frame clips at 1 FPS, and the number of clips varies with the
video duration. In streaming encoding, we employ the intermediate outputs from the first 16 layers
of Phi-2 as the condensed memories. Finally, we select V = 4 most relevant timestamps and feed
the selected memories of V × T × P = 256 tokens into the LLM, Vicuna-7B [13], for long video
reasoning. Since our curated long video data could provide pseudo temporal grounding labels of
specific questions, we utilize 30K QA pairs to warm up memory selection via a KL divergence loss.
Subsequently, we use the rest 315K QA pairs to optimize the responses from the LLM and guide
memory selection in a weakly-supervised manner. More training details are included in Appendix A.

4 Experiments
4.1 Datasets
We evaluate our model on long video QA datasets and present the statistics on the temporal duration of
individual datasets in Table. 1. Among them, Next-QA [79], Next-GQA [80] and VideoChatGPT [50]
encompass minute-long videos with thousands of frames. EgoSchema [51] contains over 5K three-
minute videos with multiple-choice questions. Each question has a long temporal certificate, requiring
more than 100 seconds within a video to produce a correct answer. MovieChat-1K [66] and MovieNet-
QA [68] consist of around ten-minute-long or even hour-long movies, posing significant challenges
for the model to comprehend the visual contents across such long time spans.
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Table 3: Results on the fullset test split
of EgoSchema [51].

Method Params Fullset

finetuned
MC-ViT-L [7] 424M 44.4
LongViViT [58] 1B 33.3

zero-shot
InternVideo [73] 478M 32.1
FrozenBiLM [84] 890M 26.9
SeViLA [86] 4B 22.7
LLoVi [87] 7B 33.5
Vamos [72] 13B 36.7
LangRepo [32] 7B 38.9
LangRepo [32] 8×7B 41.2
Ours 7B+1.3B 44.1

Table 4: Results on the validation set of Next-QA [79]. C,
T, D denotes causal, temporal and descriptive splits.

Method Params C T D All

finetuned
BLIP-2 [39] 4B 70.1 65.2 80.1 70.1
LLaMA-VQA [35] 7B 72.7 69.2 75.8 72.0
Vamos [72] 7B 72.6 69.6 78.0 72.5

zero-shot
InternVideo [73] 478M 43.4 48.0 65.1 49.1
SeViLA [86] 4B 61.3 61.5 75.6 63.6
Mistral [29] 7B 51.0 48.1 57.4 51.1
LLoVi [87] 7B 55.6 47.9 63.2 54.3
LangRepo [32] 7B 57.8 45.7 61.9 54.6
LangRepo [32] 8×7B 64.4 51.4 69.1 60.9
Ours 7B+1.3B 65.1 62.2 78.1 66.2

Table 5: Results on Next-GQA [80]. Acc@GQA is defined as the percentage of questions that are
both correctly answered and visually grounded with IoP ≥ 0.5.

Method Params mIoP IoP@0.5 mIoU mIoU@0.5 Acc@GQA

w/ specialized grounding module
TempCLIP [59, 80] 130M 25.7 25.5 12.1 8.9 16.0
SeViLA [86] 4B 29.5 22.9 21.7 13.8 16.6

w/o specialized grounding module
LLoVi [87] 7B 20.7 20.5 8.7 6.0 11.2
LangRepo [32] 7B 20.3 20.0 8.7 6.0 11.2
LangRepo [32] 8×7B 31.3 28.7 18.5 12.2 17.1
Ours 7B+1.3B 32.2 31.0 19.3 13.3 17.8

4.2 Main Results

In this section, we present the results of our 8.3B model (half of Phi-2 2.7B in streaming encoder and
Vicuna-7B as the LLM). We omit the comparisons to proprietary LLMs.
VideoChatGPT. Table 2 presents the results on VideoChatGPT [50] in terms of Correctness of Infor-
mation (CI), Detailed Orientation (DO), Contextual Understanding (CU), Temporal Understanding
(TU) and Consistency (CO). Our model outperforms LLM-based video understanding methods on
all five metrics, with a significant advantage in temporal understanding. It can be attributed to the
memory-propagated streaming encoding architecture that explicitly captures temporal dynamics.
EgoSchema. In Table 3, we report the zero-shot performance on the fullset test split of
EgoSchema [51]. MC-ViT [7] consolidates a long-term memory to memorize long contexts but
requires finetuning on related dataset [19]. LLM-based methods [87, 32, 72] curate answers from
the captions of segmented video clips. However, these short-term captions cannot be optimized
end-to-end and inevitably lose some detailed information. In contrast, we use a trainable streaming
encoder to produce memory embeddings in long videos and feed them into an LLM to generate
responses. Our model outperforms all zero-shot methods and is comparable to the finetuned MC-ViT,
demonstrating the effectiveness of our streaming architecture for long-term temporal modeling.
Next-QA. In Table 4, we perform zero-shot evaluation on the validation split of Next-QA [79]
covering 5K multiple-choice questions. We respectively report the accuracy on Causal (C), Temporal
(T) and Descriptive (D) subsets. Our method consistently surpasses all zero-shot counterparts.
Typically, compared to LangRepo [32] with Mixtral-8×7B [30], our 8.3B model improves the causal,
temporal, and descriptive accuracy by 0.7%, 10.8%, 9.0% with considerably fewer model parameters.
Next-GQA. Besides the evaluation of the generated responses, we also assess the temporal grounding
ability on Next-GQA [80]. We calculate the Intersection of Prediction (IoP) and Intersection of Union
(IoU), and use Acc@GQA to measure the accuracy of the correctly grounded predictions. According
to the comparisons in Table 5, our simple similarity score based selection achieves the highest IoP
and comparable IoU to SeViLA [86] with a specialized grounding module. Moreover, the highest
Acc@GQA demonstrates the comprehensive capacity for grounding and high-level understanding.
MovieChat-1K. Table 6 shows the results on MovieChat-1K [66], including a global mode for
overall long-term understanding and a breakpoint mode for detailed analysis of specific moments.
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Table 6: Results on MovieChat-1K [66] global and
breakpoint mode accuracy (Acc.) and score.

Method Global Breakpoint
Acc. Score Acc. Score

VideoChat [42] 57.8 3.00 46.1 2.29
Video-LLaMA [88] 51.7 2.67 39.1 2.04
VideoChatGPT [50] 47.6 2.55 48.0 2.45
MovieChat [66] 62.3 3.23 48.3 2.57
MovieChat+ [67] 71.2 3.51 49.6 2.62
Ours 90.4 4.42 54.9 2.80

Figure 4: Distribution of selected timestamps on
MovieChat-1K. We divide each video into multiple
time intervals for statistical analysis.

Table 7: Results on MovieNet-QA [68]. We present the used modality, the average number of tokens
input to LLM and the average inference latency per question for comprehensive comparison.

Method Text Vision Tokens Latency Overview Plot Temporal

LLaMA-VID [43] ✓ ✓ 18430 16.03 sec 3.09 3.31 2.02
MovieLLM [68] ✓ ✓ 18430 16.48 sec 3.22 3.38 2.18

LLaMA-VID [43] ✗ ✓ 5477 10.47 sec 2.28 2.88 1.46
MovieLLM [68] ✗ ✓ 5477 10.43 sec 2.36 2.97 1.58
Ours ✗ ✓ 256 5.32 sec 2.65 3.13 1.88

In breakpoint mode, [66, 67] manually extract segments according to the timestamps in questions,
while our model adaptively selects the related historical memories. Fig. 4 reveals that our selected
timestamps are close to the ground-truths, and the higher breakpoint accuracy validates our adaptive
selection effectively gathers the desired information from long contexts. Meanwhile, we reach
significantly superior results in global mode, with the model’s selection concentrated at the beginning
and ending parts. On the one hand, the beginning of a movie often contains hints of global information
while the middle comprises redundant details. On the other hand, the condensed memories near the
end of the video encapsulate the entire video, making them quite suitable for global understanding.
MovieNet-QA. Finally, we show the results on MovieNet-QA [68] consisting of 100 hour-long
movies. Inspired by [68], we use GPT-3.5 to produce scores in range 0-5 to evaluate the performance
in overview, plot, and temporal understanding in Table 7. Specifically, LLaMA-VID [43] compresses
each frame into two tokens, which are then combined with movie subtitles as input to an LLM.
MovieLLM [68] further incorporates more generated data in training. These approaches largely rely
on the texts for movie understanding, and only using visual frames leads to dramatic performance
drop. Moreover, its frame-wise compression is dependent on specific questions. The model has
to reprocess the entire movie to extract visual features for different questions, resulting in a high
inference latency of over 10 seconds per question. Conversely, our architecture requires only once
streaming encoding to obtain a general condensed representation and adaptively selects significantly
fewer tokens as input to LLM to answer specific questions. Therefore, we achieve a higher inference
speed of 5.32 seconds per question and attain promising movie understanding without using subtitles.
Qualitative Results. We also present qualitative examples in Fig. 5. Typically, in Fig. 5a, our
model accurately captures the detailed descriptions in the question, and precisely selects the relevant
segments that contain the corresponding character. Moreover, in Fig. 5b, given a two-hour long
movie and a high-level question on the movie plot, without relying on subtitles, VideoStreaming
can comprehend the intent of the question and select relevant scenes from the lengthy video. In
particular, the model selects the scenes of tightrope walk, team disputes, and equipment setup, clearly
illustrating the protagonist’s challenges, thereby contributing to a comprehensive answer generation.

4.3 Ablation Study

We first explore four different settings on the memory and selection design of our model in Table 8.
The details are as follows: (1) No propogated memory and no temporal selection, the model degener-
ates into uniform sampling 64 frames for video understanding. (2) Without temporal selection, we
adopt the memories of final 4 clips as the video-level representation. (3) Without propagated memory,
we concatenate time indicators with questions to produce the question indicator to retrieve relative
temporal segments. (4) The full architecture of VideoStreaming.

8



0~22.5 sec 45.0~56.3 sec 78.8~90 sec

Assistant: The man in the white shirt is likely a member of the band and is playing an instrument or singing along with the group. He is 
snapping his fingers to keep the rhythm and add to the overall sound of the performance.

User: Why is the man wearing white shirt snapping his fingers during the performance?

(a) An example on Next-GQA. Our model accurately selects the segments containing the target character.

User: What challenges does the protagonist in the movie face to achieve his goal?

Assistant: The protagonist in the movie confronts a series of obstacles in his endeavor to accomplish a remarkable feat. He must devise a 
method to access the towering structures, tackle the complexities of setting up the wire, maintain his equilibrium and concentration while 
suspended on a tightrope, and manage the risks associated with installing the equipment on the towers.

21 min 83 min45 min 98 min

(b) An example on a long movie. Our model selects typical segments that reveal the encountered challenges.
Figure 5: Examples of question answering and the selected timestamps based on specific instructions.

Table 8: Ablation studies on the effects of memory selec-
tion and historical memory in streaming encoding.

Memory Selection Fullset Global Acc. Break. Acc.

✗ ✗ 34.4 52.5 21.6
✓ ✗ 37.3 69.1 23.0
✗ ✓ 38.4 43.8 39.1
✓ ✓ 44.1 90.4 54.9

Table 9: Ablation studies on clip- and
frame-based sampling strategy.

Sampling Metric Fullset MovieNet

Clip Acc. 44.1 2.56
Frames 176 6032

Frame Acc. 44.0 2.61
Frames 180 6480

Historical Memory. In terms of the propagated memory in the streaming encoding process, i.e.,
Hk−1 in Eq 2, we report the fullset accuracy on EgoSchema [51] as well as global and breakpoint
accuracy on MovieChat-1K [66] in Table 8. Typically, the historical memory significantly improves
global understanding. This verifies our intuition that leveraging historical memory enables the
model to produce a global representation that summarizes the entire video. Meanwhile, since we
select a small portion of the encoded results from the long video as input to LLM, the propagated
memory across clips increases tolerance for imperfect temporal selection, as it preserves previous
contexts. Without memory, there would be a strict requirement on temporal selection accuracy to
avoid completely losing necessary details, thus degrading the performance.
Memory Selection. We also validate the effects of our memory selection strategy. Comparing the
results in Table. 8 with respect to temporal selection, we have two observations. First, for breakpoint
mode needing detailed understanding of specific moments, the lack of temporal selection leads to
dramatic performance drop. It is crucial to select the related clips otherwise the LLM cannot catch the
necessary details. Second, the historical memories in streaming encoding process enable the encoded
results from the final iterations to provide coarse summarization of the entire video. Whereas, as
shown in Fig. 4, the beginning of the movie contains crucial cues for global understanding. Directly
feeding the memories of final clips without temporal selection into LLM still results in information
loss. These phenomena demonstrate the necessity of our adaptive selection for gathering detailed
information over the long time span, which facilitates more accurate and informative responses.
Sampling Strategy. In default, we use clip-based sampling to segment a video into clips each
consisting of a fixed number of frames. Alternatively, it is also feasible to directly sample at a
moderate FPS, e.g., 1 FPS, and streamingly process the frames. Table 9 showcases the comparison
between clip-based sampling and frame-based sampling at 1 FPS, and presents the average number
of sampled frames on each dataset. The overall performance is close, which verifies that our model
can well generailze to different scenarios. And on the longer MovieNet-QA videos, the frame-based
sampling performs slightly better, as the clip-based approach limits the maximum number of clips,
resulting in fewer total sampled frames for very long videos.
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Table 10: Ablation studies on the streaming encoder architecture.
Encoder Layers Params Fullset Next-QA Global Acc. Break Acc.

MC-ViT 24 0.4B 32.3 53.1 71.2 40.4
Phi 4 0.3B 36.4 59.6 77.3 46.2
Phi 8 0.7B 39.8 63.2 84.3 49.2
Phi 12 1.0B 42.5 65.1 87.4 51.2
Phi 16 1.3B 44.1 66.2 90.4 53.7
Phi 24 2.0B 43.8 66.0 90.0 53.7
Phi 32 2.7B 41.3 64.8 87.2 51.5
Vicuna 3 0.7B 39.8 63.2 84.3 49.2
Vicuna 6 1.3B 39.5 64.1 85.5 50.1
Vicuna 12 2.7B 40.2 64.4 85.7 50.1

Language Reasoning in Streaming Encoding. Besides, we ablate the necessity of using a language
model for memory consolidation. We compare our streaming encoder instantiated with partial layers
of Phi-2.7B [20] with a conventional ViT-based approach, MC-ViT [7]. We compare the results on
EgoSchema fullset [51] and Next-QA [79], Global and Breakpoint Accuracy on MovieChat-1K [66],
as well as the number of encoder layers and parameters in Table 10. It is clear that using language
reasoning to extract video memories exceeds the vision-based strategy even with fewer parameters.
The reasons are twofold. On the one hand, MC-ViT updates memory according to handcrafted rules
like clustering. In contrast, using language model as the streaming encoder allows us to leverage
extensive video caption/QA data to guide memory consolidation in an end-to-end manner. This data-
driven strategy results in more comprehensive memories that facilitate general video understanding.
On the other hand, since the memory is fed into a subsequent LLM for reasoning, it is easier to
align the memory generated by a language model with the input space of LLM, thus improving
performance.
Streaming Encoder Architecture. Additionally, we also explore two alternative language models as
the streaming encoder. (1) A comparatively a small language model, Phi-2.7B [20], with different
partial layers. (2) The previous layers of the large language model, Vicuna-7B [13]. Interestingly,
using comparatively fewer layers of the language model leads to better results. We conjecture this is
because the language model is originally trained for next token prediction. Its feature space of the
final Transformer decoder layer might not align with the objective of visual content condensation.
Similar to [82, 46, 17], the shallower layers might produce feature embeddings that encode richer
information and serve as more comprehensive condensed video representations. Besides, under the
same parameters, the smaller language model retains more layers and consistently outperforms the
previous layers of Vicuna. Meanwhile, the prefix task for training the streaming encoder requires
first training the entire model for next token prediction, before using partial layers in later stages.
Therefore, using Phi as the streaming encoder brings another advantage in reduced computation.
More ablation studies on temporal grounding supervision, the number of summarization tokens and
selected timestamps, the time prompts, and the similarity measurement are included in Appendix D.

5 Conclusion

In this paper, we introduce a novel approach to tackle the complexities of long video understand-
ing with large language models (LLMs). Our proposed memory-propagated streaming encoding
architecture segments long videos into short clips and iteratively encodes each clip in sequence.
By leveraging historical memory from preceding clips, we incorporate temporal dynamics into the
encoding process and produce a fixed-length memory to encapsulate arbitrarily long videos. To
further augment the detailed information for handling specific questions, we develop adaptive memory
selection that selects relevant timestamps based on given instructions. This approach ensures that the
most pertinent historical memories are utilized for question answering, thereby facilitating detailed
and informative responses. Our model achieves superior performance with substantially fewer tokens
and higher efficiency on extensive long video benchmarks. We demonstrate that memories from the
streaming encoding significantly enhance global video understanding, while adaptive selection results
in accurate temporal grounding with respect to specific questions.
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Limitations

One potential limitation is that we simply uniformly sample frames to form a set of short clips
for memory-propagated streaming encoding. However, in a long video, different segments possess
different amounts of information. The uniform sampling may result in using redundant tokens for
clips with bland content. Meanwhile, the number of tokens used to represent clips with abundant
visual contents and intensive temporal dynamics may be insufficient, leading to information loss. To
address this limitation, we plan to explore adaptive segmentation techniques that dynamically adjust
the segmented clip lengths based on the complexity and content of the video.

Impact Statements

Our proposed VideoStreaming, a streaming long video understanding architecture with large language
models has various potential impacts for society. On the positive aspect, VideoStreaming contributes
to improved intelligent video understanding, especially for long videos. This could be beneficial in
education, entertainment, and information retrieval, where users often need to navigate and understand
complex video materials. Besides, our technique could lead to advancements in multimedia analytics
with applications in areas like video surveillance, market research, and content personalization.

On the negative aspect, the ability to efficiently process and retrieve information from long videos
raises potential privacy and security concerns. If misused, this technology could be employed for
unauthorized surveillance, personal monitoring, or other unethical purposes that infringe on individual
privacy. In addition, the enhanced video understanding capabilities might be exploited for the creation
of manipulated or misleading video content, leading to the spread of misinformation and the potential
for social manipulation.

In conclusion, despite that VideoStreaming presents advancement in long video comprehensive, its
development should be accompanied by careful consideration of ethical and societal implications.

A More Implementation Details

We use CLIP ViT-L/14 [59] to extract frame-wise features with input resolution 224×224, resulting in
256 tokens per frame. Then, we concatenate every four spatially adjacent visual tokens along channel
dimension, representing each frame with 64 tokens with channel dimension 4096. The streaming
encoder consists of a two-layer MLP projector (channel dimension 4096-2560-2560) with GELU
activation [23] and a language model Phi-2 2.7B [20]. In the first training stage, we initially freeze Phi-
2, and only tune the MLP projector on 790K caption pairs, including 558K image caption data from
CC3M [64] and 232K short video caption data from WebVid 2.5M [6]. Following LLaVA [46, 45],
we use AdamW optimizer [47] with global batchsize 256, initial learning rate 1× 10−3 with cosine
decay to train 1 epoch for modality alignment. Subsequently, we jointly train Phi-2 and the MLP
projector on 763K QA pairs, including 625K image QA pairs [18, 26, 33, 37, 46, 52, 53, 63, 65],
40K text conversations [1] and 98K video QA pairs [10], with global batchsize 128, initial learning
rate 2× 10−5 with cosine decay.

In the second stage, we jointly train ViT, the streaming encoder and the LLM on long video data. In
the memory-propagated streaming encoding process, we insert a brief prompt to indicate the explicit
timestamps of the historical memory and the input clip formulated as This contains a history of
{start} to {end} seconds, and a clip sampled in {start} to {end} seconds.. We adopt the output of the
first 16 layers out of the 32 layers of Phi-2 as the condensed representation. Then, we adaptively
select 4 most relevant timestamps and feed the associated 256 memory tokens into a two-layer MLP
projector with channel dimension 2560-4096-4096 and an LLM, Vicuna-7B [13] to generate the final
responses. We jointly train the whole architecture, including Vicuna, Phi-2, MLP projectors and ViT
encoder, on long video QA data with global batchsize 128, initial learning rate 2× 10−5 with cosine
decay. In default, we first use 20K synthesized long videos and sample 10K QA pairs curated from
Panda-70M with pseudeo temporal grounding labels to train memory selection as warm-up. The
learning objectives contain a standard next token prediction loss and a supervised KL divergence loss
that aligns the distribution of the predicted memory selection results and the pseudo temporal labels.
Next, based on the warm-up model, we further train on the rest 295 long video QA pairs only with
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Data provided by Panda-70M:
[1, 12]: The speaker is a female news reporter who is sitting in front of a studio camera.
[15, 23]: A group of people standing in line outside of a building. 
[25, 28]: Two children standing next to each other on a tv screen.

[153, 161]: A woman is interviewed by a reporter in a park.

Created QA pairs:
Q: Describe the video in chronological order with detailed timestamps.
A: In 1 to 12 seconds, the speaker is a female news reporter who is sitting in front of a studio camera. In 15 to 23 seconds, 
a group of people standing in line outside of a building. In 25 to 28 seconds, two children standing next to each other on a 
tv screen. ⋯ In 162 to 166 seconds, a woman is interviewed by a reporter in a park.
Q: Summarize the events in 15 to 23 seconds.
A: A group of people standing in line outside of a building.
Q: What is the timestamp that a man in a suit and tie is talking into a microphone at a press conference?
A: In 83 to 104 seconds.
Q: What happens in 54 to 64 seconds?
A: A picture of a person and their family from the news is featured in a video.

⋮⋮

Figure 6: An example of the QA pairs from the captions and segmented timestamps from Panda-
70M [11].

Table 11: Results on the test set of IntentQA [41].
Method Params Why How Before/After All

LLaMA-VID [43] 13B 43.8 40.1 36.3 41.4
LLoVi [87] 7B 57.9 55.4 42.3 53.6
LangRepo [32] 7B 56.9 60.2 42.1 53.8
LangRepo [32] 8×7B 62.8 62.4 47.8 59.1
Ours 7B+1.3B 65.6 66.2 59.0 64.1

next token prediction loss. The whole training is conducted on 32 A100 (80G) GPUs for around 2.5
days.

B Long Video QA Data Creation

In addition to the existing 25K long video QA pairs on movies [66, 43], we create more QA data
from two aspects. First, we leverage the existing short video QA dataset [76, 81] and synthesize short
videos into minute-long videos with average duration of one minute. The original questions of each
short video coarsely correspond to a temporal segment in the synthesized long video. We use this
correspondence as noisy labels to supervise the memory selection. Second, recent Panda-70M [11]
segments long videos into short clips and produces captions for each clips. This dataset provides the
original long videos, the captions of segmented clips as well as the segmentation timestamps. Based
on these cues, we produce multi-round QA conversations. Below we show an example in Fig. 6. The
produced time-sensitive QA pairs are crucial to enhance the temporal awareness and guide precise
memory selection in long videos.

C More Experimental Analysis

Quantitative Results on IntentQA. IntentQA [41] is a long-form video understanding dataset
consisting of 4.3K videos with 16K multiple-choice questions, which are classified into three types,
why, how and before/after. In Table 11, we report the zero-shot performance on IntentQA test set.
Our method presents a dominant advantage in temporal understanding. And the overall performance
is significantly superior to recent works.
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Figure 7: Visualization of the feature similarity and temporal distance of selected clips.

Table 12: Ablation studies on the use of temporal grounding
supervision. Acc denotes the ratio of correctly answered ques-
tions on Next-GQA [80] regardless of grounding accuracy.

Warm-up Mixed Fullset mIoP mIoU Acc@GQA Acc

✗ ✗ 43.7 24.1 9.8 11.1 54.9
✓ ✗ 44.1 32.2 19.3 17.8 55.7
✗ ✓ 43.9 28.5 14.6 15.4 55.3
✓ ✓ 44.0 32.1 20.0 17.7 54.8

Figure 8: Distribution of selected times-
tamps on Next-GQA.

Analysis on the Selected Clips. To verify whether the selected clips are redundant, we provide
statistics on the feature similarity and the temporal distribution of the selected clips in Fig. 7. For
feature similarity, we calculate the cosine similarity of the time indicators of the selected clips. We
divide the x-axis from 0 to 1 into 20 bins, and it shows the distribution of feature similarity. The
average cosine similarity is 0.68. For temporal distance, we calculate the time intervals between the
selected clips (represented as the ratio of the total video duration) and visualize the distribution of
these time distances. The average distance is around 35% of the total video length. The statistics on
the feature similarity and temporal distance indicate that the selected clips are not redundant.

D More Ablation Studies

We provide more ablation studies on the use of temporal grounding supervision, the number of
summarization tokens and selected timestamps, the effects of time prompts in the memory-propagated
streaming encoding process, and the similarity measurement used in memory selection.

Temporal Grounding Supervision. First, we present the studies on the use of temporal grounding
supervision. As mentioned in Section 3.4, we employ around one-tenth of long video QA pairs to
provide pseudo temporal labels. We compare four training strategies: (1) Fully weakly-supervised
manner without any pseudo labels. (2) Using pseudo labels to train a warm-up model, then expanding
to large-scale QA pairs. (3) Mixing all long video QA data, where the model uniformly receives
temporal supervision in training. (4) Training on mixed data after warm-up initialization. The results
on EgoSchema [51] and Next-GQA [80] in Table 12 indicate three key points: First, warm-up training
contributes to more powerful grounding ability. The sparse temporal label supervision in mixed
mode is overcome by the powerful initialization from warm-up training, which can generalize to
large-scale data. Second, reusing the temporal labels after warm-up offers no additional benefits,
so we adopt warm-up as the default setting. Third, without using temporal labels, the grounding
performance drops, but the QA accuracy remains stable. Fig. 8 reveals that compared to those trained
with temporal labels, the weakly-supervised model selects relatively later segments that preserve
previous contexts with the help of historical memory, thus maintaining comparable QA capacity.

The Number of Summarization Tokens and Selected Timestamps. We compare using different
number of summarization tokens and selected timestamps, i.e., P in Eq. 1 and V in Eq. 3. We
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Table 13: Ablatoin study on the number of summarization tokens and selected timestamps. We report
the results on EgoSchema [51] and Next-GQA [80].

P V Tokens Fullset Acc@GQA

1 4 64 32.1 9.8
1 8 128 33.4 10.5
4 1 64 41.6 15.5
4 4 256 44.1 17.8
4 8 512 44.9 18.0
16 1 256 42.5 16.3
16 4 1024 43.8 17.9

Table 14: Ablation study on the formulation of time prompts. We report the results on
EgoSchema [51], Next-GQA [80] and MovieChat-1K [66].

Prompt Fullset Acc@GQA Global Accuracy Breakpoint Accuracy

None 38.8 12.4 66.7 19.8
Clip 40.5 15.4 70.3 44.5

Memory 42.1 16.1 83.3 43.1
Clip+Memory 44.1 17.8 90.4 54.9

compare the performance as well as the number of tokens input to LLM in Table 13. We conclude
three observations. First, too few summarization tokens, e.g., P = 1, leads to substantial performance
drop, since it condenses a 16-frame into only 16 tokens with significant information loss in spatial
contexts. Such information loss cannot be compensated by selecting more temporal segments.
Second, the performance saturates when improving P from 4 to 16. This is because the existing video
benchmarks [51, 80] do not place high demands on spatial detail understanding. It is sufficient to
represent each frame with 4 tokens on average. Third, increasing the number of selected timestamps
only results in minor improvements, which is not proportional to the increased number of tokens. This
can be attributed to the historical memory used in the streaming encoding process. The utilization of
historical memory enables the condensed representation of each clip to encompass the information
in preceding clips, which enlarges the temporal receptive field. Hence, increasing the number of
selected timestamps does not proportionally increase the temporal receptive field, resulting in slight
performance improvements.

Time Prompts. We explore three different formulations of the time prompts used in memory-
propagated streaming encoding: (1) Only with the timestamps of the current clip, e.g., This clip is
sampled in {start} to {end} seconds. (2) Only with the timestamps of the historical memory, e.g.,
This contains a history of {start} to {end} seconds. (3) Simultaneously with the timestamps of the
historical memory and the current clip, e.g., This contains a history of {start} to {end} seconds, and a
clip sampled in {start} to {end} seconds. We report the results of different time prompts in Table 14.
It is obvious that the lack of time prompts leads to substantial performance drop in the MovieNet-1K
breakpoint mode accuracy, which requires detailed analysis of specific moments. The reason is that
the breakpoint mode requires the model to answer questions at specified timestamps, the time prompts
provide the model with necessary information in adaptive selection. Meanwhile, incorporating the
timestamps of historical memories results in more significant improvements in global understanding.
Overall, jointly leveraging the memory and clip timestamps contributes to the best results.

Table 15: Ablation study on the similarity measurement. We report the results on EgoSchema [51],
Next-GQA [80] and MovieChat-1K [66]

Similarity Fullset Acc@GQA Global Accuracy Breakpoint Accuracy

Cosine 44.1 17.8 90.4 54.9
Dot product 34.5 9.3 55.6 22.1
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Table 16: Ablation study of different settings, including memory propagation, temporal selection,
the number of summarization tokens and the number of selected clips, on hour-long MovieNet-QA
benchmark from three perspectives.

Memory Selection P V Overview Plot Temporal

✗ ✗ - - 1.98 2.23 1.39
✓ ✗ 16 4 2.51 2.61 1.63
✗ ✓ 16 4 2.24 2.77 1.52
✓ ✓ 16 4 2.65 3.13 1.88
✓ ✓ 4 4 2.53 2.82 1.73
✓ ✓ 4 8 2.58 3.02 1.83
✓ ✓ 16 8 2.68 3.17 1.95

Similarity Measurement. Besides, we present the study on the similarity measurement used in
adaptive memory selection. We compare the default cosine similarity against simple dot product
without normalization in Table 15. Empirically, we observe that dot product could result in numerical
instability, leading to overflow in training. Consequently, the calculated similarity score cannot reflect
the correlation between the instruction and different segments and results in poor results on questions
that require accurate temporal grounding, e.g., the Acc@GQA metric on Next-GQA [80] and the
breakpoint mode accuracy on MovieChat-1K [66].

Analysis on Long Video Benchmark. Finally, we show the ablation studies of different settings
particularly on the hour-long video benchmak, MovieNet-QA in Table 16. It is clear that for hour-long
videos, the propagated memory is crucial for understanding the overview contents, detailed plots as
well as temporal relations. Meanwhile, the temporal selection significantly improves detailed plot
analysis, and appropriately increasing the number of selected clips can further improve performance.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state our contributions, and the claims
match the experimental results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in Section 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Detailed instructions for replicating the results are provided in Section 3.4 and
Appendix A. Additionally, the code, model checkpoint, and data will be publicly released.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: The creation of long video QA data is presented in Appendix B. Detailed
information to reproduce all experimental results is provided in Section 3.4 and Appendix A.
And the code and data will be released upon paper acceptance.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental setting is presented in Section 3.4 and Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Error bars are not reported because it would be too computationally expensive.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The information on the computer resources is provided in Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research adheres to the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The potential impacts are discussed in Section 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We will require users to adhere to specific usage guidelines to access the model
and datasets, ensuring that they are used responsibly and to mitigate the risk of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly credited the creators or original owners of assets used in the
paper and we use the license CC-BY 4.0.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: All new assets introduced in this paper will be well documented upon their
release.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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