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Abstract

Client perceptions of the therapeutic alliance001
are crucial predictors of counseling effective-002
ness, yet current methods of obtaining client003
feedback through questionnaires impose sub-004
stantial burdens and are often impractical. This005
paper introduces a novel approach leveraging006
Large Language Models (LLMs) to automati-007
cally assess fine-grained dimensions of thera-008
peutic relationships from counseling conversa-009
tions. We collect 3241 real-world counseling010
sessions and develop a comprehensive frame-011
work, utilizing 551 of these sessions with client-012
rated alliance scores across core therapeutic013
dimensions (goal, approach, bond) for train-014
ing. Through rationale-augmented fine-tuning,015
our model not only outperforms human coun-016
selors in aligning with client perceptions (0.507017
vs. 0.279 correlation) but also provides inter-018
pretable explanations for its predictions. Anal-019
ysis of model-generated insights reveals key020
patterns in counselor behaviors that influence021
alliance formation, offering actionable guid-022
ance for improving therapeutic relationships.023
Our work demonstrates the potential of LLMs024
to enhance counseling practice through auto-025
mated, interpretable assessment while main-026
taining ethical considerations. The framework027
enables real-time understanding of client per-028
spectives without additional burden, paving the029
way for more responsive and effective mental030
healthcare delivery.031

1 Introduction032

Mental health challenges affect over 25% of the033

global population (Organization et al., 2001), with034

online counseling emerging as an increasingly vi-035

tal treatment modality (Mallen et al., 2005; Dowl-036

ing and Rickwood, 2013). Research consistently037

shows that the therapeutic alliance - the collabora-038

tive relationship between counselor and client - is039

one of the strongest predictors of counseling out-040

comes (Martin et al., 2000; Lambert and Barley,041

2001). Within this relationship, clients’ perceptions042

are particularly crucial, with studies showing they 043

robustly correlate more strongly with treatment suc- 044

cess compared to counselor assessments (Horvath 045

and Symonds, 1991; Piper et al., 1991). Moreover, 046

discrepancies in their perceptions may compromise 047

the effectiveness of therapeutic interventions (Hor- 048

vath et al., 2011). 049

However, accurately understanding clients’ per- 050

spectives remains a significant challenge in coun- 051

seling practice. Current methods rely heavily on 052

post-session questionnaires that burden clients and 053

often yield inconsistent responses (Goldberg et al., 054

2020). This challenge is particularly acute in text- 055

based online counseling, where counselors lack 056

traditional nonverbal cues and must rely solely on 057

written exchanges to gauge the therapeutic relation- 058

ship (Kit et al., 2017; Békés et al., 2021). 059

Recent work has explored using NLP techniques 060

to automatically assess therapeutic alliance from 061

counseling transcripts (Martinez et al., 2019; Gold- 062

berg et al., 2020; Lin et al., 2023). However, these 063

approaches have critical limitations: (1) they typ- 064

ically generate only overall alliance scores, miss- 065

ing crucial fine-grained dimensions of the relation- 066

ship (Martinez et al., 2019; Goldberg et al., 2020), 067

(2) they rely on black-box predictions without in- 068

terpretable rationales (Ryu et al., 2021; Goldberg 069

et al., 2020), and (3) they analyze individual con- 070

versation turns in isolation rather than capturing 071

the full therapeutic context (Lin et al., 2023). 072

We present FineThera, a novel framework that 073

leverages Large Language Models (LLMs) to pre- 074

dict fine-grained dimensions of client-perceived 075

therapeutic relationships. By evaluating key as- 076

pects such as shared therapeutic goals, coordi- 077

nated pathways to achieve goals, and attachment 078

strength between counselors and clients, FineThera 079

offers a more comprehensive and insightful assess- 080

ment. Our approach uniquely combines dimension- 081

specific alliance prediction with interpretable ra- 082

tionales extracted from conversations. Through 083
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Figure 1: The LLM-based framework (FineThera) predicts fine-grained dimensions of client-perceived therapeutic
relationships from textual counseling conversations. The core dimensions of the therapeutic alliance include shared
therapeutic goals, coordinated problem-solving approaches, and a strong emotional bond between counselors and
clients, each represented by four specific elements. LLMs predict ratings for these fine-grained dimensions, with
rationale extracted directly from conversations.

rationale-augmented fine-tuning on a large-scale084

counseling dataset, we enable LLMs to not only085

predict alliance scores but also explain the spe-086

cific conversational evidence supporting their as-087

sessments.088

This paper makes three main contributions:089

1. A novel LLM-based framework for fine-090

grained therapeutic alliance assessment that091

significantly outperforms human counselors092

(0.507 vs 0.279 correlation) in aligning with093

client perceptions across goal, approach, and094

bond dimensions.095

2. An innovative rationale-augmented fine-096

tuning approach that enhances both predic-097

tion accuracy and interpretability, validated098

through comprehensive experiments across099

multiple LLM architectures.100

3. An empirical demonstration of clinical utility101

through automated, burden-free assessment of102

therapeutic relationships, offering actionable103

insights to improve counseling practice.104

The rest of this paper is organized as follows:105

Section 2 reviews related work in therapeutic al-106

liance assessment and NLP applications in mental107

health. Section 3 introduces our framework and108

methodology. Section 4 presents our dataset. Sec-109

tion 5 details our experimental setup, results and110

analysis. Section 6 discusses implications. Sec- 111

tion 7 concludes with future directions. 112

2 Related Work 113

Automatic Evaluation of Counseling using NLP. 114

Many researchers have investigated the application 115

of machine learning and natural language process- 116

ing (NLP) techniques for the automatic evaluation 117

of mental health counseling conversations (Calvo 118

et al., 2017; Malgaroli et al., 2023). These stud- 119

ies primarily focus on analyzing individual partici- 120

pants’ behaviors, including counselors’ conversa- 121

tional strategies (Can et al., 2016; Gibson et al., 122

2016; Cao et al., 2019) and clients’ reactions to 123

interventions (Tanana et al., 2015; Li et al., 2022, 124

2023). There are also methods that analyze rela- 125

tional dynamics between counselors and clients, in- 126

cluding their linguistic coordination in therapeutic 127

dyads (Wadden et al., 2021; Nasir et al., 2019), their 128

emotional convergence during counseling (Park 129

et al., 2021; Syzdek, 2020) and therapeutic rup- 130

ture (Atzil-Slonim et al., 2021) and alliance (Gold- 131

berg et al., 2020; Martinez et al., 2019). Most 132

studies aimed at automatically predicting alliance 133

strength rely on extracting linguistic features from 134

conversations and applying machine learning mod- 135

els, limiting interpretability (Goldberg et al., 2020; 136

2



Ryu et al., 2021). These studies typically focus137

on predicting overall alliance scores, overlooking138

the fine-grained components that constitute the al-139

liance (Martinez et al., 2019; Goldberg et al., 2020).140

Our research is designed to empower LLMs to141

align with the fine-grained client-rated alliance142

based on theoretical framework, while also extract-143

ing or reasoning explanations from dialogues.144

LLMs in Mental Health Conversation Analy-145

sis. With the advert of LLMs demonstrating ad-146

vanced text understanding and reasoning capabili-147

ties, researchers have increasingly turned to these148

models for mental health-related analysis based149

on conversational data (Ji et al., 2023; Adhikary150

et al., 2024; Chiu et al., 2024). Many studies fo-151

cus on leveraging LLMs to detect mental health152

conditions, such as anxiety, depression and suicide153

ideation (Lamichhane, 2023; Yang et al., 2023; Xu154

et al., 2024), as well as to identify the underly-155

ing causes and contributing factors of these con-156

ditions (Yang et al., 2023). Additionally, several157

studies explore LLMs’ ability to predict the Big158

Five personality traits based on conversations (Yan159

et al., 2024; Amin et al., 2023).160

Some research also explores the use of LLMs to161

evaluate the effectiveness of counseling conversa-162

tions (Lee et al., 2024; Li et al., 2024; Wang et al.,163

2024). Lee et al. (2024) employ GPT models to164

assess the overall quality of counseling sessions as165

positive, neutral, or negative. While some studies,166

similar to ours, examine the evaluation of thera-167

peutic relationships through dialogue, they either168

have yet to validate the feasibility of this method169

or focus on enhancing LLM capabilities through170

detailed prompting to align with observer-rated as-171

sessments (Li et al., 2024; Wang et al., 2024).172

Different from these studies, our research aims173

to predict clients’ self-reported therapeutic relation-174

ships, which are widely recognized as more predic-175

tive indicators of counseling outcomes. Moreover,176

we investigate fine-tuning techniques to develop a177

specialized model independent of proprietary sys-178

tems, designed to be adaptable to private data.179

3 Problem Definition180

In this section, we introduce the definition and mea-181

surement of therapeutic alliance and outline the182

specific task of predicting it from dialogue text.183

3.1 Dimensions of Therapeutic Alliance 184

The therapeutic alliance is broadly recognized as 185

a collaborative element of the client-counselor re- 186

lationship (Bordin, 1979; Ardito and Rabellino, 187

2011). This multifaceted concept, which integrates 188

both cognitive and emotional interactions, is gen- 189

erally characterized by three crucial components: 190

(a) mutual agreement on the goals of therapy; (b) a 191

shared understanding that the therapeutic tasks will 192

effectively address clients’ specific concerns; and 193

(c) the strength of the interpersonal bond between 194

clients and counselors (Bordin, 1979). 195

Goal. Establishing clear counseling goals is fun- 196

damental to a successful counseling session, distin- 197

guishing it from casual conversations. Therapeutic 198

goals involve fostering positive changes in clients’ 199

thoughts, cognition, and behaviors, facilitated by 200

counselors’ guidance and support. Both counselors 201

and clients should collaboratively define and mutu- 202

ally agree on their counseling goals, ensuring their 203

efforts are directed toward shared objectives. 204

Approach. Beyond setting consistent goals, 205

reaching mutual agreement between counselors and 206

clients on specific methods to achieve them is a crit- 207

ical element. Counselors typically propose tasks 208

based on their personal styles, experience, and pre- 209

dispositions, but clients may find them unmanage- 210

able or unsuitable. In such instances, counselors 211

need to provide alternative approaches to better en- 212

gage their clients. Furthermore, counselors should 213

clarify how these tasks contribute to achieving ther- 214

apy goals, as this understanding is crucial for effec- 215

tive treatment (Horvath and Luborsky, 1993). 216

Bond. In addition to the cognitive aspects of the 217

alliance that emphasize the consensus on therapy 218

goals and tasks, the emotional attachment between 219

counselors and clients is crucial. The bond reflects 220

the feelings and attitudes that each party holds to- 221

ward the other, fostering collaboration and trust. 222

When clients perceive counselors’ genuine care 223

and attention, they feel secure and motivated to 224

engage in therapy. Likewise, when both parties 225

trust each other’s abilities, a shared commitment to 226

goals and tasks can be established. 227

3.2 Measurement of Therapeutic Alliance 228

To accurately measure clients’ perceptions of the 229

therapeutic alliance, we adopt the client version 230

of the short revised form of the Working Alliance 231
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Inventory (WAI), based on core alliance theory con-232

cepts (Horvath and Greenberg, 1989). The inven-233

tory includes 12 questions, with 4 questions ded-234

icated to assessing each dimension (see Table 4235

in Appendix A.2). Each question is rated on a236

5-point scale: 1 = Seldom; 2 = Sometimes; 3 =237

Fairly Often; 4 = Very Often; 5 = Always. The238

reliability and validity of this inventory have been239

well-established across various types of psychother-240

apy (Hatcher and Gillaspy, 2006; Munder et al.,241

2010).242

3.3 Task Definition243

Formally, we define the task of evaluating the thera-244

peutic relationship as follows: given the counseling245

conversation with each question from the measure-246

ment, predict the client’s rating and extract sup-247

porting evidence from the dialogue. We use the248

term "client" instead of "patient" to emphasize the249

individual’s active role and autonomy in therapy,250

fostering trust and collaboration.251

4 Data Collection252

4.1 Data Source253

We gathered text-based counseling conversa-254

tions between professional counselors and actual255

clients from an online Chinese text-based psycho-256

counseling platform. Each session followed the257

standard 50-minute duration. Following each ses-258

sion, clients were invited to share their perspec-259

tives on the therapeutic alliance with their coun-260

selors by completing the client version of the WAI.261

Counselors, likewise, were required to fill out the262

counselor version of the same inventory, which mir-263

rored the client version (Horvath and Greenberg,264

1989). Additionally, clients were asked to complete265

the Outcome Rating Scale (ORS) (Miller et al.,266

2003) to assess the effectiveness of the counseling267

in terms of their physical and mental well-being,268

interpersonal relationships, social role functioning,269

and overall quality of life, with scores ranging from270

0 to 100 for each aspect. Further details regarding271

these scales are provided in Appendix A.2.272

In the end, we collected a total of 3,241 coun-273

seling sessions, with 793 including clients’ self-274

reported working alliance scores. Of these, 569275

sessions incorporated both counselors’ perspectives276

on the alliance and clients’ evaluations of the coun-277

seling outcomes. Detailed statistics are in Table 1278

and Appendix A.1. We observed that only about a279

quarter of the sessions contained client feedback,280

Total Client Counselor
# Dialogues 3,241 - -

# Dialogues + Client WA 793 - -
# Dialogues + All Scales 569 - -

# Speakers 939 890 49
# Utterances 236,470 124,754 111,716

Avg. Utterances per Dialogue 72.96 38.49 34.49
Avg. Length per Utterance 29.41 26 32.46

Table 1: Statistics of the counseling conversation dataset.
The balanced distribution across speakers and utterance
lengths ensures comprehensive coverage of therapeutic
interactions.

indicating the difficulty counselors face when re- 281

lying on self-reported data to evaluate clients’ per- 282

spectives in real practice. This underscores the 283

necessity for automating the prediction of clients’ 284

views on therapeutic relationships. The distribution 285

of client ratings and average scores for each ques- 286

tion is provided in the Appendix A, with further 287

analysis of the findings discussed below. 288

4.2 Data Analysis 289

We further validate the necessity of ensuring that 290

counselors fully understand their clients’ perspec- 291

tive on the working alliance. 292

We conducted Pearson correlation analysis be- 293

tween counselors and clients’ ratings on each ques- 294

tion of the working alliance and the correlation 295

coefficient is only around 0.3 ( Pleases refer to Ta- 296

ble 5 in Appendix A.2 for detailed information) . 297

This low correlation suggests that the perspectives 298

of counselors and clients are only moderately pos- 299

itively correlated, aligning with existing psycho- 300

logical research (Hatcher et al., 1995; Shick Tryon 301

et al., 2007). Additionally, we examined the dif- 302

ferences in average ratings across various dimen- 303

sions and performed paired t-tests. As shown in 304

Figure 2, our findings suggest that counselors may 305

hold an overly optimistic view of their relationship 306

with clients, especially regarding the consensus on 307

specific steps toward resolving the clients’ mental 308

health issues (Walfish et al., 2012; Lambert, 2013). 309

Furthermore, we calculated the Pearson correla- 310

tions between the self-assessed working alliance 311

scores of counselors and clients with counseling 312

outcomes. Our analysis shows that clients’ per- 313

ceptions are a more reliable predictor of counsel- 314

ing success, with a correlation nearly three times 315

higher than that of counselors’. More details are 316

presented in Table 6 in Appendix A.2. 317
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Figure 2: The histogram of the average scores and stan-
dard deviations for each dimension of the perceived
alliance, for both counselors and clients respectively.
n.s. means non-significant. ***p < 0.001, *p < 0.05.

5 Automated Prediction for318

Client-reported Relationships319

We conduct zero-shot experiments by prompting320

various advanced open-source and closed-source321

LLMs to automatically predict client-rated thera-322

peutic relationships from text-only conversations.323

Moreover, to facilitate local deployment for those324

handling private data without relying on closed-325

source models, we trained specialized models us-326

ing both LoRA and full-parameter fine-tuning tech-327

niques. All experiments in this work are performed328

using four NVIDIA A100 80G GPUs.329

5.1 Data Preparation330

Data Split. We randomly divided all 793 conver-331

sations with client-rated working alliance scores332

into a training set (70%; 551 sessions) and a valida-333

tion set (30%; 242 sessions) using stratified random334

sampling to ensure balanced score distributions. A335

post hoc power analysis (Howell, 1992) was also336

conducted to confirm the sample size is sufficient337

for reliable results. Further details are provided in338

Appendix B.2.339

Rationale-Augmented Training Data. To fur-340

ther enhance the interpretability of the training data,341

which consists solely of client-reported scores, we342

leverage the Qwen1.5-110B-chat model to gener-343

ate underlying rationales based on the ground truth344

ratings provided by clients. This model has demon-345

strated superior performance in prompt-based ap-346

proaches, as shown in the following experiments.347

Training and Validation Data. For prompt-348

based approaches, models are applied exclusively349

to the validation set. For fine-tuning methods, mod- 350

els are trained either on the raw training set or the 351

rationale-augmented training set, with performance 352

evaluated on the validation set. 353

5.2 Prompt-based Approaches 354

Models We utilize several advanced LLMs to pre- 355

dict client-rated therapeutic relationships through 356

prompt-based approaches. These models have been 357

optimized to follow human instructions through in- 358

struction tuning and align with human preferences 359

via reinforcement learning from human feedback 360

(RLHF, (Ouyang et al., 2022)). 361

Closed-source LLMs. We select four top- 362

performing, accessible open-source LLMs – 363

Claude-3 (Sonnet model; Anthropic) (Anthropic, 364

2024), ChatGPT (gpt-35-turbo-16k model; Ope- 365

nAI) (OpenAI, 2023a), GPT-4o-mini (gpt-4o-mini 366

model; OpenAI) (OpenAI, 2024), and GPT-4 (gpt- 367

4-0125-preview model; OpenAI) (OpenAI, 2023b). 368

Open-source LLMs. In addition, we assess 369

9 closed-source LLMs, including the Qwen-1.5 370

series (Team, 2024) with various parameter sizes 371

from 7B to 110B (Qwen1.5-7B-Chat, Qwen1.5- 372

14B-Chat, and Qwen1.5-32B-Chat, Qwen1.5-72B- 373

Chat and Qwen1.5-110B-Chat models), the Llama- 374

3 series models (AI@Meta, 2024) (Meta-Llama-3- 375

8B-Instruct and Meta-Llama-3-70B-Instruct mod- 376

els), and GLM-4-9b (glm-4-9b-chat model) and 377

Yi-1.5–34B (Yi-1.5-34B-Chat-16K model). 378

Setup We task each model to rate three times 379

independently for every given conversation with 380

question, and then use the average score as the final 381

prediction. Our approach utilizes zero-shot prompt- 382

ing, with the temperature and nuclear sampling 383

parameters set as 0.7 and 0.8 for all models. The 384

template prompt is provided inAppendix B.1. 385

5.3 Fine-tuning Approaches 386

Backbone Model We select Meta-Llama-3-8B- 387

Instruct, one of the most widely used open-source 388

models, for fine-tuning. Its smaller scale allows 389

for more cost-effective training, yet it has shown 390

impressive performance in this task with prompt en- 391

gineering, surpassing larger models like ChatGPT 392

and the 14B model in the Qwen1.5 series. 393

Setup We utilize two types of training data: 394

raw training data (score only, SO) and rationale- 395

augmented training data (score + rationale, 396

SR). We employ both full-parameter fine-tuning 397
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Model ICC Kappa Goal Approach Bond Avg.
Human Counselor - - 0.290*** 0.286*** 0.261*** 0.279

ChatGPT 0.458 0.297 0.220*** 0.216*** 0.179** 0.205
Claude-3 0.924 0.772 0.409*** 0.391*** 0.382*** 0.394

GPT-4o-mini 0.734 0.617 0.412*** 0.371*** 0.426*** 0.403
GPT-4 0.941 0.830 0.419*** 0.481*** 0.381*** 0.427

Qwen1.5-7B-chat 0.500 0.392 0.148* 0.162* 0.172** 0.161
Qwen1.5-14B-chat 0.671 0.521 0.219*** 0.263*** 0.290*** 0.257

Meta-Llama-3-8B-Instruct 0.688 0.683 0.288*** 0.302*** 0.334*** 0.308
Qwen1.5-32B-chat 0.952 0.869 0.326*** 0.307*** 0.395*** 0.343
Qwen1.5-72B-chat 0.711 0.550 0.247*** 0.392*** 0.414*** 0.351

glm-4-9B-chat 0.672 0.459 0.367*** 0.368*** 0.327*** 0.354
Yi-1.5-34B-Chat-16K 0.715 0.663 0.389*** 0.341*** 0.390*** 0.373

Meta-Llama-3-70B-Instruct 0.945 0.854 0.424*** 0.378*** 0.445*** 0.416
Qwen1.5-110B-chat 0.953 0.860 0.436*** 0.431*** 0.452*** 0.440

Llama-3-8B-Instruct-LoRA-SO 0.681 0.644 0.343*** 0.300*** 0.380*** 0.341
Llama-3-8B-Instruct-LoRA-SR 0.500 0.421 0.354*** 0.321*** 0.360*** 0.345

Llama-3-8B-Instruct-full-SO 0.562 0.409 0.414*** 0.455*** 0.504*** 0.458
Llama-3-8B-Instruct-full-SR 0.671 0.594 0.505*** 0.483*** 0.533*** 0.507

Table 2: Performance comparison across models and dimensions. The Pearson correlation results between human
counselors and all models with clients’ self-reported assessments on the working alliance dimensions across different
experimental settings, as well as intra-class correlation coefficient and Fleiss’ Kappa of each model. SO and SR
indicate Score Only and Score + Rationale respectively. The last column represents the average of the correlation
coefficients across all three dimensions. The proposed rationale-augmented fine-tuning consistently outperforms
baselines and human counselors. ***p < 0.001, **p < 0.01, *p < 0.05.

and a parameter-efficient fine-tuning method —398

LoRA (Hu et al., 2022) — to train our models.399

In all experimental setups, we configured the400

training to run for 3 epochs with a learning rate of401

5e-7. During inference, temperature and nucleus402

sampling parameters were configured to 0.7 and403

0.8, respectively, for all models. Consistent with404

prompt-based approaches, each fine-tuned model405

is also tasked three times. Additional details about406

the experiment setup are provided in Appendix B.3.407

5.4 Experimental Results408

Table 2 presents models’ consistency and Pearson409

correlation results for different alliance dimensions410

compared to clients’ self-reported ratings across411

all experimental settings. Detailed results for each412

question can be found in Appendix B.4.413

Most LLMs exhibit moderate or higher self-414

consistency, ensuring reliable evaluations. We415

use both Intra-class Correlation Coefficient416

(ICC) (Koo and Li, 2016) and Fleiss’ Kappa (Fleiss,417

1971) to calculate the consistency of the model’s418

predictions across three trials in each setting. As419

demonstrated in Table 2, most models achieve mod-420

erate to high self-consistency (ICC values: 0.6 ∼421

0.75, or Fleiss’ Kappa: 0.4 ∼ 0.6), meeting the 422

necessary criteria for reliability. In this study, we 423

focus solely on ensuring the model’s internal con- 424

sistency meets this threshold, and then evaluate 425

models’ performance based on correlation with the 426

ground truth rather than inter-rater agreement. 427

LLMs can align better with clients’ perceptions 428

than the counselors themselves. As shown in 429

Table 2, 14 out of the 17 models – excluding Chat- 430

GPT, Qwen1.5-7B-chat, and Qwen1.5-14B-chat 431

– exhibit higher overall correlations with clients’ 432

perceived strength of the therapeutic alliance, com- 433

pared to those with counselors’ perceived ratings. 434

All fine-tuned models surpass the alignment be- 435

tween human counselors and clients across all three 436

sub-dimensions. Notably, the Llama-8B model, 437

fine-tuned with full parameters on training data 438

that incorporated both client ratings and rationales, 439

significantly outperforms counselor evaluations by 440

81.72% in average performance. In the bond dimen- 441

sion, where counselors’ alignment with clients is 442

weakest, this model achieves nearly double the cor- 443

relation. This highlights its superior ability to de- 444

tect affective signals of liking, trust, and respect in 445

text-based conversations. Thus, employing LLMs 446
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to predict clients’ perceived therapeutic alliance447

can offer counselors deeperi insights into clients’448

perspectives.449

Fine-tuning significantly enhances LLMs’ abil-450

ity to perceive client-rated therapeutic alliance.451

Continued training of the Meta-Llama-3-8B-452

Instruct model on task-specific data, whether453

through LoRA or full-parameter fine-tuning, en-454

hances its performance across all dimensions. In455

the prompt-based setting, the Qwen1.5-110B-chat456

model shows the strongest correlation, slightly out-457

performing GPT-4. Nevertheless, full-parameter458

fine-tuning of the 8B model, even with just over459

500 data points, results in a 12.06% to 17.92% im-460

provement across all three dimensions compared461

to the Qwen1.5-110B-chat model.462

Full-parameter fine-tuning is more effective than463

LoRA in enhancing LLMs’ predictive ability. In464

this task, full-parameter fine-tuning consistently465

outperforms LoRA under the same training condi-466

tions. This is likely because assessing the thera-467

peutic alliance in text-based dialogues is complex468

and necessitates advanced text understanding and469

reasoning. Full-parameter fine-tuning allows the470

model to fully leverage its parameter capacity, min-471

imizing information loss and adapting effectively.472

Incorporating rationales with ratings in the train-473

ing data can improve the predictive performance474

of trained LLMs. By integrating explanations in-475

ferred from clients’ self-reported scores, as gen-476

erated by the Qwen1.5-110B-chat model, into the477

training data, the performance of the Llama-8B-478

Instruct model is further enhanced under both479

LoRA and full-parameter fine-tuning compared to480

training with scores alone. Notably, this improve-481

ment is more pronounced under full-parameter fine-482

tuning, yielding an average increase of approxi-483

mately 10.70%. This suggests that including under-484

lying rationales during training enable the model485

better understand the evidence in the dialogue text486

associated with the ratings.487

5.5 Case Study488

To better understand the challenges faced by489

the best-performing model (i.e., the Llama-3-8B-490

Instruct-full-SR model), we conducted a case study.491

We identified instances where the model’s predic-492

tions significantly deviated from the client’s self-493

reported ratings (examples are shown in Table 3)494

and analyzed the model’s explanations to uncover495

A B C D E F G H I J
Counselors

2.0

2.5

3.0

3.5

4.0

4.5

5.0

M
ea

n 
Sc

or
e

Goal Task Bond

Figure 3: The average scores with standard deviations
for each alliance dimension across all counseling dia-
logues for the top 10 counselors with the most sessions.

the causes of these discrepancies. 496

We found that the model may overlooks the 497

client’s actions, focusing solely on their verbal ex- 498

pressions. For example, in the first case, the client 499

was late and left early, suggesting a lack of re- 500

spect and weak emotional connection. However, 501

the model interpreted the client’s language as non- 502

offensive and assumed that the client was respectful. 503

In addition, the model may overemphasizes some 504

positive or negative statements in counseling, while 505

ignoring the overall interaction. In the second case, 506

the client mentioned the positive effects of previ- 507

ous counseling but later gave brief responses and 508

didn’t engage in the counselor’s activities. Yet, the 509

model focused on the client’s affirming statements 510

and overlooked the interaction details. 511

6 Additional Insights based on LLM 512

Predictions 513

We utilize the best-performing model (i.e., the 514

Llama-3-8B-Instruct-full-SR model) to further ex- 515

plore the therapeutic alliance in text-based psy- 516

chological counseling. The model is employed to 517

predict client-perceived alliance in the remaining 518

2,448 sessions lacking clients’ self-reports. Our 519

analysis examines variations in counselors’ abil- 520

ities to establish alliances with clients, and how 521

conversational behaviors affect the alliance. 522

Counselors’ Varying Abilities in Establishing 523

Relationships. We explore the differences in the 524

strength of the therapeutic alliance across various 525

dimensions that counselors establish with their 526

clients. Focusing on the top 10 counselors with 527
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Conversation Evaluation Results

Counselor: Hello, are you online?
10 minutes later...
Client: Sorry, I fell asleep.
Counselor: It’s okay, let’s begin now.
Client: Thanks for waiting for me.
Counseling in progress...
Counselor: Do you have any plans for progress?
Counselor: Are you still online? Hello?

Dimension: Bond
Client: 1.25
Our Model: 4.25
Explanations: The counselor patiently waits for
the client’s responses, even when the client falls
asleep, without showing any impatience. The
client also responds in a friendly manner, such as
saying "Sorry" and "Thanks". These interactions
reflect mutual respect and understanding...

Counseling in progress...
Client: I’ve been doing counseling for a while,
and slowly I’ve started to shift my focus. I’m feeling
a bit better now.
Counseling in progress...
Counselor: You don’t want to have a negative
impact on her?
Client: Yes.
Counselor: You don’t want to put her in a diff-
icult position?
Client: I guess so.
Counseling in progress...

Dimension: Task
Client: 1.0
Our Model: 4.25
Explanations: The client directly stated that
counseling has helped them clarify the areas
that need change, and feel better by shifting
focus.

Table 3: Example cases where the model’s predictions significantly deviate from the client’s self-reported scores.

the most sessions (each with at least 134 sessions),528

we calculate the average alliance scores across all529

dialogues and conduct t-tests (Kim, 2015) to as-530

sess differences in their relational effectiveness. As531

shown in Figure 3, nearly all counselors score high-532

est in the bond dimension, followed by the goal533

and task dimensions, highlighting the fundamen-534

tal of emotional connection in driving counseling535

progress (Horvath and Greenberg, 1989).536

Even counselors with strong overall performance537

demonstrate specific strengths in particular dimen-538

sions. For example, Counselor G excels in fos-539

tering emotional bonds, outperforming Counselor540

J, while Counselor J shows greater skill in align-541

ing goals and steps with clients. Since these542

three dimensions should ideally develop simulta-543

neously (Bordin, 1979), counselors can learn from544

others’ strengths to enhance their overall approach.545

Actionable Insights for Counselors. As illus-546

trated in Figure 3, some counselors, such as Coun-547

selor A, struggle more in building a strong ther-548

apeutic alliance compared to others, like Coun-549

selor J. To better understand the behaviors of coun-550

selors affecting relationship-building, we perform551

a content analysis of the explanations generated by552

our top-performing model. We randomly analyze553

around 100 explanations for counselors with poor554

performance (scores ≤ 2) and 100 for those with555

outstanding performance (scores ≥ 4) for each di-556

mension. Examples of the generated explanations 557

can be found in Appendix 12. 558

Our findings reveal that counselors who re- 559

spond passively without offering concrete guidance 560

may seem directionless. Those who use technical 561

psychological terms rigidly, without adapting to 562

clients’ specific goals, are perceived as irrelevant. 563

Additionally, counselors who repeatedly question 564

clients without pausing may leave them feeling 565

rushed and unheard. These insights highlight the 566

importance of consistently expressing empathy, bal- 567

ancing guidance and support, monitoring clients’ 568

behaviors and making timely adjustments to meet- 569

ing individual needs. 570

7 Conclusion 571

We developed a dataset and LLM-based approaches 572

to assess client-rated therapeutic alliance in online 573

text-based counseling. Our findings demonstrate 574

that incorporating supportive evidence with ratings 575

into the training data to fully fine-tune a smaller 576

LLM model results in performance that exceeds 577

that of much larger models and significantly sur- 578

passes human counselors. Additionally, we high- 579

light the diverse abilities of counselors in forming 580

client relationships, identify key behaviors influenc- 581

ing the establishment of the alliance, and offer ac- 582

tionable insights for improvement. Data, code, and 583

models will be released upon paper acceptance. 584

8



8 Limitations585

In this work, we focus on leveraging LLMs to as-586

sess the therapeutic alliance in text-based coun-587

seling conversations. Text-based counseling is a588

widely used and accessible form of therapy, Text-589

based counseling is a widely used and accessible590

form of therapy, and it is particularly well-suited for591

LLMs, which can precisely extract textual cues to592

evaluate the therapeutic alliance. Our approach can593

easily be adapted to face-to-face, video, or audio-594

based counseling formats by converting audio or595

voice recordings into text transcripts. In the future,596

a promising direction for understanding the thera-597

peutic alliance in other counseling formats involves598

integrating multimodal models that combine facial599

expressions and vocal features to analyze video or600

audio counseling sessions.601

Our data is sourced from a single counseling plat-602

form in China. While the demographic diversity603

of both clients and counselors in these conversa-604

tions (see Appendix A.1) contributes to a degree of605

generalizability, future research can benefit from606

expanding the data collection to multiple counsel-607

ing platforms from different regions. This would608

allow for a more comprehensive validation of the609

generalizability of our findings.610

In addition, there is room for future improve-611

ment on the experimental aspects of this study.612

We only selected the LLaMA-8B as the backbone613

model for fine-tuning, based on its impressive per-614

formance in zero-shot prompt-based condition as615

a smaller model. While incorporating underlying616

rationales with ratings into the training data has no-617

tably enhanced the performance of the LLaMA-3-618

8B-Instruct model compared to both the base model619

and human counselors, there remains considerable620

room for improvement in terms of overall corre-621

lation. To further improve the fine-tuned model’s622

performance on this task, we will explore addi-623

tional models, parameters, and training approaches,624

as well as continue collecting more psychological625

counseling conversations with client self-ratings.626

Since the model’s performance does not yet fully627

align with clients’ self-ratings, analyses based on628

the model’s predictions may still have some limita-629

tions. Nevertheless, these experiments and analy-630

ses offer valuable insights for the interdisciplinary631

intersection of NLP and psychology.632

9 Ethics Statement 633

Data Privacy. This study has been approved by 634

the Institutional Review Board. All counselors and 635

clients provided informed consent to participate, 636

with clear communication that conversations col- 637

lected on the platform would be used for scientific 638

research purposes and might be shared with third 639

parties for these purposes. Following the collec- 640

tion of these conversations, we meticulously de- 641

identified and anonymized the data to ensure the 642

highest level of privacy protection for both clients 643

and counselors. Furthermore, all collaborators in- 644

volved in this research are required to formally 645

commit to data confidentiality agreements and ad- 646

here to rigorous ethical standards. 647

Data Release. To encourage interdisciplinary re- 648

search at the intersection of NLP and psychol- 649

ogy, we plan to release this dataset to qualified re- 650

searchers upon the acceptance of this article. Those 651

interested in accessing the data will be evaluated 652

based on their qualifications. We require appli- 653

cants to provide a valid ID, a justification for their 654

data request, proof of full-time employment at a 655

non-profit academic or research institution with 656

Institutional Review Board (IRB) approval, confir- 657

mation of their role as a full-time principal investi- 658

gator, and approval from the institution’s Office of 659

Research or equivalent office. Additionally, appli- 660

cants must sign a Data Non-Disclosure Agreement, 661

committing not to share the data with any third 662

party. 663

LLM-based Predictions. This study aims to 664

introduce an automated approach for predicting 665

client-rated therapeutic alliance with their coun- 666

selors in the context of online text-based counsel- 667

ing. We advocate for using LLM-based predic- 668

tions as an additional tool to help counselors gain a 669

deeper understanding of their clients. Given the cur- 670

rent limitations in LLM performance, it is crucial to 671

exercise caution when applying these predictions in 672

practice. Furthermore, societal acceptance must be 673

considered to mitigate potential misuse of technol- 674

ogy and address ethical concerns associated with 675

LLM-generated results. 676
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iety, the search for the meaning of life, and many 993

others. 994

The counselors bring a rich diversity of experi- 995

ence to the platform, with expertise ranging from 996

less than three years for emerging counselors to 997

over ten years for seasoned professionals. Their 998

therapeutic skills cover a wide array of approaches, 999

including Cognitive Behavioral Therapy (CBT), 1000

humanistic therapy, narrative therapy, and more, 1001
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reflecting a comprehensive and flexible approach1002

to counseling.1003

A.2 Different Perspectives of Counselors and1004

Clients1005

The items of the client and counselor version of the1006

revised short form of Working Alliance Inventory1007

are shown in Table 4.1008

Table 5 shows the Pearson correlation coeffi-1009

cients between counselors and clients on each ques-1010

tion and dimension of working alliance.1011

A.3 Relationship between Working Alliance1012

Ratings and Counseling Outcomes1013

The Outcome Rating Scale (ORS) is designed to1014

measure changes in clients’ life functioning follow-1015

ing psychological interventions (Miller et al., 2003).1016

In our study, clients complete the ORS before each1017

counseling session to assess their condition after1018

the previous session, offering insights into the ef-1019

fectiveness of the prior counseling. Clients evalu-1020

ate their overall quality of life over the past week1021

across four key areas: (1) Individual Physical and1022

Mental Well-being, (2) Interpersonal Relationships1023

(Family or Intimate Relationships), (3) Social Life1024

(Work, School, Friends), and (4) Overall Condition.1025

Each aspect is rated on a scale from 0 to 100, with1026

0 representing the lowest point and 100 the high-1027

est, where higher scores indicate more favorable1028

conditions.1029

Table 6 presents the Pearson correlation coeffi-1030

cients between counselors’ and clients’ reported1031

working alliance scores and clients’ self-reported1032

counseling outcomes respectively.1033

A.4 Client Ratings and Question Scores1034

Distribution1035

Figure 4 illustrates the distribution of client ratings1036

and average scores for each question.1037

Overall, the score distribution exhibits a typi-1038

cal negative skew commonly observed in alliance1039

assessments (Tryon et al., 2008; Goldberg et al.,1040

2020). The average scores for the Goal, Approach1041

and Bond dimensions all surpass 3.5, suggesting1042

that a relatively robust therapeutic relationship can1043

be established between counselors and clients in1044

online text-based psychological counseling. The1045

Approach dimension, however, received the lowest1046

average score, primarily limited by Questions 51047

and 6. This indicates that clients remain uncertain1048

about the specific actions needed to pursue their1049
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Figure 4: The stacked histogram of the distribution of
client ratings for each question, as well as the line plot of
the average rating across all sessions for each question.
The left y-axis indicates the proportion of scores, while
the right y-axis shows the scores.

Here is the psychological counseling dialogue between you as a client and 

your counselor.

Counselor: Hi, what would you like to talk about today?
Client: Recently, I often use sleep to escape from facing life.
Counselor: I see. What do you feel you‘re trying to escape from?
Client: Things I can’t control, but that are still my own.
…

Before the end of this psychological counseling session, please complete the 

following multiple-choice question based on the conversation and your own 

situation. Provide the corresponding reasons with direct quotes from the 

dialogue between you and the counselor. (Output should be two lines, with 

each line indicating the choice and reason respectively):

Question: I feel that the things I do in therapy will help me to accomplish 
the changes that I want.
Options:  1. Seldom; 2. Sometimes; 3. Fairly Often; 4. Very often; 5. Always

Figure 5: The template prompt for instructing LLMs
to predict clients’ perceived working alliance, using
an example conversation and questionnaire question
(displayed in cadetblue italic text).

goals with counselors. Conversely, the Bond dimen- 1050

sion achieved the highest average score, exceeding 1051

4, reflecting that clients frequently feel understood, 1052

cared for, and supported by their counselor, espe- 1053

cially in terms of respect. 1054

B Automatic Prediction 1055

B.1 Template Prompt 1056

The template prompt used to instruct LLMs to pre- 1057

dict clients’ perceived working alliance is shown 1058

in Figure 5. 1059

B.2 Data Preparation 1060

Table 7 presents the score distributions for the train- 1061

ing set and the validation set. 1062

To ensure the reliability of our results, we 1063

conducted a post hoc power analysis using 1064
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Dimension ID Client Counselor

Goal

Q1 The therapist and I collaborate on set-
ting goals for my therapy.

The client and I collaborate on setting
goals for my therapy.

Q2 The therapist and I are working to-
wards mutually agreed upon goals.

The client and I are working towards
mutually agreed upon goals.

Q3 The therapist and I agree on what is
important for me to work on.

The client and I agree on what is im-
portant for the client to work on.

Q4 The therapist and I have established
a good understanding of the kind of
changes that would be good for me.

The client and I have established a
good understanding of the kind of
changes that would be good for the
client.

Approach

Q5 As a result of this session, I am
clearer as to how I might be able to
change.

As a result of this session, the client
is clearer as to how he/she might be
able to change.

Q6 What I am doing in therapy gives me
new ways of looking at my problem.

What the client is doing in therapy
gives he/she new ways of looking at
his/her problem.

Q7 I feel that the things I do in ther-
apy will help me to accomplish the
changes that I want.

I feel that the things the client do in
therapy will help he/she to accom-
plish the changes that he/she wants.

Q8 I believe the way we are working
with my problem is correct.

I believe the way we are working
with the client’s problem is correct.

Bond

Q9 I believe the therapist likes me. I believe the client likes me.
Q10 The therapist and I respect each

other.
The client and I respect each other.

Q11 I feel that the therapist appreciates
me.

I appreciates the client.

Q12 I feel the therapist cares about me
even when I do things that he/she
does not approve of.

I cares about the client even when the
client do things that I do not approve
of.

Table 4: Core dimensions of the therapeutic alliance, with specific questions from the counselor and client versions
of the Working Alliance Inventory (WAI). Each dimension captures distinct aspects of counselor-client relationship.
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Question/Dimension Correlation
Q1 0.270***
Q2 0.211***
Q3 0.235***
Q4 0.213***

Goal 0.290***
Q5 0.244***
Q6 0.290***
Q7 0.224***
Q8 0.204***

Approach 0.286***
Q9 0.232***
Q10 0.211***
Q11 0.204***
Q12 0.184***

Bond 0.261***
Avg. 0.279

Table 5: The Pearson Correlation coefficients between
counselors- and clients-reported scores on each question
and dimension of the working alliance. *p < 0.05,
**p < 0.01, ***p < 0.001.

G*Power (Faul et al., 2007, 2009) after the experi-1065

ment. The analysis was based on the "Correlation:1066

Bivariate normal model" test, with an effect size1067

of 0.5 (corresponding to the correlation between1068

the predictions of the best-performing model and1069

client-reported ratings) and a significance level α1070

of 0.05. The resulting power value was nearly 1.0,1071

confirming that the sample size of 242 in the val-1072

idation set is more than sufficient to draw robust1073

and reliable conclusions.1074

B.3 Experimental Settings1075

Table 8 shows the key hyperparameters and cor-1076

responding values used in our fine-tuning experi-1077

ments.1078

B.4 Experimental Results1079

Table 9 and Table 10 show the ICC and Fleiss’1080

Kappa values for predicting client-rated alliance1081

across different questions and dimensions, based1082

on various experimental settings.1083

Table 11 presents the Pearson correlation results1084

between all models and clients’ self-reported as-1085

sessments on the alliance questions.1086

C Additional LLM-based Insights 1087

C.1 Example Explanations 1088

Table 12 presents some example explanations gen- 1089

erated by our best-performing model. 1090

C.2 Counselors’ Varying Abilities in 1091

Establishing556 Relationships. 1092

Figure 6 shows the heatmap results of t-tests on 1093

the working alliance scores of counselors across all 1094

counseling sessions with their clients. 1095
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Phy. & Men. Relationship Social Life Overall
Client Counselor Client Counselor Client Counselor Client Counselor

Goal 0.38*** 0.13** 0.39*** 0.16*** 0.43*** 0.16*** 0.40*** 0.16***
Approach 0.30*** 0.12** 0.35*** 0.14*** 0.37*** 0.14*** 0.34*** 0.14***

Bond 0.48*** 0.11** 0.46*** 0.14** 0.51*** 0.15*** 0.48*** 0.13**

Table 6: The Pearson Correlation coefficients between clients’ and counselors’ reported scores on the working
alliance and clients’ self-reported counseling outcomes.
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Figure 6: The heatmap results of t-tests on the working alliance scores of counselors across all counseling sessions
with their clients, where each element in the heatmap represents the t value with significance. *p < 0.05, **p < 0.01,
***p < 0.001.

Question Data Set Score Sum1 2 3 4 5

Q1 Train 22 65 98 162 204 551
Test 9 31 40 62 100 242

Q2 Train 7 39 79 163 263 551
Test 2 22 36 61 121 242

Q3 Train 20 61 105 172 193 551
Test 12 37 36 64 93 242

Q4 Train 22 82 99 152 196 551
Test 15 48 34 54 91 242

Q5 Train 37 112 127 171 104 551
Test 15 62 41 58 66 242

Q6 Train 29 123 110 166 123 551
Test 13 55 48 58 68 242

Q7 Train 15 64 91 173 208 551
Test 8 35 39 61 99 242

Q8 Train 10 61 108 155 217 551
Test 8 38 32 57 107 242

Q9 Train 16 60 120 133 222 551
Test 7 31 40 62 102 242

Q10 Train 1 15 64 149 322 551
Test 1 8 28 58 147 242

Q11 Train 24 53 94 157 223 551
Test 12 32 35 56 107 242

Q12 Train 10 34 105 151 251 551
Test 10 19 35 65 113 242

Table 7: Score distributions for each question in the
training and validation sets.

Hyperparameters Value
Per-device Train Batchsize 1
Gradient Accumulation Steps 2
Warmup Ratio 0.1
LR Scheduler Type cosine
Learning Rate 5e-7
Data Type bfloat16
Optimizer adamw
Epoch 3
LoRA Rank 8
LoRA α 16

Table 8: The hyperparameters with values used in our
fine-tuning experiments.
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Model Q1 Q2 Q3 Q4 Goal Q5 Q6 Q7 Q8 Task Q9 Q10 Q11 Q12 Bond Overall
ChatGPT 0.479 0.627 0.563 0.390 0.515 0.427 0.427 0.289 0.492 0.409 0.557 0.471 0.532 0.237 0.449 0.458

GPT-4o-mini 0.912 0.940 0.928 0.940 0.930 0.938 0.903 0.974 0.935 0.938 0.961 0.818 0.959 0.883 0.905 0.924
Claude-3 0.638 0.776 0.667 0.583 0.666 0.792 0.763 0.830 0.736 0.780 0.706 0.845 0.805 0.671 0.757 0.734

GPT-4 0.946 0.917 0.946 0.943 0.938 0.945 0.942 0.938 0.932 0.939 0.909 0.960 0.943 0.976 0.947 0.941
Qwen1.5-7B-chat 0.330 0.503 0.529 0.552 0.479 0.604 0.552 0.424 0.643 0.556 0.608 0.433 0.518 0.308 0.467 0.500

Qwen1.5-14B-chat 0.672 0.711 0.646 0.717 0.686 0.769 0.772 0.664 0.747 0.738 0.631 0.392 0.749 0.580 0.588 0.671
Meta-Llama-3-8B-Instruct 0.622 0.741 0.549 0.825 0.684 0.764 0.690 0.689 0.738 0.720 0.862 0.635 0.785 0.358 0.660 0.688

Qwen1.5-32B-chat 0.952 0.966 0.962 0.962 0.960 0.988 0.990 0.966 0.970 0.978 0.966 0.901 0.966 0.834 0.917 0.952
Yi-1.5-34B-Chat-16K 0.724 0.760 0.691 0.721 0.724 0.706 0.683 0.791 0.750 0.733 0.516 0.758 0.848 0.585 0.677 0.711

glm-4-9b-chat 0.452 0.773 0.655 0.567 0.612 0.653 0.736 0.785 0.702 0.719 0.871 0.736 0.656 0.477 0.685 0.672
Qwen1.5-72B-chat 0.707 0.519 0.793 0.673 0.673 0.750 0.833 0.907 0.724 0.804 0.810 0.342 0.910 0.608 0.668 0.715

Meta-Llama-3-70B-Instruct 0.894 0.948 0.942 0.963 0.937 0.956 0.968 0.971 0.971 0.967 0.948 0.921 0.922 0.937 0.932 0.945
Qwen1.5-110B-chat 0.955 0.965 0.936 0.946 0.950 0.955 0.974 0.959 0.942 0.958 0.972 0.960 0.958 0.910 0.950 0.953

Llama-3-8B-Instruct-LoRA-SO 0.694 0.642 0.585 0.721 0.660 0.747 0.735 0.730 0.788 0.750 0.786 0.501 0.762 0.486 0.634 0.681
Llama-3-8B-Instruct-LoRA-SR 0.325 0.429 0.474 0.565 0.448 0.607 0.659 0.702 0.568 0.634 0.629 0.487 0.702 0.237 0.417 0.500

Llama-3-8B-Instruct-full-SO 0.417 0.485 0.523 0.547 0.493 0.702 0.729 0.692 0.695 0.705 0.495 0.321 0.696 0.439 0.488 0.562
Llama-3-8B-Instruct-full-SR 0.533 0.677 0.663 0.710 0.646 0.777 0.799 0.752 0.764 0.773 0.601 0.517 0.724 0.540 0.595 0.671

Table 9: The intra-class correlation (ICC) of models in evaluating each question and dimension across different
experimental settings.

Model Q1 Q2 Q3 Q4 Goal Q5 Q6 Q7 Q8 Task Q9 Q10 Q11 Q12 Bond Overall
ChatGPT 0.218 0.181 0.131 0.065 0.285 0.166 0.185 0.106 0.150 0.211 0.272 0.208 0.196 0.082 0.216 0.297

GPT-4o-mini 0.599 0.696 0.694 0.707 0.694 0.714 0.627 0.840 0.708 0.722 0.687 0.509 0.731 0.585 0.782 0.772
Claude-3 0.245 0.371 0.329 0.317 0.366 0.430 0.428 0.465 0.335 0.520 0.534 0.336 0.416 0.212 0.346 0.617

GPT-4 0.582 0.535 0.599 0.578 0.639 0.641 0.666 0.695 0.547 0.691 0.621 0.666 0.591 0.856 0.652 0.830
Qwen1.5-7B-chat 0.105 0.256 0.273 0.289 0.279 0.328 0.296 0.202 0.308 0.347 0.201 0.188 0.245 0.155 0.281 0.392

Qwen1.5-14B-chat 0.337 0.310 0.254 0.310 0.386 0.373 0.304 0.318 0.298 0.451 0.265 0.174 0.371 0.225 0.316 0.521
Meta-Llama-3-8B-Instruct 0.353 0.487 0.279 0.610 0.385 0.489 0.314 0.416 0.452 0.596 0.624 0.365 0.530 0.142 0.551 0.683

Qwen1.5-32B-chat 0.792 0.910 0.882 0.895 0.821 0.964 0.968 0.908 0.930 0.922 0.893 0.731 0.894 0.563 0.684 0.869
Yi-1.5-34B-Chat-16K 0.352 0.445 0.425 0.423 0.508 0.434 0.401 0.492 0.379 0.547 0.370 0.297 0.592 0.286 0.366 0.550

glm-4-9b-chat 0.189 0.468 0.261 0.299 0.370 0.354 0.459 0.456 0.392 0.510 0.610 0.287 0.311 0.110 0.398 0.459
Qwen1.5-72B-chat 0.373 0.259 0.536 0.386 0.346 0.549 0.622 0.682 0.404 0.679 0.445 0.598 0.711 0.327 0.309 0.663

Meta-Llama-3-70B-Instruct 0.580 0.707 0.672 0.740 0.695 0.762 0.789 0.827 0.770 0.794 0.741 0.711 0.653 0.694 0.689 0.854
Qwen1.5-110B-chat 0.824 0.883 0.749 0.768 0.805 0.836 0.888 0.860 0.864 0.870 0.852 0.785 0.849 0.660 0.898 0.860

Llama-3-8B-Instruct-LoRA-SO 0.396 0.298 0.286 0.454 0.462 0.346 0.308 0.399 0.348 0.497 0.474 0.197 0.475 0.118 0.388 0.644
Llama-3-8B-Instruct-LoRA-SR 0.130 0.160 0.120 0.185 0.203 0.196 0.196 0.208 0.180 0.356 0.197 0.018 0.232 0.074 0.189 0.421

Llama-3-8B-Instruct-full-SO 0.077 0.079 0.097 0.070 0.173 0.136 0.158 0.166 0.140 0.375 0.094 0.056 0.125 0.054 0.267 0.409
Llama-3-8B-Instruct-full-SR 0.043 0.142 0.134 0.171 0.260 0.158 0.211 0.139 0.132 0.381 0.108 0.075 0.151 0.077 0.333 0.594

Table 10: The Fleiss’ Kappa value of models in evaluating each question and dimension across different experimental
settings.

Model Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12
ChatGPT 0.184** 0.166** 0.102 0.11 0.111 0.097 0.134* 0.130* 0.182** 0.064 0.205** 0.07

GPT-4o-mini 0.300*** 0.248*** 0.203** 0.361*** 0.272*** 0.360*** 0.271*** 0.227*** 0.396*** 0.099 0.415*** 0.187**
Claude-3 0.245*** 0.297*** 0.146* 0.249*** 0.324*** 0.331*** 0.328*** 0.202** 0.126 0.182** 0.437*** 0.281***

GPT-4 0.147* 0.376*** 0.299*** 0.416*** 0.456*** 0.459*** 0.340*** 0.294*** 0.271*** 0.259*** 0.414*** 0.074
Qwen1.5-7B-chat 0.084 0.134* 0.109 0.088 0.113 0.049 0.141* 0.079 0.232*** -0.054 0.226*** 0.07
Qwen1.5-14B-chat 0.162* 0.112 0.182** 0.191** 0.225*** 0.222*** 0.175** 0.111 0.239*** -0.052 0.334*** 0.148*

Meta-Llama-3-8B-Instruct 0.125 0.199** 0.206** 0.171** 0.306*** 0.168** 0.329*** 0.148* 0.407*** 0.080 0.244*** 0.171**
Qwen1.5-32B-chat 0.076 0.181** 0.306*** 0.199** 0.205** 0.197** 0.272*** 0.175** 0.263*** 0.137* 0.322*** 0.352***

Yi-1.5-34B-Chat-16K 0.185** 0.261*** 0.314*** 0.358*** 0.337*** 0.307*** 0.246*** 0.087 0.217*** 0.316*** 0.269*** 0.310***
glm-4-9b-chat 0.163* 0.196** 0.125 0.267*** 0.286*** 0.295*** 0.281*** 0.156* 0.316*** 0.023 0.340*** 0.097

Qwen1.5-72B-chat 0.032 0.216*** 0.161* 0.186** 0.273*** 0.286*** 0.309*** 0.246*** 0.337*** 0.288*** 0.387*** 0.133*
Meta-Llama-3-70B-Instruct 0.201** 0.216*** 0.363*** 0.387*** 0.327*** 0.386*** 0.360*** 0.182** 0.385*** 0.277*** 0.398*** 0.302***

Qwen1.5-110B-chat 0.229*** 0.309*** 0.353*** 0.372*** 0.362*** 0.351*** 0.294*** 0.271*** 0.330*** 0.229*** 0.453*** 0.221***
Llama-3-8B-Instruct-LoRA-SO 0.142* 0.213*** 0.266*** 0.258*** 0.289*** 0.202** 0.288*** 0.145* 0.379*** 0.100 0.284*** 0.206**
Llama-3-8B-Instruct-LoRA-SR 0.228*** 0.083 0.286*** 0.272*** 0.322*** 0.146* 0.306*** 0.172** 0.351*** 0.180** 0.320*** 0.064

Llama-3-8B-Instruct-full-SO 0.271*** 0.288*** 0.269*** 0.253*** 0.414*** 0.391*** 0.323*** 0.301*** 0.439*** 0.275*** 0.445*** 0.229***
Llama-3-8B-Instruct-full-SR 0.285*** 0.333*** 0.363*** 0.416*** 0.461*** 0.432*** 0.304*** 0.387*** 0.455*** 0.373*** 0.487*** 0.302***

Table 11: The Pearson correlation results between all models and clients’ self-reported assessments on the working
alliance questions across different experimental settings. SO and SR indicate Score Only and Score + Rationale
respectively. The best results are in bold. ***p < 0.001, **p < 0.01, *p < 0.05.
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Dimension Evaluation Example

Goal
bad

In our conversations, although the counselor tried to guide me in exploring issues
and feelings, we did not clearly agree on specific areas for change. For example,
when I mentioned how to deal with a difficult roommate, the counselor focused
more on understanding my feelings and situation rather than collaboratively
determining specific change strategies. My responses, such as “No thanks” and
later mentioning “I might not be suited for this,” indicate that my understanding of
the counseling process may differ from the counselor’s expectations. As a result,
we rarely reached a consensus on the areas where I needed to make efforts for
change.

good

In the conversation, the counselor and I jointly established counseling goals, such
as, “Let’s set the goal to increase daily sleep time to 6 hours.” This indicates that
we were indeed actively involved in the goal-setting process, which was a
continuous part of the counseling sessions, thus aligning with the description of
“always” collaboratively setting goals.

Approach
bad

In the conversation, I expressed my feelings about the counselor’s questions,
saying, “To be honest, I speak directly and bluntly, and this is a free service. I
shouldn’t have any expectations. I really shouldn’t have too many demands and
should be content.” This indicates that I did not feel the counseling provided new
perspectives or methods for addressing my relationship issues. The counselor
focused more on listening and understanding, whereas I was expecting concrete
guidance and solutions, such as, “Shouldn’t you be better and have more ideas?”
This shows that I didn’t frequently find new ways to view my problems during the
counseling sessions.

good

In the conversation, I mentioned trying to make changes but not finding the right
approach, which indicates that I recognize the value of the counseling process. The
counselor helped me reflect on my concerns about effort and boundaries, for
example, “It seems like you feel that the evaluation of your goodness comes from
what you do rather than your traits or personal charisma in relationships.” This
helped me start to understand my behavioral patterns more deeply. Although I am
still exploring, I feel that counseling has indeed guided me toward the changes I
want.

Bond
bad

In the conversation, I expressed doubts about the counselor’s professionalism and
mentioned, “You gave me the impression of being a bit rushed, not allowing me time
to process my changes,” as well as “I have a lot of anger towards you.” This
indicates that I did not feel that the counselor was attuned to my personal
preferences but rather sensed a mismatch in professional approach.

good

During the counseling process, the counselor demonstrated patience and
understanding, such as by asking, “Can you describe the sense of presence you
have experienced from childhood to now?” This indicates that the counselor
actively listens and is concerned about my feelings. Although personal preferences
were not directly addressed, the counselor’s positive feedback and in-depth
exploration, such as, “The sense of presence you described—when you feel that
doing something genuinely brings joy to others—seems to be part of your value
system. It looks like you have a direction, but the path is blocked,” show the
counselor’s deep understanding and care for me, making me feel valued and
supported.

Table 12: Example explanations generated by our best-performing model.
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