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Abstract

Current large language models (LLMs) often
exhibit imbalances in multilingual capabili-
ties and cultural adaptability, largely due to
their English-centric pretraining data. To ad-
dress this imbalance, we propose a probing
method named &X' Transplant that explores cross-
lingual latent interactions via cross-lingual
feed-forward transplantation during inference
stage, with the hope of enabling the model to
leverage the strengths of both English and non-
English languages. Through extensive pilot
experiments, we empirically prove that both
the multilingual capabilities and cultural adapt-
ability of LLMs hold the potential to be sig-
nificantly improved by XTransplant, respec-
tively from En — non-En and non-En —
En, highlighting the underutilization of current
LLMSs’ multilingual potential. And the patterns
observed in these pilot experiments further
motivate an offline scaling inference strategy,
which demonstrates consistent performance im-
provements in multilingual and culture-aware
tasks, sometimes even surpassing multilingual
supervised fine-tuning. And we do hope our
further analysis and discussion could help gain
deeper insights into X' Transplant mechanism.

1 Introduction

In recent years, large language models (LLMs)
have showcased their remarkable versatility across
a wide range of downstream tasks (Zhao et al.,
2023; Liu et al., 2023; Dong et al., 2023; Wei
et al., 2022a,b; Shanahan, 2022), as well as their
evident generalizability and adaptability in multi-
lingual scenarios. However, the significant imbal-
ances in their multilingual capabilities and cultural
adaptability still remain challenges that researchers
are striving to resolve (Ye et al., 2023; Li et al.,
2024a; Shi et al., 2024; Qin et al., 2024). These is-
sues primarily stem from their unbalanced training
corpora, which is predominantly in English, lead-
ing to these models being termed English-centric

LLMs (Brown et al., 2020; Zhang et al., 2022; Tou-
vron et al., 2023; Biderman et al., 2023).

Existing methods for these challenges primar-
ily focus on Multilingual Pretraining and Cross-
lingual Transfer. Multilingual Pretraining involves
initially or continuously training models on diverse
multilingual datasets to develop an overall improve-
ment of their multilingual capabilities (Lin et al.,
2021; Scao et al., 2022; Gao et al., 2024; Li et al.,
2024b). While Cross-lingual Transfer leverages
knowledge from high-resource languages to en-
hance the performance of low-resource languages
through fine-tuning techniques (Reid and Artetxe,
2022; Cahyawijaya et al., 2023; Ye et al., 2023;
Khurana et al., 2024). However, these training-
based methods have shown potential limitations
like “curse of multilinguality”, a form of negative
interference (Conneau et al., 2020; Wang et al.,
2020), where expanding too much languages dur-
ing pretraining eventually leads to a decline.

These limitations and situations also place hu-
mans in a dilemma with current English-centric
LLMs: given a certain question, (1) posing in En-
glish may overlook the language-specific neurons
that is only activated by non-English inputs, po-
tentially resulting in incomplete or inaccurate re-
sponses. On the other hand, (2) posing in non-
English languages may fail to leverage the model’s
strong general capabilities in English, thereby af-
fecting its overall performance. This naturally
leads to a key consideration: Can the LLMs lever-
age both their powerful general capabilities (in En-
glish) and their (non-English) multilingual knowl-
edge during inference, to fully unlock their multi-
lingual potential?

In response to this, we introduce and investi-
gate a probing method named X Transplant to ex-
plore this possibility via mutual cross-lingual feed-
forward transplantation. As illustrated in Figure 1,
during the inference stage, X'Transplant transplants
the feed-forward activations of certain decoder
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Figure 1: Overview of X'Transplant mechanism. The left illustrates the process where the feed-forward activations
from English input are leveraged to help when asking a non-English question. The right illustrates how the feed-
forward activations from non-English input are leveraged to help when asking a culture-aware question in English.

layer from one language into the inference pro-
cess of input in another language, with forward
propagation to proceed with the transplanted acti-
vations. The goal is to enable the model to leverage
the strengths of both English and non-English lan-
guages. Through this probe, our study delves into
two distinct avenues: the impact of En — non-En
transplantation on LLMs’ multilingual capabilities,
and how non—-En — En transplantation affects
LLMs’ cultural adaptability under English context.
We first conduct extensive pilot experiments
on representative LLMs and datasets. By assess-
ing the upper bound performance of LLMs ob-
tained through exhaustively evaluating all settings
of X'Transplant, we empirically demonstrate that
XTransplant holds significant potential to push the
boundaries of what LLMs can typically achieve
in multilingual and culture-aware tasks, highlight-
ing the underutilization of current LLMs’ multi-
lingual potential. And the patterns observed in
these pilot experiments further motivate an offline
scaling inference strategy, where patterns are first
extracted offline from small samples and then ap-
plied to larger, unseen data. This method yields
consistent improvements across all involved LLMs
and datasets, and occasionally even surpasses mul-
tilingual supervised fine-tuning. And a series of
targeted analysis are also conducted to help gain
deeper insights into A Transplant mechanism.

2 Background

In this section, we provide the background that
motivates our research.

Feed-forward Layer Stores Factual Knowledge.
The transformer-based GPT series of models have

shown remarkable effectiveness in natural lan-
guage generation (Radford et al., 2018; Brown
et al., 2020), triggering a boom around LLMs.
Within Transformer (Vaswani et al., 2017), the feed-
forward layers and self-attention module constitute
the main body of a decoder block for current LLMs.

Numerous studies have revealed the pivotal role
of feed-forward layers in storing factual knowl-
edge (Geva et al., 2021; Dai et al., 2022; Meng
et al., 2022). This insight motivates our exploration
of X'Transplant on feed-forward layers to help
LLMs fully leverage the knowledge from both En-
glish and non-English languages.

Language-specific Neurons. The intriguing ca-
pability of LLMs to understand and generate text
in various languages is attributed to a subset of
neurons that exhibit heightened activity for specific
languages. Termed as “language-specific neurons”,
these components are critical to the multilingual ca-
pabilities of LLMs (Tang et al., 2024; Kojima et al.,
2024). Furthermore, the proportion of these neu-
rons is notably small, yet their targeted activation or
deactivation significantly impacts the model’s per-
formance in corresponding languages. (Zhao et al.,
2024). This finding has profound implications for
enhancing LLMs’ multilingual capabilities.

Building on above foundations regarding feed-
forward layers and language-specific neurons, we
boldly hypothesize that sharing and transferring
feed-forward activations between English and non-
English languages may allow the model to leverage
the strengths of both language groups. This capac-
ity to integrate advantages from diverse linguistic
backgrounds serves as the foundation of our prob-
ing method— X Transplant.



3 Probing Method — X' Transplant

In this section, we will present the formulation
of X'Transplant, elaborate on its implementation
details, and delineate several relevant concepts.

3.1 Methodology

For a model M with N decoder layers, given an
original input zs in source language .S, the z;
undergoes a forward propagation through all de-
coder layers to predict the next token. Let the out-
put activations of these IV decoders be denoted
as O; = {0}V, where each of is obtained by
combining the feed-forward activations f* and self-
attention activations a” through a residual connec-
tion. Similarly, for another translated version of
xs in target language 7', denoted as x;, we also
have O; = {0}, with corresponding { fF}_,
and {af}&_,. If without any modifications,they
would predict the first new token g5 and ¢; with the
unembed matrix W,,empeq as follows:

Us = SOftmaX(Wunembed : (aé\/ + fsN)) (M

Z)t = SOftmaX(Wunembed : (aé\f + ftN)) (2)

Our mechanism, X' Transplant, refines the process
by transplanting the feed-forward activations from
the i*" decoder layer with input z; to the j de-
coder layer with input x;. Formally, f} is replaced
with f? and the forward propagation of prompting
x; then continues with this modification. Conse-
quently, the original {of }2 ; will be altered into

{of },]CV:j due to the update in f}, leading to new

~(modified)

prediction outcomes ¢, as follows:

@gm(’diﬁed) = softmax(Wynembed * 6iv )

Notably, XTransplant currently considers only the
substitution of feed-forward activations from a sin-
gle layer, meaning that the aforementioned i*” layer
and j*" layer both refer to a certain, single decoder
layer. X'Transplant performs the transplantation
only during the forward propagation for predict-
ing the first new token; all subsequent tokens are
generated iteratively after the first one, without any
additional transplantation operations.

3.2 Mutual Transplantation

Section 3.1 details how X'Transplant facilitates
the transfer of feed forward activations from lan-
guage S to language 7T'. But X'Transplant actually
supports transplantation in two directions. When

prompting in non-English, the feed-forward acti-
vations from English can be leveraged to help the
process of non-English prompting. Similarly, un-
der the English prompting conditions, the feed-
forward activations from non-English languages
can be leveraged to help. Specifically, our exper-
iments explore the dual attempt of X'Transplant:
En — non-En and non-En — En.

3.3 Instance-ware Upper Bound

For a model M with N decoder layers, both
the source layer and target layer selections in
XTransplant offer N possible choices, result-
ing in N2 potential transplantation combinations.
For a dataset D of a certain size, we conducted
X Transplant for each sample across all N? pos-
sibilities, selecting the optimal solution for each
instance. The model’s optimal performance on this
dataset, derived from this process, is referred to as
the instance-aware upper bound.

We denote Mg, ,; () as the output of model
M towards question x after applying X Transplant
from i" layer of language S to the ;™ layer of
language T'. Let y4qc represents the gold answer
of question x and I(-) is a indicator function that
equals 1 if the condition is true, 0 otherwise. The
upper bound performance is formulated as follows:

UpperBoundg_,+(M, D) =

Z - Imax H(MSZ-—>T]- (CC) = ytrue) @
IEDZJG{LW’N}

Though N? enumeration is time-consuming, our
goal is to benchmark the upper bound performance
of LLMs achievable through X Transplant.

4 Pilot Experiments

In this section, we explore the upper bound perfor-
mance of multilingual capability and culture adapt-
ability in LLMs via mutual X' Transplant operation.

4.1 Setup

Models. We selected 3 typical LLMs for our pilot
experiments. (1) LLaMA-2-7B-Chat, (2) Mistral-
7B-Instruct-v0.3, (3) Qwen2-7B-Instruct.

Datasets. We mainly conduct experiments on 4
benchmarks, which can be categorized into:

e Multilingual Capability: (1) XNLI (Conneau
et al., 2018), a natural language inference cor-
pus, (2) XQuAD (Artetxe et al., 2020), a question
answering dataset, and (3) XCOPA (Ponti et al.,



Models Dataset: XNLI (PilotSet)
en ar bg de el es fr hi ru SW th tr ur vi zh Avg
LLaMA-2-7B-Chat 60.0 | 340 260 50.0 300 360 460 800 460 140 000 340 0.00 28.0 40.0 | 30.1
UpperBoundgn2iang | 940 | 90.0 960 100 960 84.0 100 60.0 98.0 820 66.0 740 34.0 84.0 100 | 83.9
Mistral-7B-Instruct-v0.3 | 46.0 | 6.00 56.0 500 400 60.0 480 300 520 000 320 360 140 460 500 | 37.7
UpperBoundzn2iang | 80.0 | 72.0 640 76.0 980 780 82.0 84.0 780 360 8.0 820 660 780 920 | 76.9
Qwen?2-7B-Instruct 82.0 | 520 540 560 520 680 70.0 500 640 260 480 500 320 60.0 640 | 552
UpperBounden2iang | 94.0 | 700 740 80.0 660 820 90.0 620 840 840 620 780 560 780 86.0 | 76.4
Models Dataset: XQuAD (PilotSet)
en ar de el es hi ro u th tr vi zh Avg
LLaMA-2-7B-Chat 64.0 8.00 56.0 12.0 60.0 8.00 42.0 42.0 6.00 24.0 40.0 40.0 335
UpperBoundgn2iang | 92.0 34.0 80.0 38.0 84.0 32.0 74.0 82.0 30.0 64.0 66.0 70.0 62.2
Mistral-7B-Instruct-v0.3 | 64.0 38.0 42.0 20.0 54.0 32.0 48.0 44.0 20.0 38.0 40.0 38.0 39.8
UpperBoundgn2iang | 90.0 54.0 76.0 50.0 78.0 50.0 80.0 72.0 50.0 68.0 66.0 76.0 67.5
Qwen?2-7B-Instruct 76.0 52.0 40.0 22.0 48.0 18.0 36.0 48.0 38.0 46.0 64.0 80.0 47.3
UpperBoundzn2iang | 94.0 76.0 78.0 52.0 78.0 58.0 76.0 82.0 64.0 78.0 90.0 94.0 76.7
Models Dataset: XCOPA (PilotSet)
en et ht id it SW ta th tr vi zh Avg
LLaMA-2-7B-Chat 60.0 44.0 10.0 50.0 30.0 0.00 0.00 54.0 46.0 58.0 56.0 37.1
UpperBoundgn2iang | 94.0 58.0 60.0 100 100 54.0 60.0 56.0 100 78.0 100 78.2
Mistral-7B-Instruct-v0.3 | 40.0 22.0 56.0 66.0 72.0 16.0 0.00 56.0 54.0 70.0 70.0 475
UpperBoundgn2iang | 94.0 76.0 92.0 88.0 92.0 54.0 28.0 72.0 80.0 86.0 74.0 76.0
Qwen2-7B-Instruct 0.00" 44.0 52.0 86.0 88.0 62.0 36.0 50.0 28.0 90.0 84.0 56.4
UpperBoundgn2iang | 90.0 98.0 94.0 94.0 100 88.0 100 90.0 94.0 96.0 98.0 94.7

Table 1: Performance comparisons between LLMSs’ original performance and the upper bound results of X' Transplant
on multilingual tasks. UpperBoundgn21ang represents A Transplant from English to involved language.

2020), a causal commonsense reasoning dataset.
These datasets consist of linguistically parallel
questions to assess the model’s ability across lan-
guages. For questions in non-English languages,
we apply En — non-En XTransplant to har-
ness feed-forward activations from English.

* Cultural Adaptability: GlobalOpinionQA con-
tains QAs from cross-national surveys designed
to capture diverse opinions on global issues
across different countries, all in English. This
dataset aims to evaluate the model’s cultural
adaptability within an English context. For these
questions in English, we apply non-En — En
XTransplant, hoping the model to leverage feed-
forward activations from non-English languages
to better capture cultural nuances.

Notably, due to the extensive scale of our pi-
lot experiments?, for each dataset, we randomly
sampled 50 instances in each language involved,
creating our small but linguistically balanced Pilot-
Sets (Appendix B.1). And details of evaluation and
hype-settings can be found in Appendix B.2.

'The explanation of accuracy in English subset of XCOPA
for Qwen2-7B-Instruct is in Appendix B.3.

2To obtain the instance-aware upper bound of X' Transplant,
we perform inference on all N possible source and target
layer selection strategies for each instance (for example, in
LLaMA-2-7B-Chat with layer number N = 32, N? = 1024
times inference are conducted for each instance). Our pilot
experiments involves 3 LLMs and 4 pilotsets, resulting in over
800 hours of computation on 8 * A800-SXM4-80GB.

4.2 Observations

We compare the UpperBound results of
XTransplant with the original performance of
LLMs. The main results of the multilingual
datasets are presented in Table 1 and the results
for the cultural dataset are illustrated in Figure 2.
The comparisons are used to illustrate the extent
to which multilingual potential can be unlocked
through the X'Transplant mechanism without
modifying LLM itself. Next, we present our main
findings as follows.

(1) Underutilization of current LLMs’ multi-
lingual potential. The results in Table 1 and
Figure 2 show that the upper-bound performance
of X'Transplant is surprisingly much higher than
the LLMs’ original performance. The substantial
performance gap indicates that these models har-
bor significant, yet underutilized, potential for ad-
vancement through targeted interventions (the feed-
forward activations from other language). Further-
more, these findings highlight that the cross-lingual
latent interactions facilitated by X' Transplant repre-
sent a highly promising direction for extending the
boundaries of LLM performance in multilingual
and culture-aware tasks.

(2) Feed-forward activations from English
boosts multilingual capability, while those from
non-English improves cultural adaptability.
XTransplant supports transplantation in two direc-
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tions: En — non-En for multilingual tasks and
non-En — En for culture-aware task. The results
underscore the effectiveness of X'Transplant in
both aspects, demonstrating that the feed-forward
activations from English tend to strengthen the
model’s multilingual generalization, while feed-
forward activations from non-English allow for
deeper understanding of culturally specific con-
tent. This mutual attempt reveals the complemen-
tary strengths of English and non-English activa-
tions in optimizing performance on multilingual
and culture-aware tasks. And in Table 2, we also
observe the improvements under En2En setting,
which is further discussed in Appendix B.4.

4.3 Layer-wise Selection Patterns

Another key observation from our pilot experi-
ments is that the performance gains depend heavily
on the choice of source and target layers. In this
section, we explore the layer-wise patterns that gov-
ern the effectiveness of X' Transplant.

The upper bound results in Table 1 are obtained
through all N2 answers of X' Transplant. Here in
Figure 3, we present the layer-wise upper bounds
(Appendix D.4), where we fix either the source or
target layer and the other layer is varied across N

configurations. The following pattern emerges:

Last-layer as the source and first-layer as the
target yield superior upper bound results. The
layer-wise upper bound results in Figure 3, consis-
tent across all models and datasets, reveal a clear
trend: when the source layer is fixed, the highest
upper bound performance across the [N possible
target layers is achieved when the source layer cor-
responds to the last layer. Similarly, when the target
layer is fixed, the highest upper bound performance
across the N possible source layers is observed
when the target layer corresponds to the first layer.

Moreover, in both scenarios, the layer-wise up-
per bound results are close to the overall upper
bound, which suggests that X Transplant can be
simplified to operate within a N-size space: (1)
fixing the source layer to the last layer and varying
the target layer, or (2) fixing the target layer to the
first layer and varying the source layer.

5 Practical Application of X' Transplant

Our pilot experiments empirically demonstrate the
promising potential of X' Transplant. In this section,
we explore the practical application of X' Transplant
on Unseen data (Appendix C.2), which refers to
the data points that are not included in the PilotSet.



Multilingual Capability

Cultural Adaptability

Method

XNLI (Unseen) XQuAD (Unseen) XCOPA (Unseen) GlobalOpinionQA (Unseen)
LLaMA. Mistral. Qwen. LLaMA. Mistral. Qwen. LLaMA. Mistral. Qwen. LLaMA. Mistral. Qwen.
Baselines
Original 28.1 37.4 54.1 33.1 38.6 44.9 35.4 46.2 54.2 33.7 68.3 62.5
CoT 18.8 28.9 40.7 22.0 23.5 42.2 27.7 25.0 36.5 18.0 43.0 46.4
PIM 14.8 524 63.2 34.1 43.1 48.3 18.5 69.9 32.0 11.9 58.4 55.6
ML-SFT 324 38.0 46.2 39.8 47.1 571 449 56.2 50.0 394 64.5 60.2
Ours

X Transplant-SL 29.9 41.5 52.6 29.7 36.4 43.8 42.6 48.5 64.1 28.7 66.7 61.1
X Transplant-TF 34.5 39.8 56.2 333 45.3 50.9 41.6 52.1 59.9 35.7 68.8 62.5
XTransplant-OA 34.8 432 56.1 343 44.6 49.8 484 55.5 71.1 36.6 68.7 63.2

Table 2: Main results of three offline scaling inference strategies of X Transplant compared with other baselines.

Blue cell indicates better performance than the original, while Gray cell indicates the opposite. Bold and
underline numbers indicate the best performance and second-best performance. LLaMA., Mistral. and Qwen.
respectively represent LLaMA-2-7B-Chat, Mistral-7B-Instruct-v0.3 and Qwen2-7B-Instruct.

Implementation. We first identify, for each
model and each language set within each dataset,
the optimal source and target layer pair from all
N2 combinations {(i,7) | i,j € {1,2,...,N}},
based on performance observed in our pilot ex-
periments. This optimal pair is then applied
to the corresponding dataset’s unseen data for
further evaluation. Moreover, leveraging our
findings from Section 4.3, we also experiment
with two additional configurations: selecting the
best-performing pair from the ‘“source-last” set
{(N,j)|je{1,2,...,N}} and from the “target-
first” set {(i,1) | ¢« € {1,2,...,N}}. The
above three strategies of X' Transplant are denoted
as X'Transplant-OA (OverAll), X Transplant-SL
(SourceLast) and XTransplant—TF (TargetFirst).
The selected pairs can be found in Appendix C.1.

Baselines. (1) Original performance of
LLMs, (2) CoT (Wei et al., 2022b), which prompts
the models with step-by-step reasoning to further
unlock its potential, (3) PIM (Mu et al., 2024),
which concatenates prompts in two languages
to enhance multilingual performance and (4)
ML-SFT, which boosts multilingual capabilities
by additional multilingual supervised fine-tuning.
The implementation details are in Appendix C.3.

Results. Average results across different lan-
guages or cultures of three offline scaling infer-
ence strategies compared with other baselines are
illustrated in Table 2.

(1) Existing methods struggle to achieve con-
sistent improvements. As shown in Table 2,
CoT performs poorly in multilingual and culture-
aware scenarios. And while PIM and ML—-SFT can
achieve certain improvements, these gains are not

consistent across all involved LLMs and datasets.
Additionally, we find that PTM occasionally per-
forms best across all methods, but this actually
comes at the cost of significant language consis-
tency issues, as we discussed latter in Section 6.1.

(2) XTransplant yields great improvements on
unseen data, even surpassing multilingual SFT.
Both X'Transplant-OA and X'Transplant—TF can
achieve consistent improvements on unseen data.
And the results on XNLI and XCOPA demonstrate
that X'Transplant can even outperform the gains
achieved through ML-SFT, which also suggests
XTransplant as a brand new direction for extending
the performance boundaries of LLMs, distinct from
traditional training-based approaches.

(3) A significant gap to the overall upper bound.
While X' Transplant achieve certain improvements
in practical applications, there still remains a sub-
stantial gap to the upper bound results from our
pilot experiments (Section 4). This indicates that
our method is relatively coarse-grained, and an
adaptive instance-aware strategy that selects the op-
timal layer pair for each question may help better
approach the upper bound.

Summary. AXTransplant-OA or —TF can be re-
garded as an effective offline scaling inference
strategy. By conducting offline pilot study on
small-scale samples and identifying the optimal
source-target layer pair, we can apply it to larger-
scale unseen data to achieve consistent improve-
ments. While X'Transplant—OA involves an N2-
scale computational cost which may be too high,
XTransplant—TF reduces this to NV, significantly
lowering computational overhead while maintain-
ing consistent performance gains.



Language XNLI XQuAD XCOPA  GlobalOpinionQA
Consistency (%) (non-En) (non-En) (non-En) (En)
LLaMA-2-7B-Chat 95.20 83.00 86.93 99.83
— PIM 59.75 77.05 84.51 89.35
—- X'Transplant 95.23 88.21 93.69 99.74

| Mistral-7B-Instruct-v03 | 8813 9183 8491 1000
— PIM 63.07 86.67 85.45 90.75
—- X'Transplant 94.36 96.50 85.95 99.97

" Qwen2-7B-Instruct | ¢ 9520 9950 8836 1000
— PIM 91.23 96.67 77.55 97.10
—- X'Transplant 97.43 99.22 87.09 99.92

Table 3: The input-output language consistency results
of three LLMs with PIM and X Transplant, compared
with their original language consistency. non—En and
En represent the input-output language required by cor-
responding tasks.

6 Further Analysis

In this section, we delve deeper into X' Transplant
through a series of targeted analysis.

6.1 Input and Output Language Consistency

XTransplant benefits LLMs by leveraging feed-
forward activations from inputs in other languages.
To investigate whether these activations induce lan-
guage shifts (i.e., output language differing from
input language), we analyzed the input-output con-
sistency across all N2 answers of X Transplant.

The language consistency results® shown in Ta-
ble 3 demonstrate that, the P IM method, leveraging
multilingual contexts, often introduces input-output
inconsistencies. But the average consistency results
across all N2 answers of X' Transplant align well
with that observed under original setting. This in-
dicates that X'Transplant rarely affect the language
consistency, making language shifts unlikely. This
also provides a foundational guarantee for the up-
per bound results in Section 4.

6.2 Generalizability from English- to
Chinese-centric LLM

Our experiments mainly focus on English-centric
LLMs, revealing the benefit of feed-forward acti-
vations from English. In this section, we further
explore the generalizability of this finding by com-
paring the upper bound results of X' Transplant on
LLaMA-2-7B-Chat and Chinese-Alpaca-2-7B*.

Not only activations from English can help. As
shown in Figure 4, we find that for both English-

3The languages are identified by lid.176.bin model from
fasttext, which can recognize 176 languages.
*A LLaMA-2-7B based Chinese-centric model.
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Figure 4: The upper bound results of English-
and Chinese-centric LLM achieved by A'Transplant
from English (UpperBoundgn2iang) and Chinese
(UpperBoundzn21ang). The horizontal line represents
the model’s original performance.

and Chinese-centric LLMs, the feed-forward ac-
tivations from either English or Chinese results
in upper bound result that far exceeds the LLMs’
original performance, without being confined to
English as the only source language.

Native preference in Native-centric LLM. Fig-
ure 4 further reveals that, for LLaMA-2-7B-Chat,
the English-centric LLM, activations from English
result in a higher upper bound in X' Transplant than
those from Chinese (En: 74.8%, Zh: 72.9% in av-
erage). Meanwhile, in Chinese-Alpaca-2-7B, the
Chinese-centric LLLM, activations from Chinese
can offer greater improvements (En: 63.7%, Zh:
66.3% in average). This indicates a native pref-
erence, where feed-forward activations from the
models’ centric language tend to yield more sub-
stantial gains, likely due to the closer alignment
with the model’s internal knowledge.

6.3 Impact on English Performance

In Table 2, we present the average results of all in-
volved languages. And in this section, we conduct
an analysis towards investigate X' Transplant’s im-
pact on models’ English capability compared with
other involved baselines, the results are in Table 4.

All methods suffer a decline in English capabil-
ity, but X' Transplant shows the mildest symp-
toms. The results in Table 4 reveal that although
many methods lead to some improvements in av-
erage performance across different languages (as
seen in Table 2 Section 5), they also tend to worsen
the model’s English capability to some extent. In
particular, ML-SFT achieves great performance
improvements in other non-English languages but
causes the most significant decline in English per-
formance. However, it is noticeable that, compared



English Subset
XNLI (Unseen) XQuAD (Unseen) XCOPA (Unseen)
LLaMA. Mistral. Qwen. LLaMA. Mistral. Qwen. LLaMA. Mistral. Qwen.

Method

Baselines

Original 473 40.0 832 70.8 735 76.5 53.6 480  0.00°
CoT 33.7 60.0 71.7 64.5 55.4 70.6 61.8 44.7 S35
PIM 45.1 63.1 83.6 68.2 71.2 72.3 63.1 722 224
ML-SFT 318 39.6 442 235 332 60.2 684 86.4 2.67

Ours
A'Transplant-SL 46.6 46.8 79.7 64.5 68.7 68.9 729 558 63.6

ATransplant-TF 469 453 848 702 776 151 527 707 176
ATransplant-0A  48.1 468 848 702 765 733 6Ll 842 776

Table 4: Results on English subset of three offline scal-
ing inference strategies of X' Transplant compared with
other baselines. Blue cell indicates better performance

than the original, while Gray cell indicates the oppo-
site. Bold and underline numbers indicate the best per-
formance and second-best performance.

to other methods, X' Transplant exhibits a relatively
mild decline in English capability and, in many
cases, still manages to achieve performance im-
provements in English.

More analysis. Further analysis towards (1) the
outcomes of X' Transplant, (2) the stability and reli-
ability of X' Transplant and (3) a case study from the
perspective of intermediate decoding can be found
in the Appendix D.1, D.2 and D.3. And we pro-
vide Appendix A to emphasize some key aspects
and offer clarifications for potential questions.

7 Related Work

Multilingual Capability. Early multilingual
models like mBERT (Devlin et al., 2019) and
XLM (Conneau and Lample, 2019) laid the ground-
work for extending pretrained models across di-
verse languages. Recently larger multilingual
models, such as Bloom (Scao et al., 2022) and
Mala-500 (Lin et al., 2024), enhance multilin-
gual capabilities through increased scale. Gener-
ally, multilingual pretraining and finetuning are
now the two mainstream methods for improving
multilingual performance. Works like Li et al.
(2024b) injects multilingual alignment and pre-
serves this during pretraining. Gao et al. (2024)
explored the effect of multilingual pretraining
and instruction tuning on the degree of align-
ment. Models like Sabia (Pires et al., 2023),
ChineseLLaMA (Cui et al., 2023), ChineseMix-
tral (HIT-SCIR, 2024) are products of continu-
ous pretraining on existing English-centric LLMs.
Other like BLOOMz (Muennighoff et al., 2022),
m-LLaMA (Zhu et al., 2023), Phoenix (Chen et al.,
2023) chosen to directly incorporate multilingual

5The explanation of accuracy in English subset of XCOPA
for Qwen2-7B-Instruct is in Appendix B.3.

data in the supervised finetuning stage to achieve
implicit multilingual alignment across languages.

Cultural Adaptability. Previous studies have
shown that current LLLMs exhibit poor cultural
adaptability (Ramezani and Xu, 2023; Jha et al.,
2023; Rao et al., 2024). Solutions towards these
culture-aware challenges can be categorized mainly
into two approaches: context learning and training-
based. Kovac et al. (2023) studied models’ con-
trollability in inducing cultural perspectives, while
Wang et al. (2024) improved cultural performance
by explicitly prompting LLMs with the recognition
of culture in queries. Rao et al. (2023) developed a
framework integrating moral dilemmas with prin-
ciples from various normative ethics formalisms
across different levels of abstraction. Rao et al.
(2023) developed a framework integrating ethics
from diverse cultures. Another line of research
involves fine-tuning models on large-scale cultur-
ally relevant datasets (Abbasi et al., 2023; Lin and
Chen, 2023; Nguyen et al., 2024; Shi et al., 2024),
or investing in more balanced multilingual corpus
for pretraining (Scao et al., 2022; Lin et al., 2024;
Gao et al., 2024; Li et al., 2024b).

Unlike previous training-based approaches,
XTransplant directly modifies the model’s internal
activations during inference, allowing the model to
benefit from both English and non-English inputs.
This simple yet promising mechanism marks a new
step forward in cross-lingual capability transfer.

8 Conclusion

This work introduces X' Transplant, a mechanism
that contributes to further unlocking the multilin-
gual potential of LLMs, as well as their cultural
adaptability, via mutual cross-lingual feed-forward
activations transplantation. Our extensive pilot ex-
periments across representative LLMs and datasets,
along with established upper bounds, highlight
the underutilization of current LLMs’ multilin-
gual potential and demonstrate the effectiveness
of XTransplant in both multilingual and culture-
aware tasks. And the offline scaling inference strat-
egy, which is motivated by the patterns observed in
these pilot experiments, could yield consistent im-
provements across all involved LLMs and datasets,
and occasionally even surpasses multilingual super-
vised fine-tuning. We hope X Transplant will serve
as a catalyst for future research, driving continued
progress in developing more linguistically effective
and culturally aware language models.



Limitations

This work exhibits several limitations worth noting.
Firstly, while our exploration of the model’s multi-
lingual potential upper bound is grounded in exten-
sive pilot experiments, it remains an empirical con-
clusion, lacking formal theoretical proof. Secondly,
we have not explored more complex or fine-grained
transformations of X' Transplant method, such as ex-
perimenting with multi-layer operations or conduct-
ing more refined manipulations of feed-forward
activations across different languages, rather than
the simple replacement approach used in our study.
These avenues offer significant opportunities for fu-
ture extensions of A Transplant. Thirdly, due to the
computational constraints, we did not conduct com-
parisons between LLMs of different model sizes
(particularly larger models), resulting in a lack of
insights into the impact of model capacity on per-
formance.
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Potential Questions and Explanations

. The reason for applying X' Transplant only
when generating the first new token?

In autoregressive generation, applying
XTransplant during the generation of the first
new token essentially introduces the benefit
of feed-forward activations from another lan-
guage across the entire sequence generation
process. This is because all subsequent tokens
are influenced by the activations cached from
earlier steps. If X'Transplant were applied
during the generation of every token, it would
be a redundant operation and could even
cause the model’s output to break down.

. The reason for applying En — non-En
XTransplant in multilingual tasks and
non-En — En in culture-aware tasks?

For the multilingual datasets (XNLI, XQuAD,
and XCOPA), all of the questions are linguisti-
cally parallel across languages. These datasets
assess the model’s multilingual capabilities by
asking questions in various languages such
as Chinese, Spanish, German, French, etc.
When posing questions in these non-English
languages, we aim for the model to benefit
from feed-forward activations derived from
English. Therefore, for multilingual tasks, we
perform En — non—-En XTransplant, where
questions are asked in non-English languages,
and activations from English are transplanted
to the non-English languages.

Regarding the culture-aware dataset, Glob-
alOpinionQA, all the questions and answers
are in English. The purpose of this dataset is to
explore how well models respond to questions
from different cultural backgrounds within
an English context. When asking questions
in English, we want the model to leverage
feed-forward activations from non-English
languages to better capture cultural nuances.
Hence, for culture-aware tasks, we perform
non-En — En XTransplant, where the ques-
tions are in English, but activations from non-
English languages are transplanted into the
English context. For example, when asking
a question related to Chinese culture, we ask
the question in English but feed-forward acti-
vations from Chinese are transplanted to help.
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3. The reason for X' Transplant focusing only
on feed-forward layers?

The reason we focus on transplanting only
feed-forward activations rather than the entire
hidden states is twofold:

One is about our motivation and some related
work as introduced in Section 2: Our approach
aims to enable LLMs to fully leverage both
English and non-English multilingual knowl-
edge during the inference stage. And the feed-
forward layers have been shown in many stud-
ies to play a crucial role in storing factual
knowledge (Geva et al., 2021; Dai et al., 2022;
Meng et al., 2022), which is why we chose to
focus on feed-forward activations.

Another reason is about practical consider-
ations with model performance: Based on
the above-mentioned studies, it can be under-
stood that the general workflow of the model
consists of "attention for thinking" and "feed-
forward for knowledge". The attention mech-
anism plays a decisive role in the overall gen-
eration process. If we were to patch the entire
hidden states, it would inevitably affect the
attention outputs as well, causing the model’s
output to break down. We provide some ex-
amples of such breakdowns in Figure 5:

# Model: Llama-2-7b-chat Dataset: XNLI Language: Chinese (zh)

# XNLI is a multilingual Natural Language Inference dataset, the answers in Chines
e should be one of "(1) Z&", "(2) #i", "(3) F&E"

# Results after XTransplant only feed-forward activations
"\n\n(1) ZEE\N\ni¥4..."

"\n\n(1) Z&E. \n\niRiEHA..."

"\n\n(1) Z&E. \n\niRiEHA..."

"\n\n(1) ZHE\n\niRBEHRAEE"

"(2) HIL, \n\nfgRE: 7EXF. .

"\n\n(1) Z&f. \n\niRiERIRHM. .."

"\n\n(1) Z&&. \n\niRiERIRH. .."

"\m\n(1) ZE\n\niRIERMER. .. "

# Results after XTransplant with entire hidden states
"Portail, "

“Portail, "

“Portail, \m\ni¥#4H#: \n\n (1) ..."

"Portail, "

"Portail, \n\niRiEi&tH, HAIAILME..."

"Portail, "

“Portail, \m\niRiE LEMIER, BIIATMAE: \n..."
“Portail. \m\nAZ: 7, HAILUERE. B, ..."

Figure 5: Comparisons of applying A Transplant on
feed-forward layer and entire hidden state.

4. Does X'Transplant really offer the upper
bound of a model?

First, we would like to clarify that the upper
bound results presented in our pilot experi-
ments are not intended to represent the abso-



lute theoretical limits of the model’s capabili-
ties. Rather, we view them as an exploration
of the model’s upper bound within the set-
ting of our X'Transplant mechanism. And we
think the exact value of upper bound is not
the primary focus of our work. The key point
is that the cross-lingual latent interactions en-
abled by X' Transplant demonstrates the poten-
tial to substantially unlock the multilingual
capabilities of LLMs. As highlighted in our
paper’s title, X Transplant serves as a “probe”
to investigate the latent potential, rather than
claiming to achieve the absolute maximum
performance of the model.

B
B.1 Datasets

Due to the extensive scale of our experiments, we
did not use the full version of each dataset. In-
stead, we conducted our experiments on Pilot-
Sets from each dataset. Specifically, each pilot-
set was obtained by randomly sampling 50 exam-
ples from the samples in each language covered
by the full dataset, with the random seed set to
random.seed (666). For better reproducibil-
ity, these pilotsets will be publicly available along
with our code. The detailed information of these
pilotsets is as follows:

Experimental Details

Involved Languages / Cultures

XNLI (15):
ar, bg, de, el, en, es, fr, hi, ru, sw, th, tr, ur, vi, zh

XQuAD (12):
ar, de, el, en, es, hi, ro, ru, th, tr, vi, zh

XCOPA (11):
en, et, ht, id, it, sw, ta, th, tr, vi, zh

GlobalOpinionQA (24):
am, ar, bn, de, el, en, es, {1, hi, id, it, ja, ko, nl, pt, ru, sv,
sw, tl, tr, uk, ur, vi, zh-CN

Sample Size (50 samples per language / culture)

XNLI: 50 x 15 = 750

XQuAD: 50 x 12 = 600

XCOPA: 50 x 11 = 550
GlobalOpinionQA: 50 x 24 = 1200

B.2 Evaluations

The prompts we used for each dataset are listed in
Table 5. For each model involved, we apply greedy
decoding strategy and set the max new tokens gen-
erated by the model to 20. We used Accuracy as
our evaluation metric, and for different task types
within each dataset, we applied the following rules:
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¢ For Multiple-choice Tasks (Classification):
XNLI, XCOPA, and GlobalOpinionQA all belong
to the multiple-choice category. For these tasks,
amodel’s response is considered correct only if it
contains the correct option and excludes all other
options. Under CoT setting, we select the last
option appeared in model’s response as its final
answer.

For Question-Answering Tasks (Generation):
For the generative task XQuAD, the model’s an-
swer is deemed correct if the gold answer appears
in the model’s response. Under CoT setting, the
model’s answer is considered correct if the gold
answer appears within the last 20 tokens of the
model’s response.

To ensure better reproducibility, these evaluation
scripts will also be made publicly available.

B.3 Explanation of accuracy in English subset
of XCOPA for Qwen2-7B-Instruct

In Table 2, we notice that the accuracy in the En-
glish subset of XCOPA for Qwen2-7B-Instruct
is “0.00”. After specifically revisiting Qwen2-
7B-Instruct’s responses to the English subset of
XCOPA. We found that the “0.00 accuracy” is-
sue stemms from the model’s failure to effectively
follow the instructions in our prompt. The exact
prompt we used was:

You are assigned to complete a two-category classification
task.

Premise: The girl squeezed her nose.
Options: (1) The baby drools on the bib.
(2) The baby soiled his diaper.

Please determine which of the two options is more likely
to be the cause of the given premise.

Your Answer:

However, Qwen2-7B-Instruct’s responses are as
follows:

Option 1 (The baby drools on the bib) is less likely to be
the cause of ...

Option 1, “The audience clapped their hands to the music,
is more likely to be ...

Option 1 is more likely to be the result of the given premise.
If the man expected the ...

Option 2, “Her opponent felt sorry for her,” is more likely
to be the result of ...

Option 2, The products are made by child labor. \n\n
Explanation: The premise states that radicals ...

Option 2, “It’s snack time,” is more likely to be the cause
of the given ...

s



Our evaluation script for XCOPA dataset consid-
ers a model’s response correct only if it contains
the correct option (e.g., (1) or (2)) and excludes all
other options. But as you can see above, Qwen-2’s
responses do not match this format, leading to the
“0.0 accuracy”.

To ensure fairness in evaluation, we can not ar-
bitrarily modify our evaluation script based solely
on Qwen’s responses on the English subset of the
XCOPA dataset. Therefore, we have retained this
result in our main experimental table.

B.4 Improvements under En2En setting

In Table 2, we observe that X'Transplant also
yields performance gain under the English2English
setting, which seems inconsistent with the idea
that the benefits of X' Transplant stem from cross-
lingual interactions. However, this result is logical.
In this setting, X' Transplant simplifies to replacing
the feed-forward activations between different de-
coder layers within the same input. Since different
decoder layers of LLMs capture distinct features of
the input and activate different neurons (i.e., knowl-
edge), the transplanting operation between these
layers can strengthen feature propagation and
encourage feature reuse, leading to performance
improvements. This phenomenon is analogous to
the dense connections in DenseNet (Huang et al.,
2017), which has been shown to enhance feature
flow and overall performance.

C Practical Application of X' Transplant

C.1 Selected source-target layer pairs

Selected source-target layer pairs for each model
and each language set within each dataset are
shown as follows:

e XTransplant—OA:

# XNLI + LLaMA-2-7B-Chat

{"ar": [30, 5], "bg": [6, 12], "de": [28, 17], "el": [23,
4], "en": [27, 3], "es": [31, 15], "fr": [29, 6], "
hi": [26, 0], "ru": [27, 5], "sw": [10, 10], "th":
[13, 4], "tr": [13, 10], ™ur": [20, O], "vi": [25,
4], "zh": [20, 1]}

# XNLI + Mistral-7B-Instruct-v0.3

{"ar": [30, 12], "bg": [31, 5], "de": [12, 0], "el": [24,
1], "en": [31, 2], "es": [13, 4], "fr": [12, 3], "hi
": [23, 0], "ru": [16, 13], "sw": [27, 7], "th":
[10, 71, "tr": [16, 14], "ur": [31, 1], "vi": [31,
16], "zh": [18, 3]}

# XNLI + QOwen2-7B-Instruct

{"ar": [23, 2], "bg": [13, 0], "de": [27, 0], "el": [26,
17], "en": [25, 0], "es": [24, 0], "fr": [25, 10], "
hi": [19, 1], "ru": [26, 5], "sw": [17, 0], "th":
(19, o1, "tr": [20, 5], "ur": [18, 0], "vi": [18,
0], "zh": [21, 6]}

# XQuAD + LLaMA-2-7B-Chat
{"ar": [2, 3], "de": [5, 21, "el": [23, 0], "en": [8, 0],
"es": [21, 20], "hi": [17, O], "ro": [12, 141, "ru":
[9, 171, "th": [18, 0], "tr": [15, 2], "vi": [3,
161, "zh": [18, 17}
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# XQuAD + Mistral-7B-Instruct-v0.3

{"ar": [19, 1], "de": [28, 14], "el": [26, 0], "en": [14,
5], "es": [19, 2], "hi": [30, 1], "ro": [19, 1], "ru
": [23, 12], "th": [28, O], "tr": [31, 2], "vi":
[30, 6], "zh": [26, O]}

# XQuAD + QwenZ2-7B-Instruct

{"ar": [11, 16], "de": [9, 0], "el": [26, 27], "en": [26,
71, "es": [25, 0], "hi": [9, 0], "ro": [20, 16], "ru
": [14, 1], "th": [12, O], "tr": [23, 11], "vi":
(17, 0], "zh": [3, 13]}

# XCOPA + LLaMA-2-7B-Chat
{"en": [7, 5], "et": [3, 0], "ht": [18, 0], "id": [10, 4],
"it": [24, 14], "sw": [29, 12], "ta": [17, 2], "th"
[15, 0], "tr"™: [8, 2], "vi": [27, 12], "zh": [24,
11}

# XCOPA + Mistral-7B-Instruct-v0.3

{"en": [30, 10], "et": [11, 0], "ht": [1l6, 1], "id": [16,
15], "it": [16, O], "sw": [28, 8], "ta": [31, 30], "
th": [28, 13], "tr": [1l6, 14], "vi": [13, 0], "zh":
[16, 11}

# XCOPA + Qwen2-7B-Instruct
{"en": [26, 27], "et": [21, 7], "ht": (20, 19], "id": [11,

1), "it": [3, 13], "sw": [22, 20], "ta": [19, 18],
"th": [12, 9], "tr": [15, 9], "vi": [20, 0], "zh":
[17, 111}

# GlobalOpinionQA + LLaMA-2-7B-Chat
{"am": [27, 3], "ar": [29, 0], "bn": [21, 9], "de": [23
0], "el": [10, 2], "en": [15, 0], "es": [10, 1], "fr
": [29, 0], "hi": [29, 0], "id": [30, 1], "it": [12,
, "ja": [14, 0], "ko": [5, 0], "nl": [9, 0], "pt"
24, 01, "ru": [20, 11], "sv": [24, 2], "sw": [29,
, "t1": [21, 9], "tr": [12, 16], "uk": [31, 26],
": [26, 14], "vi": [27, 3], "zh-CN": [2, 31}

=}

]

[

0]

"ur

# GlobalOpinionQA + Mistral-7B-Instruct-v0.3

{"am": [29, 16], "ar": [18, 10], "bn": [26, 0], "de": [7,
1], "el": [12, 0], "en": [28, 14], "es": [16, 4], "
fr": [22, 14], "hi": [29, 16], "id": [28, 0], "it":
[23, 5], "ja": [22, 0], "ko": [11, 2], "nl": [23,
5], "pt": [19, 16], "ru": [13, 0], "sv": [22, 14], "
sw": [4, 0], "tl": [13, 2], "tr": [18, 10], "uk":
(3o, o1, "wr": (17, 0], "vi": [20, 0], "zh-CN": [15,
01}

# GlobalOpinionQA + Qwen2-7B-Instruct

{"am": [26, 19], "ar": [26, 22], "bn": [8, 2], "de": [11,
0], "el": [26, 23], "en": [23, 0], "es": [15, 0], "
fr": [13, 0], "hi": [23, 5], "id": [21, 2], "it":
[18, 31, "ja": [26, 2], "ko": [22, 11], "nl": [25,
0], "pt": [20, 0], "ru": [23, 0], "sv": [17, 0], "sw
": [23, 11], "t1": [10, 2], "tr": [25, 0], "uk":
f19, o1, "wr": [27, 0], "vi": [13, 1], "zh-CN": [24,
121}

* XTransplant-SL:

# XNLI + LLaMA-2-7B-Chat
("ar": [31, 25], "bg": [31, 30], "de": [31, 30], "el":
[31, 311, "en": [31, 29], "es": [31, 15], "fr": [31,
30], "hi": [31, 4], "ru": [31, 31], "sw": [31, 29],
"th": [31, 2], "tr": [31, 28], "ur": [31, 24], "vi"
[31, 191, "zh": [31, 29]}

# XNLI + Mistral-7B-Instruct-v0.3
{"ar": [31, 29], "bg": [31, 5], "de": [31, 9], "el": [31,
2], "en": [31, 2], "es": [31, 12], "fr": [31, 20], "
hi": [31, 28], "ru": [31, 23], "sw": [31, 29], "th":
[31, 291, "tr": (31, 19], "ur": [31, 1], "vi": [31,
16], "zh": [31, 30]}

# XNLI + Qwen2-7B-Instruct
{"ar": [27, 131, "bg": [27, 26], "de": [27, 0], "el": [27,
25], "en": [27, 17], "es": [27, 27], "fr": [27,
231, "hi": [27, 25], "ru": [27, 1], "sw": [27, 6], "
th": [27, 11], "tr": [27, 27], "ur": [27, 22], "vi":
[27, 31, "zh": [27, 271}

# XQuAD + LLaMA-2-7B-Chat

{"ar": [31, 29], "de": [31, 31], "el": [31, 18], "en":
[31, 30], "es"™: [31, 28], "hi": [31, 24], "ro": [31,
31}, "ru": [31, 30], "th": (31, 1], "tr": [31, 2],
"vi": [31, 14], "zh": [31, 30]}

# XQuAD + Mistral-7B-Instruct-v0.3

{"ar": [31, 25], "de": [31, 29], "el": [31, 0], "en": [31,
29], "es": [31, 2], "hi": [31, 30], "ro": [31, 22],
"ru": [31, 1], "th": [31, 0], "tr": [31, 2], "vi":
[31, 0], "zh": [31, 0]}

# XQuAD + Qwen2-7B-Instruct
{"ar": [27, 2], "de": [27, 3], "el": [27, 1], "en": [27,
25], "es": [27, 0], "hi": [27, O], "ro": [27, O], "



ru": [27, 3], "th": [27, 0], "tr": [27, 27], "vi": {"en": [25, 0], "et": [11, 0], "ht"™: [21, 0], "id": [25,
[27, 261, "zh": [27, 0]} 0], "it": [1l6, 0], "sw": [5, 0], "ta": [31, 0], "th"
[2, oj, "tr": [25, 0], "vi": [13, 0], "zh": [30,

}

# XCOPA + LLaMA-2-7B-Chat 0]
{"en": [31, 30], "et": [31, 31], "ht": [31, 0], "id": [31,
30], "it": [31, 311, "sw": [31, 20], "ta": [31, # XCOPA + Qwen2-7B-Instruct
12], "th": [31, 0], "tr": [31, 12], "vi": [31, 31], {"en": [24, 0], "et": [15, 0], "ht": [9, 0], "id": [10,
"zh": [31, 30]} 0], "it": [25, 0], "sw": [6, O], "ta": [27, O], "th"
[27, 0], "tr": [12, 0], "vi": [20, O], "zh": [6,
# XCOPA + Mistral-7B-Instruct-v0.3 0]}
{"en": [31, 19], "et": [31, 0], "ht": [31, 31], "id": [31,
26], "it": [31, 24], "sw": [31, 4], "ta": [31, 30], # GlobalOpinionQA + LLaMA-2-7B-Chat
"th": [31, 2], "tr": [31, 28], "vi": (31, 1], "zh": {"am": [5, 0], "ar": [29, 0], "bn": [14, 0], "de": [23,
[31, 311} 0], "el": [8, 0], "en": [15, 0], "es": [30, 0], "fr"
[29, 0], "hi"™: [29, 0], "id": [20, O], "it": [12,
# XCOPA + Qwen2-7B-Instruct 0], "ja": [14, 0], "ko": [5, 0], "nl": [9, 0], "pt":
{"en": [27, 22], "et": [27, 24], "ht": [27, 27], "id": [24, 0], "ru": [21, O], "sv": [23, 0], "sw": [29,
[27, 01, "it": [27, 271, "sw": [27, 27], "ta": [27, 0], "tl": [24, 0], "tr": [27, O], "uk": [23, 0], "ur
0], "th": [27, 2], "tx": [27, 1], "vi": [27, 2], "zh ": [14, 0], "wvi": [11, 0], "zh-CN": [2, O]}

": [27, 241}
# GlobalOpinionQA + Mistral-7B-Instruct-v0.3

# GlobalOpinionQA + LLaMA-2-7B-Chat {"am": [9, 0], "ar": [30, 0], "bn": [26, O], "de": [24,

{"am": [31, 8], "ar": [31, 28], "bn": [31, 31], "de": [31, 0}, "el": [12, 0], "en": [28, 0], "es": [18, 0], "fr
31], "el": [31, 4], "en": [31, 1], "es": [31, 8], " ": [7, 0], "hi": [17, 0], "id": [28, 0], "it": [2,
fr": [31, 31], "hi": [31, 0], "id": [31, 27], "it": 0], "ja": [22, 0], "ko": [22, O], "nl": [2, O], "pt"
[31, 29], "ja": [31, 31], "ko": [31, 31], "nl": [31, [l6, 0], "ru": [13, 0], "sv": [25, O], "sw": [4,
31], "pt"™: [31, 31], "ru": [31, 31], "sv": [31, 0}, "ti": [24, 0], "tr": [6, O], "uk": [30, O], "ur"
31), "sw": [31, 10], "tl1": [31, O], "tr": [31, 31], (17, o0j, "vi": [20, 0], "zh-CN": [15, O]}

"uk": [31, 26], "ur": [31, 29], "vi": [31, 6], "zh-

CN": [31, 26]} # GlobalOpinionQA + QwenZ2-7B-Instruct
{"am": [26, 0], "ar": [17, 0], "bn": [11, 0], "de": [11,
# GlobalOpinionQA + Mistral-7B-Instruct-v0.3 0], "el": [25, 0], "en": [23, 0], "es": [15, 0], "fr
{"am": [31, 24], "ar": [31, 311, "bn": [31, 22], "de": ": [13, 0], "hi": [14, 0], "id": [17, 0], "it": [25,
[31, 31], "el": (31, 30], "en": [31, 24], "es": [31, 0], "ja": [15, 0], "ko": [23, O], "nl": [25, 0], "
311, "fr": [31, 311, "hi": [31, 23], "id": [31, pt": [20, 0], "ru": [23, 0], "sv": [17, 0], "sw":
31], "it": [31, 311, "ja": [31, 30], "ko": [31, 21], [2z, 01, "ti": [25, 0], "tr": [25, O], "uk": [19,
"nl": [31, 31], "pt": [31, 31], "ru": [31, 2], "sv" 0], "ur": [27, 0], "vi": [5, 0], "zh-CN": [6, 0]}

[31, 317, "sw": [31, 2], "t1": [31, 31], "tr":
[31, 31], "uk": [31, 301, "ur": [31, 26], "vi": [31,
291, "zh-CN": [31, 241}

# GlobalOpinionQA + Qwen2-7B-Instruct

{"am": [27, 6], "ar": [27, 4], "bn": [27, 26], "de": [27,
26], "el": [27, 5], "en": [27, 27], "es": [27, 17], C.2 Unseen Data

"fr": (27, 5], "hi": [27, 27], "id": [27, 25], "it":
Gz s s 2, 2 e 2 o i o Multilingual Capability: XNLL XQuAD and
e XCOPA datasets are linguistically parallel, so the
(27, 270 unseen data of each language subset are the same
size. And the size of unseen data is much larger

* XTransplant—TF: .
than the pilotsets. For the XQuAD and XCOPA

# XNLI + LLaMA-2-7B-Chat

("ar": [28, 0], "bg": [11, 0], "de": [2, 0], "el": [4, 0], datasets, the unseen data refers to the rest part
"en": [9, 0], "es": [6, 0], "fr": [2, O], "hi": . .
(26, 0], "ru": [0, 0], "sw": [4, 0], "th": [17, O], of the dataset excluding the pilotset. For the
"tr": [27, 0], "ur": [20, O], "vi": [7, 0], "zh": .
(4, 01} XNLI dataset, the unseen data we used consists
# XNLT + Mistral-7B-Instruct-v0.3 of 1,000 randomly sampled instances from each
{"ar": [30, 0], "bg": [8, 0], "de": [12, 0], "el": [25, . .
01, "en": [28, 0], "es": [15, 0], "fr": [29, 0], "hi language in the rest part of the dataset excluding
": [23, 0], "ru": [15, 0], "sw": [31, 0], "th": [26, .
0], "tr": [26, 0], "ur": [5, 0], "vi": [16, 0], "zh the pilotset.
": [26, 0]}
# XNLI + Qwen2-7B-Instruct .
("ar": [23, 0], "bg": [13, 0], "de": [27, 0], "el": [15, Sample Size
0], "en": [25, 0], "es": [24, 0], "fr": [18, 0], "hi
" [20, 0], "ru": [27, 0], "sw": [17, 0], "th": [19, XNLI: 1000 x 15(langs) = 15000
01, "er": (7, 01, "we": [18, 0], "vi": [18, 0], "zh XQuAD: 1140 x 12(langs) = 13680
": [6, 0]}

XCOPA: 450 x 11(langs) = 4950

# XQuAD + LLaMA-2-7B-Chat

{"ar": [3, 0], "de": [0, 0], "el": [23, 0], "en": (8, 0],
"es": [2, 0], "hi": [17, 0], "ro": [21, 0], "ru":
[0, 01, "th": [18, 0], "tr": [10, 0], "vi": [21, 0],
"zhv: [18, 0]}

e Cultural Adaptability: GlobalOpinionQA
dataset are not linguistically parallel. Though

# XQuAD + Mistral-7B-Instruct-v0.3 1 1 T117 1 _
fraens 1o oy Taaens a0y Ceites (26, 01, wenns (25, in our pilotset of GlobalOpinionQA, we inten
0], "es": [19, 0], "hi": [28, 0], "ro": [19, 0], "ru ] _
e N e L e e e Qo tionally controlled the number of culture-related
01, "zh": [26, 01} questions to be equal across different categories
# XQuAD + Qwen2-7B-Instruct in order to maintain balance. For unseen data,
{"ar": [9, 0], "de": [9, 0], "el": [25, 0], "en": [19, O], R . . .
"es": [25, 0], "hi": [9, 0], "ro": [12, O], "ru": due to the inherent distribution of the dataset
(15, 0l, "th": [12, 0], "tr": [18, O], "vi": [17, . .
01, "za": [3, 01} itself, the number of culture-related questions
# XCOPA + LLaMA-2-7B~Chat across various cultures is inconsistent. To ensure
{"en": [23, 0], "et": [3, 0], "ht": [18, 0], "id": [24, . .
01, "it": [18, 0], "sw": [29, 0], "ta": [17, 0], "th the quality of the answers, we retained only those
": [15, 0], "tr": [5, O], "vi": [24, 0], "zh": [28, . e
01) samples where the maximum probability of the
# XCOPA + Mistral-7B-Tnstruct-v0.3 answer label exceeded 0.8.
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Sample Size (each culture)

am: 19, ar: 591, bn: 15, de: 122, el: 60, en: 615,

es: 679, fr: 216, hi: 12, id: 66, it: 11, ja: 41, ko: 23,
nl: 14, pt: 89, ru: 38, sv: 26, sw: 70, tl: 9, tr: 67, uk: 3,
ur: 118, vi: 21, zh-CN: 66

C.3 Comparative Setup

Implementation details of our baselines.

* Multilingual Capability: For multilingual
datasets XNLI, XQuAD, and XCOPA: (1) The
models’ original performance refers to the per-
formance when prompting the models in different
languages. (2) CoT prompts the models with the
suffix of “Let’s think step by step” (in correspond-
ing languages) to utilize their further potential.
(3) PIM concatenates prompt in non-English lan-
guage following the English version prompt, with
the intention of prompting the model to output re-
sponses in corresponding non-English language.
(4) ML-SFT represents the performance after ad-
ditional multilingual supervised fine-tuning.

e Cultural Adaptability: For the GlobalOpin-
ionQA dataset, which is designed to assess cul-
tural adaptability in an English-speaking context,
both the input and output languages are English.
(1) The models’ original performance refers to
how well the model answers questions related
to different cultural backgrounds under English
context. (2) CoT prompts the models with the
suffix of “Let’s think step by step” to utilize their
further potential. (3) PIM concatenates the En-
glish version of the prompt after prompts in other
non-English language, aiming to have the model
continue generating responses in English. (4)
ML-SFT represents the performance after addi-
tional multilingual supervised fine-tuning.

* Detailed implementation of ML-SFT: We ran-
domly selected a total of 20,236 multilingual in-
struction pairs from aya dataset (Singh et al.,
2024), ensuring language balance, and performed
multilingual supervised fine-tuning on our in-
volved three LLMs. The training was con-
ducted on 8 A800-SXM4-80GB with the follow-
ing settings: batch size=16, epochs=3, learning
rate=1.0e-5, warmup ratio=0.1, and bf16=true.

D Analysis

D.1 Proportion Analysis of X' Transplant
Outcomes

To further understand X' Transplant, for each ques-
tion in the datasets, we analyzed the model’s perfor-
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Figure 6: Proportion of all XTransplant outcomes
across 8 correctness categories. v' and X represent
whether the model answered correctly or not under
given settings.

mance in three scenarios: whether it answered cor-
rectly in the source language, in the target language,
and whether a correct answer exists in the N2 an-
swer space after applying X' Transplant from the
source language to the target language. The combi-
nation of correctness in these three settings results
in 8 distinct categories. In Figure 6, we present
the sample proportions for these eight categories
across three models and four datasets, leading to
the following conclusions:

XTransplant does not introduce additional mis-
takes. The results in Figure 6 across three models
and four datasets consistently indicate that for ques-
tions that the model could correctly answer in the
target language (i.e., the language which received
feed forward activations from others), a correct
answer is always present in the answer space af-
ter applying X'Transplant, as the corresponding
proportions all being 0%. This reveals that when
XTransplant is appropriately utilized, it essentially
serves as an enhancement strategy that does not
impair the model’s original performance.

XTransplant benefits more when the question
can be accurately answered in source language.
The results in Figure 6 indicate that, in most cases,
most of the questions that the model answers cor-
rectly using X'Transplant are those that could be
correctly answered in the source language itself,
regardless of correctness in target language. This
demonstrates that feed-forward activations from a
source language where the model can answer the
question correctly help X' Transplant achieve better
cross-lingual enhancement.



(" Human: How would someone from China (Non-national sample) answer the following question:'nAs you may know, the 2008 Summer Olympics\I
| will be held in China. Do you think this will be a good thing or a bad thing for China? Here are the options: 1(A) Good 1(B) Bad

\_Assistant: 161 had to select one of the options, my answer would be:

X Wrong X Wrong v Correct
Ask in Chinese Ask in English Ask in English (apply #Transplant)
\n (C) FH G Output \n(A) Good
Layer 32 <Ox0A> ( C ) Layer 32 —( ) —Bad Layer 32 <Ox0A> ( A ) —Good
Layer3l  <Ox0A>  <O0A> c ) Layer 31 — ) —Bad Layer 31 <0x0A> <0x0A> A ) —Good
Layer 30 B ( € ) Layer 30 B ) —Bad Layer 30 —B — ) —Good
Layer 29 ( ( € ) Layer 29 B ) —Bad Layer 29 B - i € ) _Good
Layer 28 ( ( c ) Layer 28 8 ) —Bad Layer 28 _B G con ) —good
Layer 27 ( ( c ) Layer 27 —option —bad —Bad Layer 27 —B _assistant A pts. _good
Layer 26 ( ( c ) Layer 26 quelle —bad —Bad Layer 26 8 quelle A pts —Good
Layer 25 ( ( c ) Layer 25 quelle —bad —Bad Layer 25 quelle _Chinese A ) —good
Layer24  _neither ( € ) Layer24 | _neither ) —bad Layer 24 _none _( A ) —good
Layer23  _neither  _answer  _answer ) Layer 23 —none ) —bad Layer 23 —none _Bedeut —A ) —good
Layer22  _Bedeut _answer  _A ) Layer22  _none ) —bad Layer 22 —none ( A ) —good
Layer2l  _Bedeut  _answer  _answer ) Layer2l | _none ) bad Layer 21 —none X _neutral —good
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Layer 18 _Bedeut  _third  _Xporonomja Layer 18 _none _middle  _XpoHonoruja @ Layer 18 sero i +4) —XpoHonomja __XpoHonommja
Layer 17 {7 T asta —third  _Xporonomja Layer 17 2> 5 _XpoHonorja  uuH Layer 17 7> —answer L —Xporonorja  _Xporonorja
Layer 16 egos ésie —option Layer 16 2> _log ossen terre Layer 16 oy _delta allor _Xporosomia ceuv
Layer 15 asta éie  _Xporonomja Layer15 | _none anas _rappres  enberg Layer 15 euv _delta allor ux euv
Layer 14 nea ésie —XpoHonomja Layer 14 2> RC _XpoHonorja  uuH Layer 14 ceuv. mine neither eten
Layer 13 orser > _Caseae Layer13  _estaven comfort anH Layer13  elenium oreer imat eten _Xpovonormia
Layer 12 orser IMARY typen Layer 12 anter _estaven ml _solem Layer 12 leich mine imat ahlen femann
Layer 11 imat _jour  _Capeare Layer1l | _tempor | —estaven oreer i Layer 11 ulle mine imat datei &l
Layer 10 agnet penas __Cagesre Layer 10 _geldig _Gott empre Layer 10 fik mine aze emer _XpoHonomja
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Transplant the feed-forward activations from 17" layer (Chinese) to 5" layer (English), then continue the propagation (XTransplant)

Figure 7: A intermediate decoding case study of transplanting the feed forward activations from Chinese to English,
compared with its original responses when prompting in Chinese and English.
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Figure 8: The perplexity distribution under all N2

answers of XTransplant across different LLMs and
datasets, compared with the original perplexity results.

D.2 AXTransplant is a Reliable and Stable
Activation Modification Mechanism

From the perspective of language modeling, di-
rectly modifying activations during inference stage
is a delicate operation that, if not handled carefully,
can easily cause the model’s output to break down.

While inputs in different languages present lin-
guistic differences, they still share commonalities
as they stem from the same question being input
in the same model. X' Transplant skillfully exploits
both these differences and commonalities, allowing
the model to benefit from the broader multilingual
knowledge (differences) while ensuring that the
feed-forward activations from other languages re-
main compatible and do not disrupt the model’s out-
put (commonalities). The results in Figure 8, show-
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ing the perplexity distribution of XTransplant’s all
N? answers alongside the model’s original aver-
age perplexity, demonstrate X' Transplant’s relia-
bility and stability (see details in Appendix D.5).
Moreover, X'Transplant limits the modification of
intermediate activations to N2 possible choices (or
even narrows it down to IV, as discussed in Sec-
tion 4.3), which, compared to making arbitrary
changes to hidden states, ensures that the impact of
XTransplant on the model’s output remains more
stable and relatively controllable.

D.3 A Case Study: From the Perspective of
Intermediate Decoding

To further understand how X Transplant alters the
model’s output step by step, we present a real case
study in Figure 7 in a more interpretable way of
intermediate decoding.

The example question in Figure 7 is a real
case from the GlobalOpinionQA dataset, with
all responses generated by LLaMA-2-7B-Chat.
We present the model’s responses for the Ask-in-
Chinese prompt, Ask-in-English prompt, and a
response selected from the N2 answer space of
XTransplant from Chinese to English. As shown,
when prompted in Chinese, LLaMA-2-7B-Chat,
due to its limited proficiency in Chinese, produced
a hallucinated response (C) that was not among
the given answer options. When prompted in En-
glish, LLaMA-2-7B-Chat also provided an incor-
rect answer (B).However, by checking the inter-



mediate decoding process of Ask-in-English, we
found that LLaMA-2-7B-Chat had the potential to
produce the correct answer, as highlighted in the
brown box. By applying X' Transplant from the
17th layer (Chinese) to the 5th layer (English), the
feed-forward activations from Chinese successfully
guided the model to give the correct answer (A).
Nevertheless, as highlighted in purple box, there
is also a risk of over-guidance with X' Transplant,
where knowledge from the source language may
excessively influence the model’s decision.

D.4 Layer-wise Upper Bound

In Equation 4, the overall instance-aware upper
bound is obtained by enumerating all N2 configu-
rations of X'Transplant, while the layer-wise upper
bound refers to the upper bound results obtained by
fixing the source or target layer to a specific layer
and enumerating the remaining /N configurations.
This is illustrated as follows:

Source-wiseUpperBoundg_, (M, D, z) =
Z r?_az( H(MSi—>Tj (:U) = ytrue) ®)

z€D je{1,..,N}

Target-wiseUpperBoundg_, (M, D, y) =

I(Ms, 7 (%) = Yorue 6)
ieﬁf?ﬁv}( 5i—T; (T) = Ytrue)

xeD =y

where Equation 5 represents the layer-wise up-
per bound when source layer is fixed to x; And
Equation 6 represents the layer-wise upper bound
when target layer is fixed to y.

D.5 Perplexity Calculation

The perplexity results in Section D.2 include the av-
erage perplexity of the model under original condi-
tions, as well as the average perplexity distribution
across all N2 settings of X'Transplant, encompass-
ing 3 LLMs and 3 datasets. Notably, to mitigate the
interference caused by overly short responses, we
only included responses with a token length greater
than 5 in our statistics.
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Prompt for XNLI (English version)

Human: What do you think is the relationship between the premise and the hypothesis?

Premise: {premise}
Hypothesis: = {hypothesis}
(1) Entail

(2) Neutral

(3) Contradict

Assistant: If I had to select one of the options, my answer would be: {response}

Prompt for XQuAD (English version)

Human: Please answer these questions only based on the given context.

Context: {context}

Question: {question}

Assistant: My answer would be: {response}

Prompt for XCOPA (English version)

You are assigned to complete a two-category classification task.

Premise: {premise}

Options: {options}
Please determine which of the two options is more likely to be the result of the given premise.

Your Answer: {response}

Prompt for GlobalOpinionQA (English version)

Human: How would someone from country answer the following question:
{question}

Here are the options:
{options}

Assistant: If I had to select one of the options, my answer would be: {response}

Table 5: The prompts used for XNLI, XQuAD, XCOPA and GlobalOpinionQA.
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