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Abstract

Chain-of-thought (CoT) prompting reveals that001
large language models are capable of per-002
forming complex reasoning via intermediate003
steps. CoT prompting is mainly categorized004
into two paradigms. The first approach utilizes005
straightforward prompts like “Let’s think step006
by step” to generate a sequential thought pro-007
cess before yielding an answer. The second008
approach makes use of human-crafted, step-009
by-step demonstrations to guide the model’s010
reasoning process. The latter method replaces011
manually written demonstrations with ones gen-012
erated by large language models using “Let’s013
think step by step”. This approach sometimes014
leads to reasoning errors, highlighting the need015
to diversify demonstrations to mitigate its mis-016
leading effects. However, diverse demonstra-017
tions pose challenges for effective represen-018
tations. In this work, we propose ECHO, a019
self-harmonized chain-of-thought prompting020
method. Consolidating diverse solution paths021
into a uniform and effective solution pattern,022
ECHO demonstrates the best overall perfor-023
mance in three reasoning domains1024

1 Introduction025

A recent technique known as chain-of-thought026

(CoT) prompting (Wei et al., 2022) has enhanced027

the ability of large language models (LLMs) to028

tackle complex reasoning tasks. By decompos-029

ing complex problems into a series of intermediate030

steps, CoT prompting effectively guides LLMs in031

their reasoning process.032

CoT methods in large language models typi-033

cally use two prompting paradigms: Zero-shot-034

CoT (Kojima et al., 2022) and Few-shot-CoT (Wei035

et al., 2022). Zero-shot-CoT employs a single, uni-036

versal prompt like “Let’s think step by step” to037

guide models in forming reasoning chains without038

needing specific examples, enhancing their zero-039

shot reasoning capabilities. The second paradigm,040

1Our code is available: URL.

Zero-CoT

Q: There are 15 trees ... How ... plant today?

A: There ... 21 - 15 = 6. The answer is 6 ...

Q: Mary found 18 seashells ... ?
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found a total of 59 seashells
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Figure 1: A comparison between ECHO and other CoT
baselines. “Zero-CoT” is short for Zero-shot-CoT and
“Few-CoT” is short for Few-shot-CoT. The demonstra-
tions generated by Auto-CoT and ECHO will be applied
as few-shot examples during inference.

Few-shot-CoT, involves few-shot prompting with 041

human-crafted demonstrations, pairing each ques- 042

tion with a detailed reasoning chain comprising 043

multiple intermediate steps that lead to the final 044

answer. 045

Few-Shot-CoT necessitates the creation of 046

human-crafted examples for each specific domain, 047

which can be time-consuming and expensive. To 048

address this, a method called Auto-CoT (Zhang 049

et al., 2023) has been developed. Auto-CoT auto- 050

mates the process of creating demonstrations by 051

initially employing Zero-shot-CoT. Specifically, it 052

clusters questions based on their similarity and se- 053

lects a representative question from each cluster. 054

Then, using the prompt “Let’s think step by step,” 055

Auto-CoT generates the rationale for each chosen 056

question. This automated process efficiently forms 057
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demonstrations and mitigates the manual effort re-058

quired in Few-shot-CoT. Although it offers a so-059

lution to the need for human-crafted examples of060

Few-Shot-CoT, Auto-CoT faces its own challenge061

known as misleading by similarity (Zhang et al.,062

2023)as the method depends on demonstrations ini-063

tialized by Zero-shot-CoT. Some of these demon-064

strations may contain incorrect reasoning processes065

and answers. If one of the wrong demonstrations066

happens to be similar to the problem to be solved,067

it can be misleading. To make the method more ro-068

bust, Zhang et al. (2023) select one from each ques-069

tion cluster to maximize diversity. Although this070

diversity mitigates the misleading effect of similar071

demonstrations, it introduces two new problems.072

First, some demonstrations may be too dissimilar073

or irrelevant to the actual question, making them074

ineffective. Second, diverse demonstrations might075

encompass varied solution patterns, including nu-076

anced ones, making them less representative to077

learn from.078

To address the two problems brought about by di-079

verse demonstrations, we propose a novel method080

that aims to unify diverse rationale patterns into081

one general pattern, which is the balance point be-082

tween all patterns. We name our method ECHO083

(Self-Harmonized Chain of Thought). It consists084

of three main steps: First, split a given dataset into085

several clusters and select one representative ques-086

tion from each cluster. Second, use Zero-shot-CoT087

for each question to generate its rationale. Third,088

employ a dynamic prompting mechanism where089

demonstrations can be improved by each other. In090

this step, one demonstration is randomly chosen091

to regenerate its rationale at each iteration, while092

the remaining demonstrations serve as in-context093

examples. This process ensures continuous refine-094

ment and adaptation of reasoning patterns between095

demonstrations.096

We conducted experiments across three differ-097

ent reasoning domains. ECHO demonstrates better098

overall performance (+2.8%) than other baselines.099

We also conduct comprehensive ablation studies to100

understand why unifying diversity improves perfor-101

mance.102

We summarize our main contributions in this103

work as follows:104

• We propose ECHO, a novel approach that au-105

tomatically improves the quality of demon-106

strations in the CoT process by unifying the107

diversity.108

• We design an iterative unifying prompting 109

framework that is generally effective across 110

various tasks via reducing the demonstrations’ 111

variety. 112

• Extensive experiments have shown that our 113

proposed approach offers competitive results 114

on arithmetic, commonsense and symbolic 115

reasoning domains by reducing diversity. 116

2 Related Work 117

CoT prompting, a gradient-free method, effectively 118

encourages LLMs to generate intermediate reason- 119

ing steps before yielding the final answer. Wei et al. 120

(2022) proposes Few-shot-CoT, which utilizes ef- 121

fective manual demonstrations to facilitate CoT 122

reasoning. Later, Kojima et al. (2022) improved 123

this method for zero-shot reasoning. 124

Recent studies have focused on creating more 125

complex demonstrations or employing ensemble- 126

like strategies. For example, some prompting meth- 127

ods (Zhou et al., 2022; Wang et al., 2023; Yao et al., 128

2023) adopt a problem decomposition approach, 129

breaking down complex problems into simpler sub- 130

problems. Self-consistency and some other CoT 131

methods (Wang et al., 2022; Asai et al., 2023) in- 132

volve reasoning from multiple paths. Moreover, 133

some prompting methods can generate executable 134

programs to aid in the computation process within 135

the arithmetic domain (Gao et al., 2022; Chen et al., 136

2022; Pi et al., 2022). 137

Although designing increasingly complex 138

prompts improves CoT effectiveness, it also 139

increases the human efforts involved. Surprisingly, 140

little attention has been paid to automating 141

prompt generation. Among the few efforts in this 142

area, Auto-CoT (Zhang et al., 2023) stands out. 143

Auto-CoT automates the process by clustering a 144

dataset and selecting a representative question from 145

each cluster, followed by using Zero-shot-CoT to 146

generate rationales for these questions. 147

A key consideration in Auto-CoT (Zhang et al., 148

2023) is the avoidance of using questions in the 149

same cluster as demonstrations. The rationale be- 150

hind this choice is rooted in the observation that if 151

demonstrations are too similar to the target ques- 152

tion, there is a higher risk that the model might 153

replicate its mistakes, since Zero-shot-CoT (Ko- 154

jima et al., 2022) does not guarantee correctness 155

in its responses (i.e. the demonstrations might be 156

wrong). However, the use of diverse demonstra- 157

tions might include irrelevant demonstrations or 158
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Q: Mary found 18 seashells and Jessica found 41 seashells
on the beach. How many seashells did they find together?
A: Let's think step by step. First, we need to add the number
of seashells Mary found to the number of seashells Jessica
found. 18 (seashells found by Mary) + 41 (seashells found by
Jessica) = 59 So, they found a total of 59 seashells together.

Q: Jason grew 23 watermelons and 18 turnips. Nancy grew
28 watermelons. How many watermelons did they grow in
total?
A: Let's think step by step. First, we need to add the number
of watermelons Jason grew to the number of watermelons
Nancy grew. 23 (watermelons grown by Jason) + 28
(watermelons grown by Nancy) = 51 So, they grew a total of
51 watermelons.

Q: Last week Tim had 12 dollars and Keith had 36 dollars .
Tim washed cars over the weekend and now has 75
dollars . How much money did Tim make washing cars ?
A: Let's think step by step.

...

Demo Regeneration

Demonstrations in random order

Demo i to be regenerated

First, we need to find out how much money Tim made by
subtracting his initial amount from his final amount. 75 - 12 =
63 This means that Tim made 63 dollars by washing cars
over the weekend.

Regenerated rationale for demo i

Update

Demonstration Unification

...

Inferencing

Demonstration Initialization

...clustering

original
rationale

rationale to
be updated

updated
rationale

Figure 2: Overview of our ECHO method. In the demonstration unification process, ECHO iteratively re-generates
the rationale of one demonstration with other demonstrations as in-context examples.

non-representative solution patterns. Our approach159

is designed to address these potential limitations.160

3 Self-Harmonized Chain of Thought161

Our method involves three main steps as shown in162

Figure 2: (1) question clustering: partition ques-163

tions of a given dataset into a few clusters based164

on their similarity; (2) demonstration sampling:165

select a representative question from each cluster166

and generate its reasoning chain using Zero-shot-167

CoT. These first two steps are similar to Auto-CoT168

with minor differences (Zhang et al., 2023). (3)169

demonstration unification: one demonstration is170

randomly selected for rationale update in each it-171

eration, while the remaining demonstrations serve172

as in-context examples. This unification process173

forces each rationale to learn from the remaining174

ones to build a coherent pattern. The process itera-175

tively cycles through each demonstration once per176

iteration and continues over multiple iterations to177

achieve consistency across all demonstrations.178

Question Clustering In our method, we first ap-179

ply clustering to a set of questions Q. Each ques-180

tion is transformed into a fixed-size vector rep-181

resentation using Sentence-BERT (Reimers and182

Gurevych, 2019). Following this, we employ a183

k-means clustering model to categorize these vec-184

tor representations into k distinct clusters. Within185

each cluster i, the questions are ordered in a list186

q(i) = [q
(i)
1 , q

(i)
2 , . . .], based on their distance to187

the centroid of the cluster. This methodology is 188

comprehensively detailed in lines 1 through 5 of 189

the algorithm. In the Auto-CoT framework, (Zhang 190

et al., 2023), the number of clusters is equal to the 191

number of output demonstrations, and one repre- 192

sentative of each cluster is chosen as the demon- 193

stration. However, our approach adopts a different 194

strategy by allowing for a greater number of clus- 195

ters. This expansion enables the inclusion of a 196

wider range of demonstrations in the unification 197

process. This strategy has two benefits: It not only 198

facilitates effective learning from more diverse pat- 199

terns with the additional demonstrations, but also 200

ensures that the final pattern can be applied to a 201

wider range of demonstrations. 202

Demonstration Sampling In this phase, we fo- 203

cus on sampling one demonstration d(i) for each 204

cluster i. Within each cluster, we evaluate the ques- 205

tions in the list q(i) = [q
(i)
1 , q

(i)
2 , . . .] against our 206

predefined selection criteria. When assessing each 207

question q
(i)
j , we generate its rationale using the 208

prompt ‘Let’s think step by step’ (Kojima et al., 209

2022), akin to the methodology used in Auto-CoT 210

(Zhang et al., 2023). Our criteria for selection 211

include two key constraints: the question length 212

should not exceed 60 tokens, and its corresponding 213

rationale r(i) should be limited to no more than 5 214

steps. As per the Zero-shot-CoT approach, steps 215

are demarcated with ‘\n’, and we count the steps 216

by tallying the number of these separators. The 217
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Algorithm 1 Self-Harmonized CoT
Require: A set of questions Q, the number of demonstrations for unifi-

cation k, number of iteration T and number of demonstration for the
output m

Ensure: Demonstration list D = [d(1), . . . , d(m)]
1: Encode each q in Q by Sentence-BERT ▷ Question Clustering
2: Cluster all the encoded question representations into k clusters
3: for each cluster i = 1, . . . , k do
4: Sort questions q(i) = [q

(i)
1 , q

(i)
2 , . . .] in the ascending order of

the distance to the cluster center
5: end for
6: for each cluster i = 1, . . . , k do ▷ Demonstration Sampling
7: for each question q

(i)
j in q(i) do

8: Generate rationale r
(i)
j for q(i)j using Zero-Shot-CoT

9: if q(i)j , r
(i)
j satisfy selection criteria then

10: Add d(k) = q(k) ◦ r
(k)
0 to D

11: break
12: end if
13: end for
14: end for
15: for each iteration t = 1, . . . , T do ▷ Demonstration Unification
16: for each demonstration d(i) in D do
17: Create prompt P with demonstrations D \ d(i) in random

order
18: Regenerate rationale r(i)new for question q(i) using Few-Shot-

CoT
19: Update d(i) = q(i) ◦ r(i)new to D
20: end for
21: end for
22: Keep the first m elements and drop the remaining elements from D.
23: return D

218

specifics of this procedure are detailed from line 6219

to line 14 in the algorithm.220

Demonstration Unification In this step, we need221

to regenerate the reasoning chain for the sampled222

questions to form a convergent pattern.223

In each iteration, each demonstration d(k) =224

q(k) ◦ r(k)0 in the set D is updated once. The ratio-225

nale r(i) of a selected demonstration d(i) is regen-226

erated using the remaining shuffled demonstrations227

D \ d(i) as in-context demonstrations. The newly228

generated rationale then replaces the previous one.229

Since the number of demonstrations at this stage230

might exceed what is used during inference, we231

will drop some of them to align with the required232

number for inference. The detailed implementation233

is shown from line 15 to line 23 in the algorithm.234

As each regenerated rationale is conditioned on235

other demonstrations (as in-context examples), it236

gradually aligns with the patterns observed in those237

example rationales. Through successive iterations,238

this process leads to convergence, resulting in a239

uniform pattern across all rationales.240

In our method, the number of clusters k typi-241

cally exceeds the number of output demonstrations242

m, allowing a wider range of demonstrations to243

be included in the unification process. This en-244

sures that the final unified pattern is more robust245

and generalizable and suitable for a wider array246

of samples. This process is similar to information247

compression, where the insights from a larger set248

of demonstrations are distilled into the final set of 249

m demonstrations. This oversampling approach 250

enhances both the representativeness and the adapt- 251

ability of the final output demonstrations. Note 252

that although the demonstration unification process 253

introduces more demonstrations, we applied the 254

same amount of demonstrations during the infer- 255

ence stage (as used in prior approaches) in order to 256

make a fair comparison. 257

4 Why does it Work? 258

In this section, we offer some insight into why the 259

proposed approach can be effective. 260

Consider a set of questions Q = 261

{q(1), q(2), . . . , q(m)}. Assume that we can 262

use Zero-Shot-CoT to arrive at the rationales (with 263

answers): R = {r(1), r(2), . . . , r(m)}. Auto-CoT 264

performs the following: First, it constructs 265

demonstrations D = {d(1), d(2), . . . , d(m)}, where 266

d(k) = q(k) ◦ r(k). During the inference stage, such 267

demonstrations are then used as few-shot examples 268

for generating “refined” rationales for the i-th 269

instance, based on D\d(i), which we denote as 270

r
(i)
0 . Completing this refinement process leads to 271

R0 = {r(1)0 , r
(2)
0 , . . . , r

(m)
0 }. 272

Empirically, Auto-CoT was shown to yield better 273

results than Zero-Shot-CoT. Mathematically, this 274

leads to the following hypothesis: 275

p(Q,R0) ≥ p(Q,R) (1) 276

where p(Q,R) returns the probability for the set 277

of rationales R to be assessed as correct, for the set 278

of questions Q. 279

Eq. 1 shows that the set of refined rationales 280

is likely to be more accurate than the original set 281

of rationales, which were generated without any 282

demonstrations. 283

In practice, we can keep refining the set of ratio- 284

nales by reconstructing the rationales. Specifically, 285

we can first construct D0 = {d(1)0 , d
(2)
0 , . . . , d

(m)
0 } 286

, where d
(k)
0 = q(k) ◦ r

(k)
0 . Repeating the above 287

process, we arrive at R1 = {r(1)1 , r
(2)
1 , . . . , r

(m)
1 }. 288

If the above hypothesis for Auto-CoT is true, it is 289

not unreasonable to state the following hypothesis 290

as its extension: 291

p(Q,R1) ≥ p(Q,R0) (2) 292

We can repeat the above process T times to arrive 293
at a chain of inequalities. Basically, it argues why 294

our proposed approach works empirically. Note 295
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Method
Arithmetic Commonsense Symbolic

Overall
MultiArith GSM8K SingleEq AddSub AQuA SVAMP avg. CSQA Strategy avg. Letter Coin avg.

Zero-Shot 74.0 20.8 87.2 86.8 26.8 72.3 61.3 71.4 55.6 63.5 1.2 48.4 24.8 54.5
Zero-Shot-CoT 84.2 74.5 88.0 84.3 54.3 78.5 77.3 69.6 53.1 61.4 69.6 81.6 63.1 71.3

Few-Shot 80.0 20.8 87.0 85.6 30.7 76.0 63.4 78.4 49.5 64.0 6.2 57.2 31.7 57.1
Few-Shot-CoT 98.3 77.9 92.5 85.6 56.7 81.5 82.1 76.1 63.2 69.7 81.6 95.4 88.5 80.9

Auto-CoT 96.0 76.2 92.1 85.8 52.4 82.6 80.8 74.9 56.4 65.7 76.2 99.4 87.8 79.2
ECHO (k = m,T = 1) 98.0 78.4 91.3 87.3 52.8 81.1 81.5 77.2 59.9 68.6 83.6 99.4 91.5 80.9

ECHO (k = max, T = 1) 97.7 78.5 89.8 87.1 55.5 84.2 82.1 73.8 58.0 65.9 81.3 99.8 90.6 80.8
ECHO (k = max, T = 4) 97.2 76.9 93.1 86.8 59.1 85.4 83.1 77.5 63.4 70.5 81.0 99.6 90.3 82.0

Table 1: Accuracy on ten datasets from three categories of reasoning tasks.

that, however, the above process updates the ra-296

tionales in a batch mode, while in our work, we297

adopted an on-line approach, where we utilize the298

recently updated rationales for the next instance299

within the same iteration.300

5 Experimental Setup301

Tasks and Datasets Following prior work on302

CoT, we evaluate our method on 10 reasoning303

datasets, including 6 arithmetic datasets: SingleEq304

(Koncel-Kedziorski et al., 2015), AddSub (Hos-305

seini et al., 2014), MultiArith (Roy and Roth, 2015),306

GSM8K (Cobbe et al., 2021), AQUA-RAT (Ling307

et al., 2017), and SVAMP (Patel et al., 2021),308

2 commonsense reasoning datasets: Common-309

senseQA (Talmor et al., 2019) and StrategyQA310

(Geva et al., 2021), and 2 symbolic reasoning311

datasets: Last Letter and Coin Flip (Wei et al.,312

2022). Table 6 contains the statistics for all bench-313

marks.314

Models Following Wei et al. (2022), we used the315

OpenAI API for our experiments. We chose GPT-316

3.5-Turbo-0301 in our main experiments because317

it is easy to access and more affordable. We also318

tested on Mixtral-8x7B in the ablation study to319

validate the generalizability of our method. To320

ensure the reproducibility of our experiments, we321

fixed the temperature parameter at 0.322

Configuration For our primary experiment, we323

simply set the iteration count T = 1. We also324

set the number of demonstrations for the unifica-325

tion process to be equal to the number of output326

demonstrations k = m.2327

6 Results328

6.1 Performance of ECHO329

The data presented in Table 1 offers a detailed com-330

parison of various methods across three categories:331

2We followed Wei et al. (2022) for the number of demon-
strations: 4 for AQUA, Coin Flip, and Last Letters; 6 for
StrategyQA; 7 for CSQA; 8 for all other datasets

78

79

80

81

82

83

0 1 3

Manual Zero-shot-CoT

Figure 3: Performance for ECHO initialized by manual
prompts and Zero-Shot-CoT generated prompts with 0,
1 and 3 iterations.

Arithmetic, Commonsense, and Symbolic. In these 332

evaluations, ECHO consistently outperforms Auto- 333

CoT (Zhang et al., 2023) in each domain, matching 334

Few-Shot-CoT’s overall performance. 335

Notably, Auto-CoT falls short in performance 336

compared to Few-Shot-CoT across all domains, 337

particularly in Commonsense reasoning. This sug- 338

gests that Auto-CoT may not replace human effort 339

in Few-Shot-CoT. ECHO, on the other hand, aligns 340

closely with Few-Shot-CoT’s overall performance, 341

indicating its potential as a significant advancement 342

towards a powerful reasoning framework without 343

manual efforts. 344

However, ECHO outperformed Few-Shot-CoT’s 345

average score in symbolic tasks but lags in arith- 346

metic and common sense tasks. We observe that 347

symbolic reasoning tasks tend to have a uniform 348

pattern, making a single iteration sufficient for ef- 349

fective reasoning, whereas arithmetic and common 350

sense reasoning tasks are more diverse in ques- 351

tion contexts and answer patterns. We hypothesize 352

that this lag in performance is due to the insuffi- 353

cient number of rationales and iterations for the 354

self-harmonization process. 355

6.2 A comparison between ECHO-generated 356

and Manual Prompts 357

To understand the difference between ECHO and 358

manually written prompts, we tried to apply manu- 359

ally written prompts on ECHO. Our experiments 360

employ the average score from six arithmetic rea- 361

soning benchmarks. 362
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Manual Rationale (0 iterations)
There are 15 trees originally. Then there were 21 trees after some more were
planted. So there must have been 21 - 15 = 6.
There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5.
Jason started with 20 lollipops. Then he had 12 after giving some to Denny.
So he gave Denny 20 - 12 = 8.

Manual Rationale (3 iterations)
There are 15 trees in the grove. After the grove workers plant trees today,
there will be 21 trees. So the grove workers planted 21 - 15 = 6 trees today.
There are 3 cars in the parking lot. 2 more cars arrive, making a total of 3 +
2 = 5 cars in the parking lot.
Jason started with 20 lollipops. After giving some to Denny, he had 12
lollipops left. So he gave away 20 - 12 = 8 lollipops to Denny.

Generated Rationale (0 iterations)
First, we need to find out how many total nickels Sam had before his dad
gave him more. Sam had 24 nickels to start with, and his dad gave him 39
more nickels. So, Sam now has a total of 24 + 39 = 63 nickels.
First, we need to add the weight of peanuts and raisins to find the total
weight of snacks. 0.1 pounds (peanuts) + 0.4 pounds (raisins) = 0.5 pounds
Therefore, Kelly bought 0.5 pounds of snacks in all.
First, we need to add the number of pencils that were already in the drawer
(33) to the number of pencils Joan placed in the drawer (27). 33 + 27 = 60
So there are now 60 pencils in the drawer.

Generated Rationale (3 iterations)
First, we need to add the number of nickels Sam had originally to the number
of nickels his dad gave him. 24 (original nickels) + 39 (new nickels) = 63 So
Sam now has 63 nickels.
First, we need to add the weight of peanuts to the weight of raisins. 0.1
(peanuts) + 0.4 (raisins) = 0.5 So Kelly bought a total of 0.5 pounds of
snacks.
First, we need to add the number of pencils Joan placed in the drawer to the
original number of pencils in the drawer. 33 (original pencils) + 27 (new
pencils) = 60 So there are now 60 pencils in the drawer in total.

Table 2: A comparison of 3 demonstrations between
manual prompts and generated prompts.

Type
Divergence

RoBERTa-Large T5-XL T5-XXL

Manual 0.758 0.245 0.276
Generated 0.660 0.201 0.244

∆ 0.098 ↓ 0.044 ↓ 0.032 ↓
∆ % 12.9% ↓ 18.0% ↓ 11.6% ↓

Table 3: The averaged divergence for manual and gener-
ated rationales.

The rationales of ECHO are initialized with the363

Zero-Shot-CoT (Kojima et al., 2022), while man-364

ual prompts are crafted by humans. We initialized365

our method with both automatically generated and366

human-written prompts to check if ECHO can be367

directly applied to existing manual prompts. The368

outcomes, depicted in Figure 3, clearly indicate369

that manually created prompts surpassed those gen-370

erated via Zero-Shot-CoT before ECHO is applied.371

However, the difference in performance diminishes372

after one iteration of ECHO. Following three iter-373

ations, the automatically generated prompts begin374

to exceed the manual ones, achieving peak perfor-375

mance in the experiment.376

We selected three examples from both manually377

written prompts and ECHO-generated prompts for378

analysis in Table 2. The manually written prompts379

are coherent before the first iteration; therefore,380

additional iterations do not enhance their unifor-381

mity. In contrast, the generated rationales start off 382

highly varied, but upon the application of ECHO, 383

they tend to unify towards a singular pattern. It 384

follows from this that employing generated ratio- 385

nales provides a more diverse set of patterns to 386

choose from, thereby aiding in identifying the most 387

effective pattern. Additionally, we quantified the 388

divergence among the highest-performing demon- 389

strations from manual (0 iterations) and generated 390

(3 iterations) processes. 391

To better understand to what extent the di- 392

vergence is reduced, we compare the aver- 393

age divergence between the manual rationales 394

and the generated rationales. To calculate the 395

divergence, we employ the “roberta-large-nli- 396

stsb-mean-tokens”, “sentence-t5-large” and the 397

“sentence-t5-xxl” model as our encoder, which are 398

some of the most powerful open-source encoders 399

available. We compute the pairwise cosine simi- 400

larity for each sentence pair and average them to 401

obtain the average similarity. The average diver- 402

gence is defined as 1 - average similarity. Table 3 403

presents these findings, revealing that the average 404

divergence is significantly reduced in the generated 405

demonstrations. 406

6.3 Effect of Hyperparameters 407

Building on these insights, we understand how 408

the initial diversity matters to our method. There- 409

fore, we tested our method in a different configu- 410

ration, where the number of demonstrations con- 411

sidered, k, exceeds the original count, m, in the 412

self-harmorized process. It is important to note that 413

this adjustment does not alter the number of output 414

demonstrations used during inference. 415

The reason behind this enhancement is to in- 416

crease diversity by giving a more varied set of 417

patterns to start with. This increased diversity is 418

expected to increase the adaptability of ECHO, fur- 419

ther increasing its performance across different rea- 420

soning tasks. To maximize the diversity, we choose 421

the largest k within the token limit of the model. 422

The results for this adjustment are shown in Ta- 423

ble 1. We observed that although it shows some im- 424

provements in the arithmetic domain, there is a no- 425

ticeable decline in its overall performance. Based 426

on the observation from Figure 3, we hypothesize 427

that a single iteration may be insufficient when deal- 428

ing with a larger number of demonstrations. This 429

finding points towards the need for more iterations. 430

We further allow our ECHO method to have 431

6
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Figure 4: Performance of ECHO in different domains.
We label the performance of “Auto-CoT” in orange.

more iterations. To understand how many itera-432

tions are needed, we test ECHO across a spectrum433

of iteration counts in Figure 4. In all cases, our434

method’s average overall performance remained435

superior to that of Auto-CoT (Zhang et al., 2023).436

Our experiments reveal a notable trend for over-437

fitting in our method when subjected to an exces-438

sive number of iterations. This is evident from439

Figure 4, where the model’s performance peaks at440

an optimal iteration count and then gradually de-441

clines. The decline in effectiveness is primarily due442

to the model’s rationales becoming excessively fit443

to the output demonstrations.444

The case study in Appendix A provides further445

insight into this situation. Even after a single itera-446

tion, the model begins to adopt a consistent ratio-447

nale structure. Phrases like “Sure, let’s break this448

down” or “First, we need to find” become standard449

openings, regardless of the problem’s complexity.450

This early emergence of a uniform approach is ob-451

served in both single-step and multi-step solutions.452

After 32 iterations, the model increasingly at-453

tempts to condense multi-step reasoning into a sin-454

gle step. This simplification results in complex455

equations, where every numerical value is metic-456

ulously followed by its unit, adding unnecessary457

complexity to the reasoning process. This tendency458

suggests an overemphasis on uniformity at the cost459

of conciseness and clarity.460

Upon analyzing the data presented in Figure 4,461

we identified that an iteration count of T = 4 of-462

fers an optimal balance for our model. The overall463

average performance of the model peaks with this464

iteration count. Furthermore, this iteration count465

ensures the performance in various domains, indi-466

cating that T = 4 is generalizable.467

6.4 Does ECHO Suffer from “Misleading by468

Similarity”?469

The Auto-CoT approach (Zhang et al., 2023) ac-470

knowledges that their method is affected by “mis-471

leading by similarity.” Auto-CoT relies on various472

79

80

81

82

83

84

diverse random uniform

ECHO (2 iter) ECHO (1 iter) Auto-CoT

Figure 5: Performance under different settings.

demonstrations provided by Zero-shot-CoT (Ko- 473

jima et al., 2022), which might include incorrect 474

reasoning processes or answers. Such misleading 475

examples become particularly problematic when 476

they closely resemble the target problem, causing 477

the LLM to repeat their mistakes. 478

To understand this limitation, we performed a 479

series of experiments on mathematical reasoning 480

tasks under three conditions: (1) Diverse. Here, 481

we chose demonstrations that sat at the centroid 482

of each cluster, ensuring a diverse representation. 483

(2) Random. We randomly selected demonstra- 484

tions from the dataset, introducing variability. (3) 485

Uniform. We strictly used demonstrations from 486

the same cluster as the target question, promoting 487

similarity. For efficiency, we set the iteration count 488

T = 1, 2 and the number of demonstrations m = 8 489

for all our tests. 490

The results are illustrated in Figure 5. Unlike 491

Auto-CoT, our method improved as the demonstra- 492

tions became more uniform. It appears that a closer 493

relationship between the demonstrations and the 494

question enhances utility, outweighing the risk of 495

being misled by incorrect demonstrations. 496

Surprisingly, ECHO, with one iteration, 497

achieved its best performance in a random setting, 498

indicating its ability to effectively learn from 499

all available demonstrations, regardless of their 500

direct relevance to the question at hand. The 501

results for ECHO with two iterations illustrate 502

that when demonstrations are overly diverse, a 503

single iteration of the unification process may 504

not be enough to establish a uniform solution 505

pattern. Conversely, if the demonstrations are too 506

similar, there is a risk of overfitting after just one 507

iteration. This finding highlights that balancing the 508

diversity can ensure adaptability and accuracy in 509

the solution pattern. 510

From this we infer that diverse demonstrations, 511

even if not directly related, can help build a robust 512

problem solving framework that the model can gen- 513

eralize to new tasks. This leads to a conclusion: A 514

strategic mix of demonstrations, combining both 515

relatedness and diversity, could potentially offer 516

the generalization without the loss of effectiveness. 517
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Method
Arithmetic Commonsense Symbolic

Overall
MultiArith GSM8K SingleEq AddSub AQuA SVAMP avg. CSQA Strategy avg. Letter Coin avg.

Few-Shot-CoT 94.0 65.3 87.4 83.5 47.2 78.2 75.9 74.1 61.5 67.8 59.4 97.0 78.2 74.8
Auto-CoT 92.1 71.6 88.8 84.1 45.7 82.2 77.4 71.8 55.9 63.9 53.2 71.4 62.3 71.7
ECHO (k = max, T = 4) 96.8 72.4 88.0 85.3 55.5 82.8 80.2 74.2 54.6 64.4 56.8 73.8 65.3 74.0

Table 4: Accuracy on ten datasets for Mixtral-8x7B.

Method
Arithmetic Commonsense Symbolic

Overall
MultiArith GSM8K SingleEq AddSub AQuA SVAMP avg. CSQA Strategy avg. Letter Coin avg.

Few-Shot-CoT 98.3 77.9 92.5 85.6 56.7 81.5 82.1 76.1 63.2 69.7 81.6 95.4 88.5 80.9
-half 97.5 75.1 91.5 85.6 57.9 78.3 81.0 70.8 58.8 64.8 81.8 98.6 90.2 79.6

Auto-CoT 96.0 76.2 92.1 85.8 52.4 82.6 80.8 74.9 56.4 65.7 76.2 99.4 87.8 79.2
-half 97.0 77.2 92.3 85.6 54.7 80.0 81.1 74.2 54.8 64.5 77.8 99.6 88.7 79.3

ECHO (k = max, T = 4) 97.2 76.9 93.1 86.8 59.1 85.4 83.1 77.5 63.4 70.5 81.0 99.6 90.3 82.0
-half 98.3 78.1 92.3 87.3 58.7 84.9 83.3 72.5 59.8 66.15 82.4 97.6 90.0 81.2

Table 5: Accuracy with half number of demonstrations.

Future work could explore a hybrid selection strat-518

egy that dynamically adjusts the demonstration set519

based on the property of the dataset.520

6.5 Results with Mixtral-8x7B521

In addition to GPT-3.5-Turbo-0301, we tested our522

method in 10 benchmarks that aligned with the523

main experiments in Mixtral-8x7B without fine-524

tuning. The results are reported in Table 4. With525

Mixtral-8x7B, our approach outperforms Auto-526

CoT by an average margin of +2.3%, which is527

consistent with our existing findings, demonstrat-528

ing its generalizability to other models.529

However, we note that the overall numbers are530

now all lower than GPT-3.5-Turbo-0301, indicat-531

ing the impact of the underlying model used. Our532

method failed to outperform the Few-shot-CoT on533

average, and we believed there are two main rea-534

sons:535

First, the quality of the generated rationales may536

differ depending on the model’s capability, while537

the quality of manual prompts will not change.538

In this case, the rationale generated from Mixtral539

8x7B may not be as good as those from GPT-3.5-540

Turbo-0301.541

Second, a significant drop we noticed is the542

“Coin Flip” dataset, with examples such as “Q: A543

coin is heads up. Irving flips the coin. Hans flips544

the coin. Moses does not flip the coin. Nicole does545

not flip the coin. Is the coin still heads up?” We546

found that the rationales generated by Auto-CoT or547

ECHO track the coin’s state when compared with548

GPT-3.5-Turbo-0301. At the same time, the human-549

written prompts applied by Few-shot-CoT employ550

a shortcut solution by counting overall flips to de-551

termine the outcome. As the coin always heads552

up at the beginning, if the number of total flips is553

even, the coin will remain head up. Conversely,554

if the number of flips is odd, the coin will tail up. 555

We observed that the Mixtral-8x7B is less good at 556

tracking coin’s states. 557

6.6 Results with 50% Demonstrations 558

One hypothesis of our work is that following di- 559

verse demonstrations is hard. Given that the ratio- 560

nales generated with ECHO are unified, we eval- 561

uated the impact on performance by reducing the 562

number of demonstrations by half. 563

When we decrease the number of demonstra- 564

tions by half, the overall performance of ECHO 565

decreased by 0.8%, while Few-Shot-CoT declined 566

by 1.3%. We infer that the consistency of ECHO’s 567

rationales allows the remaining demonstrations to 568

retain information from those that are dropped, 569

thereby enhancing robustness against this reduc- 570

tion. Our demonstrations are consistent through 571

the unification process, meaning that each of them 572

learns from each other’s patterns, resulting in min- 573

imal impact from reducing the number of demon- 574

strations. 575

Interestingly, the performance of Auto-CoT im- 576

proved by 0.1% with a reduced number of demon- 577

strations. We hypothesize that this improvement 578

is due to the reduced diversity of demonstrations, 579

suggesting that diversity can harm performance. 580

Therefore, increasing the number of shots does not 581

necessarily lead to better performance. 582

7 Conclusion 583

In this work, we propose a novel method called 584

ECHO for improving chain-of-thought prompting 585

in large language models. We have shown that 586

our method results in a significant improvement in 587

three domains, confirming the feasibility and sig- 588

nificance of adopting the self-harmonization mech- 589

anism in the CoT prompting process. 590
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Limitations591

Our study has identified several limitations within592

the ECHO method: (1) The method incurs a higher593

inference cost due to the necessity of an additional594

unification process for demonstrations. This pro-595

cess requires extra computational resources as it596

involves generating multiple inferences to consoli-597

date the demonstrations into a coherent pattern. For598

a benchmark of n samples, while the other method599

requires inference for n times, our method requires600

n+ T · k times (T is the number of iterations and601

k is the number of samples used). For example,602

for GSM8K, the ECHO with 4 iterations requires603

5.8% more number of inferences. (2) The method604

is prone to overfitting, which can lead to a decrease605

in generalizability. Although we have introduced606

an equation to estimate the optimal number of itera-607

tions, this equation may not hold universally across608

different domains or datasets. (3) The method as-609

sumes a certain level of similarity within the data610

from which it learns, which might not always be611

the case. In scenarios where the data are highly612

unrelated or where the relationships between data613

points are complex, the unification process may614

struggle to recognize a representative pattern. Fu-615

ture work may explore adaptive mechanisms that616

can recognize and adapt to the diversity of the data,617

ensuring that the unification process remains ef-618

fective in various types of problem. (4) Similar to619

Zhang et al. (2023), our method can be applied to620

a dataset containing multiple questions rather than621

a single question.622
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A Examples for Case Studies 710

We demonstrate how the rationales evolve with 0, 711

1, 5 and 32 iterations of our method in Table 9. 712

B Data Statistics 713

Reasoning Type Dataset Size Answer Type

Arithmetic

SingleEq 0,508 Numeral
AddSub 0,395 Numeral

MultiArith 0,600 Numeral
GSM8K 1,319 Numeral
AQUA 0,254 Multiple Choice

SVAMP 1,000 Numeral

Symbolic
Coin Flip 1,000 Yes or No

Last Letter 0,254 String

Common Sense
StrategyQA 2,290 Yes or No

CommonsenseQA 1,221 Multiple Choice

Table 6: Data Statistics

C Effect of Incorrect Demonstrations on 714

Performance 715

Our research indicates that demonstrations with in- 716

correct answers do not necessarily impair overall 717

performance. This observation is particularly evi- 718

dent in the context of the AQUA dataset, where a 719

notable instance occurred: among the four demon- 720

strations generated by ECHO, two contained wrong 721

answers, while in the manually written prompts, all 722

demonstrations were correct. Despite this, ECHO’s 723

performance significantly surpassed that of the 724

human-written prompts. 725

This outcome suggests that in the ECHO method, 726

the collective contribution of the demonstrations to 727

the reasoning pattern is more critical than the indi- 728

vidual precision of each demonstration. It appears 729

that the model can effectively extract and leverage 730

useful patterns from the demonstrations, even if 731

some contain errors. This ability to distill valuable 732

reasoning patterns from imperfect data underscores 733

the robustness of the ECHO approach. It indicates 734

that the model’s effectiveness relies more on the 735

breadth and diversity of demonstrations rather than 736

their individual correctness. This finding opens up 737

possibilities for utilizing a wider range of demon- 738

strations, including those with inaccuracies, with- 739

out necessarily compromising the model’s overall 740

performance. 741

D Implement Details 742

The inertia term originates from the inherent at- 743

tribute of the KMeans model in sklearn. It is calcu- 744

lated by summing up the squared distances between 745
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Type
Accuracy

CommonsenseQA StrategyQA Average

max 77.5 63.4 70.5
8 74.9 59.9 67.4

Table 7: The performances in commonsense reasoning.

Method
Accuracy

GSM8K StrategyQA Average

ECHO (original) 78.1 59.7 68.9
ECHO (combined) 74.2 58.0 66.1

Table 8: A Comparison of the performances between
ECHO using demonstrations from original and com-
bined datasets.

each sample in a cluster and its corresponding cen-746

troid.747

E ECHO constructed demonstrations748

We append a full list of ECHO-constructed demon-749

strations.750

F More Demonstrations Helps Better751

Commonsense Reasoning752

The overall performance of ECHO (k = max, T =753

1) is not as strong as that of ECHO (k = m,T = 1).754

We hypothesize that the reason for this is a single755

iteration is not enough when handling a larger num-756

ber of demonstrations. To further investigate the757

impact of increasing the number of demonstrations758

in the unification process, we conducted experi-759

ments with both 8 and the maximum possible num-760

ber of demonstrations in 4 iterations. 3 The results761

are illustrated in Table 7.762

Our results reveal that in the arithmetic domain,763

the performance of ECHO under both conditions is764

comparable, with each achieving an average score765

of 83.1%. The notable difference emerges in the766

realm of commonsense reasoning. In this area,767

ECHO (k = max, T = 1) with the maximum768

number of demonstrations surpasses its counterpart769

by a margin of 3.0% across both benchmarks. This770

outcome suggests that the sensitivity to the number771

of demonstrations varies across different domains,772

with common sense reasoning being particularly773

influenced by the count of demonstrations.774

G A Study on Diverse Dataset775

Similar to Zhang et al. (2023), our work also re-776

quires to get access to the whole dataset to construct777

demonstrations. We assume that each dataset has778

3’maximum’ refers to the highest number of demonstra-
tions that can be accommodated within the token limit, ap-
proximately 20.

a certain level of similarity. For example, a math 779

dataset should only contain math questions, and a 780

yes or no dataset should only have yes or no ques- 781

tions. However, there are some diverse datasets. In 782

this section, we want to test our method on a more 783

complicated case: we randomly select 500 samples 784

from GSM8K and StrategyQA; one is arithmetic 785

tasks, and another is yes-or-no commonsense tasks. 786

We apply our method to this dataset. The results 787

are shown in Table 8. 788

Out of 8 demonstrations, 3 of them are from 789

GSM8K and 5 of them are from StrategyQA. We 790

observed a performance drop on both datasets for 791

our method. Our method aims to find a uniform 792

solution pattern, while there is clearly no single pat- 793

tern to be applied to two totally different datasets. 794

11



Context Q Question/Solution Remark

Questions

1: Q: Mary is baking a cake. The recipe calls for 9 cups of flour and 5 cups of sugar. She already put in 3 cups of flour and 62 cups of sugar. How many
more cups of flour does she need to add?

GT: 6

2: Q: Danny collects bottle caps and wrappers. He found 22 bottle caps and 30 wrappers at the park. Now he has 17 bottle caps and 57 wrappers in his
collection. How many wrappers did danny have at first?

GT: 27

3: Q: Jerry had 8 action figures and 9 books on a shelf in his room. Later he added 10 more books to the shelf. How many books were on his shelf in all? GT: 19

4: Q: Every day Ryan spends 6 hours on learning english and 7 hours on learning chinese. How many more hours does he spend on learning chinese than
he does on learning english?

GT: 1

0 iteration

1: Sure, let’s break it down. Mary needs a total of 9 cups of flour for the recipe, and she has already added 3 cups. So, she still needs to add 9 - 3 = 6 cups
of flour. Therefore, Mary needs to add 6 more cups of flour to complete the recipe.

correct

2:
First, we need to find out how many bottle caps and wrappers Danny had at first. We can do this by adding the number of bottle caps and wrappers he
found at the park to the number he has in his collection now: Initial number of bottle caps = 22 + 17 = 39 Initial number of wrappers = 30 + 57 = 87
Therefore, Danny had 87 wrappers at first.

wrong

3:
Sure, let’s solve this problem step by step. First, we need to find the total number of books Jerry had on the shelf before adding 10 more books. We know
that he had 9 books on the shelf initially, so we add that to the number of books he added later: 9 + 10 = 19 So, Jerry had 19 books on the shelf after
adding 10 more books.

correct

4:
Sure, let’s break it down. First, we need to find the difference between the number of hours Ryan spends on learning Chinese and English. To do this, we
can subtract the number of hours he spends on learning English from the number of hours he spends on learning Chinese: 7 hours (Chinese) - 6 hours
(English) = 1 hour Therefore, Ryan spends 1 more hour on learning Chinese than he does on learning English.

correct

1 iteration

1:
Sure, let’s break it down. First, we need to find out how many more cups of flour Mary needs to add. We can do this by subtracting the amount of flour
she already put in from the total amount of flour the recipe calls for: 9 cups (recipe) - 3 cups (already added) = 6 cups. Therefore, Mary needs to add 6
more cups of flour.

correct

2:

Sure, let’s break it down. First, we need to find out how many wrappers Danny had before he found the ones at the park. We know that he found 30
wrappers at the park and now has 57 wrappers in his collection, so we can subtract the number of wrappers he found from the number he has now: 57 -
30 = 27 wrappers. Next, we need to find out how many bottle caps Danny had before he found the ones at the park. We know that he found 22 bottle
caps at the park and now has 17 bottle caps in his collection, so we can subtract the number of bottle caps he found from the number he has now: 17 - 22
= -5 bottle caps. This doesn’t make sense, so we can assume that Danny had 0 bottle caps before he found the ones at the park. Therefore, Danny had 27
wrappers at first.

correct

3:
Sure, let’s break it down. First, we need to find out how many books Jerry had on the shelf before he added more. We know he had 9 books, so the total
number of books on the shelf before he added more was 9. Next, we need to add the 10 books he added to the shelf: 9 + 10 = 19. Therefore, there were
19 books on Jerry’s shelf in all.

correct

4:

Sure, let’s break it down. First, we need to find the difference between the number of hours Ryan spends on learning Chinese and the number of hours he
spends on learning English. We can do this by subtracting the number of hours he spends on learning English from the number of hours he spends on
learning Chinese: 7 hours (Chinese) - 6 hours (English) = 1 hour. Therefore, Ryan spends 1 more hour on learning Chinese than he does on learning
English.

correct

5 iterations

1:
Sure, let’s break it down. First, we need to find out how many more cups of flour Mary needs to add. We can do this by subtracting the amount of flour
she already put in from the total amount of flour the recipe calls for: 9 cups (recipe) - 3 cups (already added) = 6 cups of flour needed. Therefore,
Mary needs to add 6 more cups of flour.

correct

2:

Sure, let’s break it down. First, we need to find out how many wrappers Danny had before he found the 30 wrappers at the park. We can do this by
subtracting the 57 wrappers he has now from the total number of wrappers he had after he found the 30 wrappers at the park: 57 wrappers (now) - 30
wrappers (found at park) = 27 wrappers (before). Next, we need to find out how many bottle caps Danny had before he found the 22 bottle caps at the
park. We can do this by subtracting the 17 bottle caps he has now from the total number of bottle caps he had after he found the 22 bottle caps at the
park: 22 bottle caps (found at park) + 17 bottle caps (now) = 39 bottle caps (before). Therefore, Danny had 27 wrappers and 39 bottle caps at first.

correct

3:

Sure, let’s break it down. First, we need to find out how many books Jerry had on the shelf before he added 10 more. We can do this by adding the
number of books he had initially to the number of action figures he had: 9 books + 8 action figures = 17 items on the shelf. Next, we need to find out
how many books Jerry had on the shelf after he added 10 more. We can do this by adding the 10 books he added to the number of books he had initially:
9 books (initially) + 10 books (added) = 19 books on the shelf in all. Therefore, there were 19 books on Jerry’s shelf in all.

correct

4:

Sure, let’s break it down. First, we need to find out the difference between the number of hours Ryan spends on learning Chinese and the number of
hours he spends on learning English. We can do this by subtracting the number of hours he spends on learning English from the number of hours he
spends on learning Chinese: 7 hours (Chinese) - 6 hours (English) = 1 hour. Therefore, Ryan spends 1 more hour on learning Chinese than he does on
learning English.

correct

32 iterations

1:
Sure, let’s break it down. First, we need to find out how many more cups of flour Mary needs to add. We can subtract the amount of flour she already put
in from the amount of flour the recipe calls for: 9 cups - 3 cups = 6 cups (adding the units after each number in the equation) . Therefore, Mary needs
to add 6 more cups of flour.

correct

2:

Sure, let’s break it down. First, we need to find out how many wrappers Danny had at first. We can subtract the number of wrappers he has now from the
number of wrappers he found at the park and add it to the number of wrappers he had initially: Danny’s wrappers at first = Danny’s wrappers now
- Danny’s wrappers found + Wrappers at first 57 wrappers = 30 wrappers - 17 wrappers + Wrappers at first 57 wrappers = 13 wrappers +
Wrappers at first Wrappers at first = 57 wrappers - 13 wrappers Wrappers at first = 44 wrappers Therefore, Danny had 44 wrappers at first.

wrong

3: Sure, let’s break it down. First, we need to find out how many books Jerry had on the shelf initially. We can add the number of books he had initially to
the number of books he added later: 9 books + 10 books = 19 books. Therefore, Jerry had 19 books on his shelf in all.

correct

4:
Sure, let’s break it down. First, we need to find out how many more hours Ryan spends on learning Chinese than he does on learning English. We can
subtract the number of hours he spends on learning English from the number of hours he spends on learning Chinese: 7 hours - 6 hours = 1 hour.
Therefore, Ryan spends 1 more hour on learning Chinese than he does on learning English.

correct

Table 9: Case studies of 4 demonstrations from SVAMP dataset.
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Few-shot Samples For AddSub

Q: Before the recent housing boom, there were 1426 houses in Lawrence County. Now, there are 2000 houses. How many houses did developers build
during the housing boom?

A: Let’s think step by step. First, we need to find the difference between the number of houses before the housing boom and the number of houses after the housing
boom. To do this, we can subtract the original number of houses from the current number of houses: 2000 - 1426 = 574. Therefore, developers built 574 houses
during the housing boom.

Q: An oil pipe in the sea broke. Before engineers started to fix the pipe, 2475 gallons of oil leaked into the water. A total of 6206 gallons of oil leaked
before the pipe was fixed. How many gallons of oil leaked while the engineers were fixing the pipe?

A: Let’s think step by step. First, we need to find the difference between the total amount of oil that leaked and the amount that leaked before the engineers started
to fix the pipe. To do this, we can subtract the initial amount of oil that leaked from the total amount of oil that leaked: 6206 gallons - 2475 gallons = 3731 gallons.
Therefore, 3731 gallons of oil leaked while the engineers were fixing the pipe.

Q: Keith picked 3 pears and Jason picked 2 pears from the pear tree. Joan picked 5 apples from the apple tree. How many pears were picked in total?

A: Let’s think step by step. First, we need to add the number of pears that Keith picked to the number of pears that Jason picked: 3 + 2 = 5. Therefore, a total of 5
pears were picked. We don’t need to add the number of apples since the question only asks for the number of pears. Therefore, 5 pears were picked in total.

Q: There are 34 dogwood trees currently in the park. Park workers will plant 49 dogwood trees today. How many dogwood trees will the park have when
the workers are finished?

A: Let’s think step by step. Sure, let’s solve this problem step by step. First, we need to add the number of dogwood trees currently in the park to the number of
dogwood trees that will be planted: 34 + 49 = 83. Therefore, the park will have a total of 83 dogwood trees when the workers are finished planting.

Q: Sam has 110 books. Joan has 102 books. How many books do they have together?

A: Let’s think step by step. Sure, let’s solve this problem step by step. First, we need to add the number of books that Sam has to the number of books that Joan
has: 110 + 102 = 212. Therefore, they have a total of 212 books together.

Q: Last week Tim had 12 dollars and Keith had 36 dollars. Tim washed cars over the weekend and now has 75 dollars. How much money did Tim make
washing cars?

A: Let’s think step by step. First, we need to find the difference between the amount of money Tim had before washing cars and the amount he had after washing
cars. To do this, we can subtract the original amount of money Tim had from the current amount of money he has: 75 dollars - 12 dollars = 63 dollars. Therefore,
Tim made 63 dollars washing cars.

Q: Kevin bought 2 watermelons. The first watermelon was 9.91 pounds, and the second watermelon was 4.11 pounds. How many pounds of watermelon
did Kevin buy?

A: Let’s think step by step. Sure, let’s solve this problem step by step. First, we need to add the weight of the first watermelon to the weight of the second
watermelon: 9.91 pounds + 4.11 pounds = 14.02 pounds. Therefore, Kevin bought a total of 14.02 pounds of watermelon.

Q: There are 33 pencils and 44 crayons in the drawer. Joan placed 27 pencils in the drawer. How many pencils are now there in total?

A: Let’s think step by step. First, we need to add the number of pencils that were already in the drawer (33) to the number of pencils that Joan placed in the drawer
(27): 33 + 27 = 60. Therefore, there are now 60 pencils in the drawer.

Table 10: Few-shot samples for AddSub.
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Few-shot Samples For SingleEq

Q: Alyssa’s high school played 31 hockey games this year. She attended 13 games. How many hockey games did Alyssa miss?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many hockey games Alyssa missed. To do this, we can subtract the number of
games she attended (13) from the total number of games played (31): 31 - 13 = 18 Therefore, Alyssa missed 18 hockey games.

Q: Sandy worked 45 hours in the last 5 days. Assuming that she worked the same amount of hours each day, how long did she work each day?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many hours Sandy worked each day. To do this, we can divide the total number
of hours worked (45) by the number of days worked (5): 45 ÷ 5 = 9 Therefore, Sandy worked 9 hours each day.

Q: Sam had 9 dimes in his bank. His dad gave him 7 more dimes. How many dimes does Sam have now?

A: Let’s think step by step. Sure, let’s solve this problem step by step. First, we need to add the number of dimes Sam had before to the number of dimes his dad
gave him. So, the total number of dimes Sam has now is: 9 + 7 = 16 Therefore, Sam now has 16 dimes.

Q: On Monday, 375 students went on a trip to the zoo. All 7 buses were filled and 4 students had to travel in cars. How many students were in each bus?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many students were on each bus. To do this, we can divide the total number of
students (375) by the number of buses (7): 375 ÷ 7 = 53.57 (rounded to the nearest whole number, this is 54) Therefore, there were 54 students on each bus.

Q: Bryan took a look at his books as well. If Bryan has 56 books in each of his 9 bookshelves, how many books does he have in total?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many books Bryan has in total. To do this, we can multiply the number of
books in each bookshelf (56) by the number of bookshelves (9): 56 x 9 = 504 Therefore, Bryan has 504 books in total.

Q: There are 107 walnut trees currently in the park. Park workers will plant 104 more walnut trees today. How many walnut trees will the park have
when the workers are finished?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the number of walnut trees currently in the park to the number of walnut trees the
workers will plant today. 107 (current walnut trees) + 104 (walnut trees to be planted) = 211 Therefore, the park will have 211 walnut trees when the workers are
finished.

Q: Kelly bought 0.1 pounds of peanuts and 0.4 pounds of raisins. How many pounds of snacks did she buy in all?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the weight of peanuts to the weight of raisins. 0.1 pounds (peanuts) + 0.4 pounds
(raisins) = 0.5 pounds Therefore, Kelly bought a total of 0.5 pounds of snacks.

Q: Mike joined his school’s band. He bought a trumpet for $145.16, and a song book which was $5.84. How much did Mike spend at the music store?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the cost of the trumpet to the cost of the song book. $145.16 (trumpet) + $5.84 (song
book) = $151 Therefore, Mike spent $151 at the music store.

Table 11: Few-shot samples for SingleEq.
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Few-shot Samples For GSM8K

Q: Jan has three times the number of pets as Marcia. Marcia has two more pets than Cindy. If Cindy has four pets, how many total pets do the three
have?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many pets Marcia has. We know that Jan has three times the number of pets as Marcia, so if Marcia has x pets, then Jan has 3x pets.
Next, we need to find out how many pets Cindy has. We know that Cindy has four pets, and Marcia has two more pets than Cindy, so Marcia has 4 + 2 = 6 pets.
Then, we can calculate how many pets the three have in total. To do this, we need to add up the number of pets each person has: 3x + 6 + 4 = 3x + 10.
Therefore, the three have a total of 3x + 10 pets.

Q: Billy sells DVDs. He has 8 customers on Tuesday. His first 3 customers buy one DVD each. His next 2 customers buy 2 DVDs each. His last 3 customers
don’t buy any DVDs. How many DVDs did Billy sell on Tuesday?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many DVDs Billy sold to his first 3 customers. We know that each of them bought one DVD, so he sold 3 DVDs to them.
Next, we need to find out how many DVDs Billy sold to his next 2 customers. We know that each of them bought 2 DVDs, so he sold 2 x 2 = 4 DVDs to them.
Then, we can calculate how many DVDs Billy sold in total. To do this, we simply add up the number of DVDs he sold to each group of customers: 3 + 4 + 0 = 7.
Therefore, Billy sold 7 DVDs on Tuesday.

Q: In a race with 240 Asians, 80 were Japanese, and the rest were Chinese. If the number of boys on the Chinese team was 60, how many girls were on
the Chinese team?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many Chinese people were in the race. We know that there were 240 Asians in total, and 80 of them were Japanese, so the rest (240 -
80 = 160) were Chinese.
Next, we need to find out how many boys were on the Chinese team. We know that there were 60 boys on the Chinese team, so the number of girls must be the
difference between the total number of Chinese people and the number of boys: 160 - 60 = 100.
Therefore, there were 100 girls on the Chinese team.

Q: Daisy bought a bag of potatoes that weighed 5 pounds. She also bought a bag of sweet potatoes that weighed 2 times as much as the potatoes and a bag
of carrots that weighed 3 pounds fewer than the sweet potatoes. How many pounds of carrots did Daisy buy?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how much the bag of sweet potatoes weighed. We know that the bag of sweet potatoes weighed 2 times as much as the bag of potatoes,
so it weighed 2 x 5 = 10 pounds.
Next, we need to find out how much the bag of carrots weighed. We know that the bag of carrots weighed 3 pounds fewer than the bag of sweet potatoes, so it
weighed 10 - 3 = 7 pounds.
Therefore, Daisy bought 7 pounds of carrots.

Q: John buys 2 pairs of shoes for each of his 3 children. They cost $60 each. How much did he pay?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many pairs of shoes John bought in total. We know that he bought 2 pairs of shoes for each of his 3 children, so he bought a total of
2 x 3 = 6 pairs of shoes.
Next, we need to find out how much John paid for each pair of shoes. We know that each pair of shoes cost $60, so John paid $60 for each pair of shoes.
Then, we can calculate how much John paid in total. To do this, we need to multiply the number of pairs of shoes he bought by the cost per pair: 6 x $60 = $360.
Therefore, John paid $360 for 2 pairs of shoes for each of his 3 children.

Q: Jim spends 2 hours watching TV and then decides to go to bed and reads for half as long. He does this 3 times a week. How many hours does he spend
on TV and reading in 4 weeks?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how long Jim reads for each night. We know that he spends 2 hours watching TV and then reads for half as long, so he reads for 2 / 2 = 1
hour each night.
Next, we need to find out how many hours Jim spends on TV and reading each week. We know that he spends 2 hours watching TV and 1 hour reading each night,
so he spends a total of 2 + 1 = 3 hours on TV and reading each night. Therefore, he spends 3 x 3 = 9 hours on TV and reading each week.
Then, we can calculate how many hours Jim spends on TV and reading in 4 weeks. To do this, we need to multiply the number of hours he spends on TV and
reading each week by the number of weeks: 9 x 4 = 36.
Therefore, Jim spends 36 hours on TV and reading in 4 weeks.

Q: Kira bought 3 apples, 5 bananas and 6 oranges at the grocery store. Lola ate 2 pieces of the fruit. How many pieces are left?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many pieces of fruit Kira bought in total. We know that she bought 3 apples, 5 bananas, and 6 oranges, so she bought a total of 3 + 5
+ 6 = 14 pieces of fruit.
Next, we need to find out how many pieces of fruit are left after Lola ate 2. To do this, we subtract 2 from the total number of pieces of fruit: 14 - 2 = 12.
Therefore, there are 12 pieces of fruit left.

Q: Erin has 7 lollipops. Her mother gives Erin another 10 lollipops. If Erin gives 3 of her lollipops to Ella, how many lollipops does she have left?

A: Let’s think step by step. Sure, let’s break down the problem.
First, we need to find out how many lollipops Erin has after her mother gives her 10 more. We know that Erin has 7 lollipops, and her mother gives her another 10,
so she has a total of 7 + 10 = 17 lollipops.
Next, we need to find out how many lollipops Erin has left after giving 3 to Ella. We know that Erin gave 3 lollipops to Ella, so she has 17 - 3 = 14 lollipops left.
Therefore, Erin has 14 lollipops left.

Table 12: Few-shot samples for GSM8K.
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Few-shot Samples For MultiArith

Q: Emily bought 4 new chairs and 2 new tables for her house. If she spent 8 minutes on each piece furniture putting it together, how many minutes did it
take her to finish?

A: Let’s think step by step. Sure, let’s break it down. Emily bought 4 chairs and 2 tables, so she had a total of 4 + 2 = 6 pieces of furniture to put together. She
spent 8 minutes on each piece of furniture, so the total time it took her to finish is 6 x 8 = 48 minutes. Therefore, it took Emily 48 minutes to finish putting together
all of the furniture.

Q: The school cafeteria ordered 25 red apples and 17 green apples for students lunches. But, if only 10 students wanted fruit, how many extra did the
cafeteria end up with?

A: Let’s think step by step. Sure, let’s break it down. The cafeteria ordered a total of 25 + 17 = 42 apples. However, only 10 students wanted fruit, so the cafeteria
had 42 - 10 = 32 extra apples. Therefore, the cafeteria ended up with 32 extra apples.

Q: Katie uploaded 30 pictures from her phone and 51 from her camera to facebook. If she sorted the pics into 9 different albums with the same amount
of pics in each album, how many pictures were in each of the albums?

A: Let’s think step by step. Sure, let’s break it down. Katie uploaded a total of 30 + 51 = 81 pictures to Facebook. She sorted them into 9 different albums with the
same amount of pictures in each album, so we can find the number of pictures in each album by dividing the total number of pictures by the number of albums: 81
pictures ÷ 9 albums = 9 pictures per album. Therefore, there were 9 pictures in each of the albums.

Q: Adam bought 2 boxes of chocolate candy and 5 boxes of caramel candy. If each box has 4 pieces inside it, how much candy did he have total?

A: Let’s think step by step. Sure, let’s break it down. Adam bought 2 boxes of chocolate candy, and each box had 4 pieces inside it, so he had 2 x 4 = 8 pieces of
chocolate candy. He also bought 5 boxes of caramel candy, and each box had 4 pieces inside it, so he had 5 x 4 = 20 pieces of caramel candy. Therefore, Adam had
a total of 8 + 20 = 28 pieces of candy.

Q: There are 65 students trying out for the school’s trivia teams. If 17 of them didn’t get picked for the team and the rest were put into 8 groups, how
many students would be in each group?

A: Let’s think step by step. Sure, let’s break it down. There were 65 students trying out for the trivia teams, but 17 of them didn’t get picked, so there were 65 - 17
= 48 students who made the teams. These 48 students were put into 8 groups, so we can find the number of students in each group by dividing the total number of
students by the number of groups: 48 students ÷ 8 groups = 6 students per group. Therefore, there were 6 students in each group.

Q: Paul had saved up 4 dollars. If he received another 11 dollars for his allowance, how many 5 dollar toys could he buy?

A: Let’s think step by step. Sure, let’s break it down. Paul had 4 dollars saved up, and he received another 11 dollars for his allowance, so he had a total of 4 + 11 =
15 dollars. To find out how many 5 dollar toys he could buy, we can divide the total amount of money he has by the cost of each toy: 15 dollars ÷ 5 dollars/toy = 3
toys. Therefore, Paul could buy 3 5-dollar toys.

Q: A pet store has 8 bird cages. If each cage has 2 parrots and 7 parakeets in it, how many birds does the pet store have total?

A: Let’s think step by step. Sure, let’s break it down. The pet store has 8 bird cages, and each cage has 2 parrots and 7 parakeets in it, so the total number of birds
in each cage is 2 + 7 = 9 birds. To find out how many birds the pet store has in total, we can multiply the number of cages by the number of birds in each cage: 8
cages x 9 birds/cage = 72 birds. Therefore, the pet store has a total of 72 birds.

Q: Mike made 69 dollars mowing lawns over the summer. If he spent 24 dollars buying new mower blades, how many 5 dollar games could he buy with
the money he had left?

A: Let’s think step by step. Sure, let’s break it down. Mike made 69 dollars mowing lawns, but he spent 24 dollars on new mower blades, so he had 69 - 24
= 45 dollars left. To find out how many 5 dollar games he could buy, we can divide the amount of money he has left by the cost of each game: 45 dollars ÷ 5
dollars/game = 9 games. Therefore, Mike could buy 9 5-dollar games with the money he has left.

Table 13: Few-shot samples for MultiArith.
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Few-shot Samples For SVAMP

Q: Danny collects bottle caps and wrappers. He found 22 bottle caps and 30 wrappers at the park. Now he has 17 bottle caps and 57 wrappers in his
collection. How many wrappers did danny have at first?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many wrappers Danny had at first. We know that he found 30 wrappers at the
park and now has 57 wrappers in his collection, so we can subtract the number of wrappers he found from the number he has now: 57 - 30 = 27 wrappers. Next,
we need to find out how many bottle caps Danny had at first. We know that he found 22 bottle caps at the park and now has 17 bottle caps in his collection, so we
can subtract the number of bottle caps he found from the number he has now: 17 - 22 = -5 bottle caps (we can’t have negative bottle caps, so we know that there
was a mistake in the problem). Therefore, Danny had 27 wrappers at first.

Q: Rachel had to complete 8 pages of math homework, 7 pages of reading homework and 3 more pages of biology homework. How many pages of math
and biology homework did she have to complete?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many pages of biology homework Rachel had to complete. We know that she
had to complete 3 more pages of biology homework than the 7 pages of reading homework, so she had to complete 7 + 3 = 10 pages of biology homework. Next,
we need to find out how many pages of math and biology homework Rachel had to complete. We know that she had to complete 8 pages of math homework and 10
pages of biology homework, so we can add those together: 8 + 10 = 18 pages. Therefore, Rachel had to complete 18 pages of math and biology homework.

Q: Baker made 61 pastries and 167 cakes. If he sold 108 cakes and 44 pastries How many cakes would baker still have?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many cakes and pastries Baker would have left after selling 108 cakes and 44
pastries. We know that he initially had 167 cakes and 61 pastries, so we can subtract the number of cakes and pastries sold from the initial amounts: Cakes left =
167 - 108 = 59 cakes Pastries left = 61 - 44 = 17 pastries. Therefore, Baker would still have 59 cakes left.

Q: Allan brought 5 balloons to the park. If Jake brought 6 more balloons than the number of balloons that Allan brought How many balloons did Jake
bring to the park?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many balloons Jake brought to the park. We know that Allan brought 5
balloons, and Jake brought 6 more balloons than Allan. So, we can add 6 to the number of balloons Allan brought: 5 + 6 = 11 balloons. Therefore, Jake brought 11
balloons to the park.

Q: Jerry had 8 action figures and 9 books on a shelf in his room. Later he added 10 more books to the shelf. How many books were on his shelf in all?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the number of books Jerry had initially to the number of books he added later: 9 + 10 =
19 books. Therefore, there were 19 books on Jerry’s shelf in all.

Q: 7 red peaches, 15 yellow peaches and 8 green peaches are in the basket. How many peaches are in the basket?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the number of red, yellow, and green peaches in the basket: 7 + 15 + 8 = 30 peaches.
Therefore, there are 30 peaches in the basket.

Q: Julia played tag with 14 kids on tuesday. If she played tag with 8 more kids on monday than on tuesday How many kids did she play with on monday?

A: Let’s think step by step. Sure, let’s break it down. First, we need to find out how many kids Julia played tag with on Monday. We know that she played tag with
8 more kids on Monday than on Tuesday, and she played tag with 14 kids on Tuesday. So, we can add 8 to 14: 14 + 8 = 22 kids. Therefore, Julia played tag with
22 kids on Monday.

Q: Josh had 22 marbles in his collection. He found 13 marbles ones while he lost 5 marbles. How many marbles does he have now?

A: Let’s think step by step. Sure, let’s break it down. First, we need to add the number of marbles Josh found to the number of marbles he had initially: 22 + 13 =
35 marbles. Next, we need to subtract the number of marbles he lost from the total number of marbles he has now: 35 - 5 = 30 marbles. Therefore, Josh has 30
marbles now.

Table 14: Few-shot samples for SVAMP.
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Few-shot Samples For Aqua

Q: Three bells ring at intervals of 36 seconds, 40 seconds and 48 seconds, respectively. They start ringing together at a particular time. When they will
ring together again? Answer Choices: (A) After 6 minutes (B) After 12 minutes (C) After 18 minutes (D) After 24 minutes (E) none

A: Let’s think step by step. Sure! To find the time when all three bells will ring together again, we need to find the least common multiple (LCM) of their ringing
intervals.
The prime factorization of 36 is 2**2 x 3**2. The prime factorization of 40 is 2**3 x 5. The prime factorization of 48 is 2**4 x 3.
To find the LCM, we need to take the highest power of each prime factor that appears in any of the factorizations:
2**4 x 3**2 x 5 = 720
Therefore, all three bells will ring together again after 720 seconds, which is 12 minutes.
So the answer is (B) After 12 minutes.

Q: There are ten lime soda bottles on a table in a restaurant. They are to be served among two different groups of customers consisting of 5 members
each. How many ways are there to create these 2 groups? Answer Choices: (A) 90 (B) 105 (C) 126 (D) 252 (E) 525

A: Let’s think step by step. Sure! We can start by using the combination formula to find the number of ways to choose 5 bottles out of 10:
C(10,5) = 10! / (5! * 5!) = 252
This gives us the number of ways to choose 5 bottles for one group. Since we have two groups, we need to divide by 2 to avoid counting the same groupings twice:
252 / 2 = 126
Therefore, there are 126 ways to create two groups of 5 bottles each. So the answer is (C) 126.

Q: If Jill needed to buy 10 bottles of soda for a party in which 8 people attended, how many bottles of soda will she need to buy for a party in which 12
people are attending? Answer Choices: (A) 6 (B) 8 (C) 10 (D) 12 (E) 14

A: Let’s think step by step. Sure! We can start by finding the ratio of bottles of soda to number of people for the first party:
10 bottles / 8 people = 1.25 bottles per person
To find the number of bottles needed for the second party, we can multiply the ratio by the number of people:
1.25 bottles per person x 12 people = 15 bottles
Therefore, Jill will need to buy 15 bottles of soda for the party with 12 people. So the answer is (E) 14.

Q: A paper is in a square form whose one side is 20 cm. Two semi circles are drawn on its opposites as diameters. If these semi circles are cut down what
is the area of the remaining paper? Answer Choices: (A) 8.75 (B) 8.79 (C) 8.75 (D) 8.71 (E) 8.72

A: Let’s think step by step. Sure! The area of the square paper is:
20 cm x 20 cm = 400 cm**2
The diameter of each semi-circle is equal to the side length of the square, which is 20 cm. Therefore, the radius of each semi-circle is:
20 cm / 2 = 10 cm
The area of each semi-circle is:
1/2 x pi x (10 cm)**2 = 50 pi cm**2
The total area of both semi-circles is:
2 x 50 pi cm**2 = 100 pi cm**2
When the semi-circles are cut out, the remaining paper is a square with two circular cutouts. The area of each circular cutout is:
1/4 x pi x (20 cm)**2 = 100 pi cm**2 / 4 = 25 pi cm**2
The area of both circular cutouts is:
2 x 25 pi cm**2 = 50 pi cm**2
Therefore, the area of the remaining paper is:
400 cm**2 - 50 pi cm**2
Using a calculator to approximate pi to two decimal places, we get:
400 cm**2 - 50 x 3.14 cm**2 = 400 cm**2 - 157 cm**2 = 243 cm**2
So the answer is (C) 8.75 (rounded to two decimal places).

Table 15: Few-shot samples for AQUA.
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Few-shot Samples For CommonsenseQA

Q: Where would you find a ticket booth and see a concert? Answer Choices: (A) clerk (B) indoors (C) movie theater (D) venue (E) auditorium

A: Let’s think step by step. If you were looking for a ticket booth and a concert, you would likely find them at a (D) venue or (E) auditorium. These are locations
where concerts and other live events are typically held, and where tickets are sold at a ticket booth. Option (A) clerk and option (B) indoors are not necessarily
related to the context of the question or the experience of attending a concert. Option (C) movie theater is not appropriate, as it is not typically associated with live
music events. Therefore, the most appropriate answer is (D) venue or (E) auditorium.

Q: What must someone do before they shop? Answer Choices: (A) get money (B) have money (C) bring cash (D) go to market (E) bring cash

A: Let’s think step by step. Before someone can shop, they must have a means of payment. Therefore, the most appropriate answer is (A) get money or (B) have
money. Option (C) bring cash is a specific means of payment, but it is not necessarily the only option. Option (D) go to market is not necessarily related to the
context of the question or the act of shopping. Therefore, the most appropriate answer is (A) get money or (B) have money.

Q: John went to a party that lasted all night. Because of this, he didn’t have time for what? Answer Choices: (A) meeting (B) blowing off steam (C) stay
home (D) partying hard (E) studying

A: Let’s think step by step. If John went to a party that lasted all night, he likely did not have time for (E) studying or other academic or work-related responsibilities.
Option (A) meeting and option (B) blowing off steam are not necessarily related to the context of the question or the experience of attending a party. Option (C)
stay home is the opposite of attending a party and is not a valid answer. Option (D) partying hard is redundant and not appropriate. Therefore, the most appropriate
answer is (E) studying.

Q: Where might someone store a reusable shopping bag? Answer Choices: (A) supermarket (B) home (C) mart (D) obesity (E) closet

A: Let’s think step by step. Someone might store a reusable shopping bag at (B) home or in a (E) closet. These are common locations for storing reusable bags
when they are not in use. Option (A) supermarket and option (C) mart are not appropriate choices, as they are locations where shopping bags are typically used
rather than stored. Option (D) obesity is not related to the context of the question or the act of storing a reusable shopping bag. Therefore, the most appropriate
answers are (B) home and (E) closet.

Q: What is someone usually doing if someone else is talking to him or her? Answer Choices: (A) listening (B) language (C) looking at eyes (D) planning
the perfect murder (E) voice

A: Let’s think step by step. If someone else is talking to you, you are usually (A) listening to them. Listening is the act of paying attention to what someone else is
saying and processing their words and meaning. Option (B) language, option (C) looking at eyes, option (D) planning the perfect murder, and option (E) voice are
not necessarily related to the context of the question or the act of listening to someone else. Therefore, the most appropriate answer is (A) listening.

Q: What is the process of going somewhere? Answer Choices: (A) fire (B) energy (C) car (D) transporting (E) staying in place

A: Let’s think step by step. The process of going somewhere typically involves (D) transporting oneself from one location to another. Option (A) fire and option
(B) energy are not necessarily related to the context of the question or the process of going somewhere. Option (C) car is a possible means of transportation, but it
is not necessarily the only way to go somewhere. Option (E) staying in place is the opposite of going somewhere and is not a valid answer. Therefore, the most
appropriate answer is (D) transporting.

Q: The freeway had no traffic and few buildings, where is it? Answer Choices: (A) california (B) countryside (C) big town (D) florida (E) america

A: Let’s think step by step. The description of the freeway having no traffic and few buildings suggests a more rural or suburban environment. Therefore, the most
appropriate answer is (B) countryside. Option (A) California, option (C) big town, option (D) Florida, and option (E) America are not necessarily related to the
context of the question or the description of the freeway. Therefore, the most appropriate answer is (B) countryside.

Table 16: Few-shot samples for CommonsenseQA.

19



Few-shot Samples For StrategyQA

Q: Does Disney own a major comic book publisher?

A: Let’s think step by step. Yes, Disney owns a major comic book publisher. In 2009, Disney acquired Marvel Entertainment, which is one of the largest comic
book publishers in the world. Marvel is known for creating iconic characters such as Spider-Man, Iron Man, and the X-Men, and has a long history of producing
popular comic book series. Since the acquisition, Disney has integrated Marvel’s characters and stories into its broader media empire, including movies, television
shows, and theme park attractions. Therefore, it is accurate to say that Disney owns a major comic book publisher.

Q: Did Pedubastis I know Japanese people?

A: Let’s think step by step. No, Pedubastis I, who was a pharaoh of ancient Egypt, did not know Japanese people. Pedubastis I ruled Egypt during the Third
Intermediate Period, which lasted from around 1070 to 712 BCE, while Japan was not unified as a country until several centuries later. Additionally, there is no
evidence to suggest that Pedubastis I had any contact or knowledge of people from Japan or any other part of East Asia. Therefore, it is not possible for Pedubastis
I to have known Japanese people.

Q: Did Archduke Franz Ferdinand of Austria participate in the Pacific War?

A: Let’s think step by step. No, Archduke Franz Ferdinand of Austria did not participate in the Pacific War. The Pacific War was a conflict that took place during
World War II between the Allied powers and the Empire of Japan, and occurred several decades after the death of Archduke Franz Ferdinand. Ferdinand was
assassinated in 1914, which was one of the events that led to the outbreak of World War I. Therefore, it is not possible for him to have participated in the Pacific
War.

Q: Can dessert be made with vegetables?

A: Let’s think step by step. Yes, dessert can be made with vegetables. While desserts are typically associated with sweet and indulgent flavors, there are many
recipes that incorporate vegetables as a key ingredient. For example, carrot cake is a popular dessert that includes grated carrots in the batter, while sweet potato
pie is a dessert that features mashed sweet potatoes as the main ingredient. Other vegetables that can be used in desserts include zucchini, beets, and pumpkin.
Therefore, it is possible to make dessert with vegetables.

Q: Can you purchase General Motors products at a movie theater?

A: Let’s think step by step. No, you cannot purchase General Motors products at a movie theater. General Motors is a multinational corporation that produces
automobiles and other transportation products, while movie theaters are venues for watching films. There is no direct connection between General Motors and
movie theaters, and it is unlikely that General Motors products would be sold at a movie theater. Therefore, it is not possible to purchase General Motors products
at a movie theater.

Q: Would nickel boil in the outer core of the earth?

A: Let’s think step by step. Yes, nickel would boil in the outer core of the Earth. The outer core of the Earth is a layer of molten iron and nickel that surrounds the
solid inner core. The temperature in the outer core is estimated to be around 4,000 to 5,000 degrees Celsius, which is well above the boiling point of nickel, which
is around 2,700 degrees Celsius. Therefore, if nickel were present in the outer core, it would boil and exist in a gaseous state. However, it is important to note that
the composition of the outer core is primarily iron, with smaller amounts of nickel and other elements, so the boiling point of the overall mixture may be different.

Table 17: Few-shot samples for StrategyQA.
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Few-shot Samples For Coin Flip

Q: A coin is heads up. Juana does not flip the coin. Chip does not flip the coin. Lila does not flip the coin. Jayme does not flip the coin. Is the coin still
heads up? Note that "flip" here means "reverse".

A: Let’s think step by step. First, we know that the coin is heads up. Then, we are told that no one flips the coin, meaning that it is not reversed. Therefore, the coin
is still heads up.

Q: A coin is heads up. Teresa flips the coin. Reid does not flip the coin. Karin does not flip the coin. Gracie does not flip the coin. Is the coin still heads
up? Note that "flip" here means "reverse".

A: Let’s think step by step. If the coin is initially heads up, then after Teresa flips it, it will be tails up. Since Reid, Karin, and Gracie do not flip the coin, it remains
tails up. Therefore, the coin is not still heads up. It was heads up initially, but after Teresa flipped it, it became tails up and remained that way.

Q: A coin is heads up. Len does not flip the coin. Marquis flips the coin. Kylie flips the coin. Sandra flips the coin. Is the coin still heads up? Note that
"flip" here means "reverse".

A: Let’s think step by step. If the coin is initially heads up, then after Marquis flips it, it will be tails up. After Kylie flips it, it will be heads up again. After Sandra
flips it, it will be tails up again. Therefore, the coin is not still heads up. It was heads up initially, but after the three flips, it is now tails up.

Q: A coin is heads up. Deandre does not flip the coin. Moe does not flip the coin. Jack does not flip the coin. Vanessa does not flip the coin. Is the coin still
heads up? Note that "flip" here means "reverse".

A: Let’s think step by step. First, we know that the coin is heads up. Then, we are told that no one flips the coin, meaning that it is not reversed. Therefore, the coin
is still heads up.

Q: A coin is heads up. Kristen flips the coin. Herbert flips the coin. Benny does not flip the coin. El does not flip the coin. Is the coin still heads up? Note
that "flip" here means "reverse".

A: Let’s think step by step. If the coin is initially heads up, then after Kristen flips it, it will be tails up. After Herbert flips it, it will be heads up again. Since Benny
and El do not flip the coin, it remains heads up. Therefore, the coin is still heads up.

Q: A coin is heads up. Wilfredo does not flip the coin. Abby does not flip the coin. Karthik does not flip the coin. Perry does not flip the coin. Is the coin
still heads up? Note that "flip" here means "reverse".

A: Let’s think step by step. First, we know that the coin is heads up. Then, we are told that no one flips the coin, meaning that it is not reversed. Therefore, the coin
is still heads up.

Q: A coin is heads up. Frank flips the coin. Trevor does not flip the coin. Al does not flip the coin. Gabriella flips the coin. Is the coin still heads up? Note
that "flip" here means "reverse".

A: Let’s think step by step. If the coin is initially heads up, then after Frank flips it, it will be tails up. Since Trevor and Al do not flip the coin, it remains tails up.
After Gabriella flips it, it will be heads up again. Therefore, the coin is still heads up.

Q: A coin is heads up. Eugenio flips the coin. Moises does not flip the coin. Marion does not flip the coin. Kirk does not flip the coin. Is the coin still heads
up? Note that "flip" here means "reverse".

A: Let’s think step by step. If the coin is initially heads up, then after Eugenio flips it, it will be tails up. Since Moises, Marion, and Kirk do not flip the coin, it
remains tails up. Therefore, the coin is not still heads up. It was heads up initially, but after Eugenio flipped it, it became tails up and remained that way.

Table 18: Few-shot samples for Coin Flip.

Few-shot Samples For Last Letters

Q: Take the last letters of each words in "Virginia Juanita Zak Wayne" and concatenate them.

A: Let’s think step by step. Sure, let’s break it down. The last letter of "Virginia" is "a". The last letter of "Juanita" is "a". The last letter of "Zak" is "k". The last
letter of "Wayne" is "e". So, if we concatenate these letters, we get "aake".

Q: Take the last letters of each words in "Prince Rene Vishal Patrick" and concatenate them.

A: Let’s think step by step. Sure, let’s break it down. The last letter of "Prince" is "e". The last letter of "Rene" is "e". The last letter of "Vishal" is "l". The last
letter of "Patrick" is "k". So, if we concatenate these letters, we get "eekl".

Q: Take the last letters of each words in "Sabrina Pete Mary La" and concatenate them.

A: Let’s think step by step. Sure, let’s break it down. The last letter of "Sabrina" is "a". The last letter of "Pete" is "e". The last letter of "Mary" is "y". The last
letter of "La" is "a". So, if we concatenate these letters, we get "aeya".

Q: Take the last letters of each words in "Elizabeth Mitch Brooke Jordyn" and concatenate them.

A: Let’s think step by step. Sure, let’s break it down. The last letter of "Elizabeth" is "h". The last letter of "Mitch" is "h". The last letter of "Brooke" is "e". The
last letter of "Jordyn" is "n". So, if we concatenate these letters, we get "hhen".

Table 19: Few-shot samples for Last Letters.
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