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ABSTRACT

In the social world, humans possess the capability to infer and reason about oth-
ers’ mental states (such as emotions, beliefs, and intentions), known as the Theory
of Mind (ToM). Simultaneously, humans’ own mental states evolve in response
to social situations, a capability we refer to as socialization. Together, these ca-
pabilities form the foundation of human social interaction. In the era of artifi-
cial intelligence (AI), especially with the development of large language models
(LLMs), we raise an intriguing question: How do LLMs perform in terms of ToM
and socialization capabilities? And more broadly, can these AI models truly en-
ter and navigate the real social world? Existing research evaluating LLMs’ ToM
and socialization capabilities by positioning LLMs as passive observers from a
third-person perspective, rather than as active participants. However, compared
to the third-person perspective, observing and understanding the world from an
ego-centric first-person perspective is a natural approach for both humans and AI
agents. The ToM and socialization capabilities of LLMs from a first-person per-
spective, a crucial attribute for advancing embodied AI agents, remain unexplored.
To answer the aforementioned questions and bridge the research gap, we intro-
duce EgoSocialArena, a novel framework designed to evaluate and investigate the
ToM and socialization capabilities of LLMs from a first-person perspective. It
encompasses two evaluation environments: static environment and interactive en-
vironment, with seven scenarios: Daily Life, Counterfactual, New World, Black-
jack, Number Guessing, and Limit Texas Hold’em, totaling 2,195 data entries.
With EgoSocialArena, we have conducted a comprehensive evaluation of nine ad-
vanced LLMs and observed some key insights regarding the future development
of LLMs as well as the capabilities levels of the most advanced LLMs currently
available.

1 INTRODUCTION

In the complex social interactions of humans, two fundamental cognitive capabilities play crucial
roles: Theory of Mind (ToM) and Socialization. ToM is a fundamental psychological process,
defined as the capacity to reason about others’ mental states – beliefs, intents, desires, emotions,
knowledge, etc (Premack & Woodruff, 1978; Ma et al., 2023; Chen et al., 2024). Socialization
refers to the capability for own mental state evolution in response to social situations. As illustrated
in Figure 1(A), When the little boy receives a birthday gift or achieves good grades, he feels very
happy. These intertwined capabilities are central to humans’ social life.

With the advent of the era of LLMs, powerful models like GPT-4 (Achiam et al., 2023) and Claude
(Anthropic, 2024) have demonstrated remarkable competence in multiple tasks and domains. It
raises intriguing questions: How do LLMs perform in terms of ToM and socialization capabilities?
And more broadly, can these AI models truly enter and navigate the real social world to achieve
efficient human-computer interaction?

To evaluate the ToM and socialization capabilities of LLMs, multiple benchmarks have been pro-
posed, such as SocialIQA (Sap et al., 2022), NormBank (Ziems et al., 2023), BigToM (Gandhi et al.,
2023), FanToM (Kim et al., 2023), HI-ToM (Wu et al., 2023), OpenToM (Xu et al., 2024), Negoti-
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Figure 1: (A): ToM (others mental states), Socialization (own mental states). (B): LLM acts as
a passive observer to analyze the mental states of characters within a story from a third-person
perspective. (C): Evaluation Scenarios in EgosocialArena. (D):Rule-based Agents and RL Agents
within Interactive environment.

ationToM (Chan et al., 2024), and ToMBench (Chen et al., 2024). However, as illustrated in Figure
1(B), these benchmarks evaluate LLMs’ ToM and socialization capabilities by positioning LLMs as
passive observers from a third-person perspective rather than as active participants. We propose two
key points: (1) Observing and understanding the world from an ego-centric first-person perspective
is a natural approach for both humans and AI agents. (2) Evaluating LLM’s ToM and socialization
capabilities from an ego-centric first-person perspective measures whether LLMs can enter the real
social world to achieve efficient human-computer interaction, providing indispensable resources for
future research in the field of Embodied Artificial Intelligence (EAI).

In this paper, we present EgosocialArena, a novel framework for evaluating and investigating LLMs’
ToM and socialization capabilities from a first-person perspective. We propose a structured taxon-
omy to guide the development of EgoSocialArena, encompassing three key components: (1) We
propose a systematic methodology to transform two existing third-person ToM benchmarks, ToMI
and ToMbench, into a first-person perspective. We present a comprehensive argument to justify the
validity and rationale behind this transformation. The higher-order ToM questions in a third-person
perspective are transformed to evaluate the first-person ToM capabilities of LLMs. In contrast, first-
order ToM questions in a third-person perspective are transformed to evaluate LLMs’ mental states
in response to social events, i.e., socialization capabilities. Detailed descriptions can be found in
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3.1. (2) We investigate the socialization capabilities of LLMs in intriguing and distinctive social sit-
uations, including counterfactual, new world, and blackjack game scenarios, as illustrated in Figure
1(C). (3) We investigate the ToM capabilities of LLMs within interactive environments, including
belief about the opponent’s behavior patterns in number-guessing scenarios and modeling of op-
ponent’s play styles in Texas Hold’em poker game scenarios. In interactions between models of
varying strengths, such as GPT-3.5 and GPT-4, we observe a ”babysitting” issue, where the weaker
model can negatively impact the stronger one, diminishing its performance. To mitigate this issue
and enable fair evaluation, as illustrated in Figure 1(D), we construct rule-based agents at different
cognitive levels and train Reinforcement Learning (RL) agents to provide stable capabilities and
behavioral strategies. Overall, EgoSocialArena encompasses two evaluation environments: static
environment and interactive environment, with seven scenarios: Daily Life, Counterfactual, New
World, Blackjack, Number Guessing, and Limit Texas Hold’em, totaling 2,195 data entries.

We conduct extensive experiments on EgoSocialArena to evaluate 9 foundational models known
for their leading performance across multiple tasks and domains. This set includes five API-based
models (i.e., o1-preview, GPT-4o, GPT-4-Turbo, GPT-3.5-Turbo, and claude-3-5-sonnet-20240620)
and four open-source models (LLaMa-3-8B-Chat, LLaMa-3-70B-Chat, LLaMa-3-8B-Instruct, and
LLaMa-3.1-405B-Instruct). We establish a human performance baseline by engaging qualified hu-
man annotators. Our experimental results reveal several interesting and critical insights:

1. Although LLMs currently perform behind humans in most scenarios, they have shown
significant potential in a few specific cases.

2. The ToM capabilities of LLMs show significant differences between a third-person per-
spective and a first-person perspective.

3. The powerful capabilities of the o1-preview model are truly surprising.

4. The scaling up of open-source models or performing instruction fine-tuning has not yielded
significant results in terms of ToM and socialization capabilities.

5. The performance gap between open-source models and API-based models in socialization
scenarios is significant.

2 RELATED WORK

Existing ToM Benchmarks Previous evaluations for the ToM of LLMs primarily focus on testing
models using narrative stories, also referred to as reading comprehension scenarios. Specifically,
Le et al. (2019) proposed the ToMi benchmark based on the classic Sally-Anne test. Wu et al.
(2023) introduced the HI-ToM benchmark, which focuses on higher-order belief reasoning and sets
up scenarios where agents can communicate with each other. Gandhi et al. (2023) proposed Big-
ToM, which presents a framework for designing a ToM benchmark from synthetic templates for
evaluating different aspects of LLMs’ ToM capabilities (e.g., desire and belief). Xu et al. (2024)
introduced OpenToM, which assigns personalities to agents in the stories and ensures that the story-
lines are more reasonable and logical. Chen et al. (2024) proposed ToMBench, which systematically
evaluates LLMs across all dimensions of ToM capabilities. Unlike the above methods that require
LLMs to read stories and answer related questions, some studies evaluate LLMs’ performance by
inputting dialogues to them. Kim et al. (2023) proposed FanToM, which tests LLMs on their ability
to infer the mental states of characters in everyday conversations. Chan et al. (2024) introduced
NegotiationToM, which restricts the dialogue content to negotiation scenarios.

Existing Socialization Benchmarks Sap et al. (2022) proposed SocialIQA and used it to evaluate
LLMs. SocialIQA contains many questions related to social commonsense. Ziems et al. (2023)
introduced NormBank, a large repository of social norms knowledge, which can be used to as-
sess social norm-related tasks. Li et al. (2024) reorganized and classified existing datasets related
to social intelligence. Xu et al. (2023) studied LLMs’ understanding of the world and explored
how different persuasion strategies could modify LLMs’ worldviews. Different from our work, the
aforementioned ToM and socialization benchmarks evaluate LLMs by placing them in a passive
observer’s third-person perspective.
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Figure 2: The foundation, inspiration, and detailed methods for converting the third-person ToM
benchmark into a first-person perspective.

Necessity of developing LLMs’ ToM and socialization capabilities Several studies (Gandhi
et al., 2023; Kim et al., 2023) have shown that LLMs have poor reasoning performance and ro-
bustness on ToM and socialization tasks in a zero-shot setting, even with the current state-of-the-art
GPT series (Achiam et al., 2023) model. With LLMs becoming increasingly integrated into our ev-
eryday lives, developing LLMs with ToM and socialization could be better at teaching us, learning
from us, communicating with us, collaborating with us, and understanding us (Gandhi et al., 2021;
2023; Rabinowitz et al., 2018; Shu et al., 2021).

Ego-centric (First-person Perspective) Research In the fields of computer vision and robotics,
there has already been considerable research on a first-person perspective. For example, Cheng
et al. (2023) explored whether vision-language models can ”Think from a First-person Perspective?”
Huang et al. (2023) proposes the construction of embodied agents in a 3D world, which involves
acquiring and processing first-person perspective images. Huang et al. (2024) built a bridge between
third-person and first-person perspectives at the action level, while Dou et al. (2024) proposed a
method designed to transform exocentric video-language data for egocentric video representation
learning. However, research on first-person perspectives in the field of natural language processing
remains unexplored.

LLMs for Interactive Scenarios Some work focuses on designing interaction strategies to en-
able LLMs to gain more benefits during interactions. For example, Zhang et al. (2024a) proposed
Agent-pro, Zhang et al. (2024b) introduced K-level reasoning, and Guo et al. (2023) put forward
the Suspicion-Agent. Additionally, Li et al. (2023) explored Multi-LLM collaboration by inform-
ing LLMs of task rules through prompts. Park et al. (2023) introduced generative agents that can
simulate human behavior. Bianchi et al. (2024) explored the social behavior of LLMs in negotiation
scenarios. Fu et al. (2023) show LLMs can improve each other in a negotiation scenario. Fan et al.
(2024) examined the capability of LLMs to make rational decisions in game theoretic scenarios.
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3 EGOSOCIALARENA

EgoSocialArena provides a systematic approach to convert third-person perspective ToM bench-
marks into first-person perspective, constructs Rule-based Agents at different cognitive levels and
Reinforcement Learning (RL) Agents, and includes various scenarios to evaluate LLMs’ ToM and
socialization capabilities from a first-person perspective.

3.1 CONVERTING EXISTING THIRD-PERSON TOM BENCHMARKS TO A FIRST-PERSON
PERSPECTIVE

Foundation and Inspiration In LLM-based Agent applications, system message serves as a crit-
ical component, functioning to pre-set the model’s role and background. As illustrated in Figure
2(A), system message ”You are name and live in a town...” is used. Interestingly, in the domain of
LLM self-awareness research (Laine et al., 2024), a similar linguistic construct is employed. As
illustrated in Figure 2(B), researchers employ the pronoun ”you” to probe LLMs’ potential self-
awareness. Inspired by and building upon studies in these two domains, we systematically modify
system message, story, question, and answer options to transform third-person ToM benchmarks into
a first-person perspective.

Conversion Method As illustrated in Figure 2(C), unlike instructing LLMs in system message that
”you are a helpful assistant.”, we inform LLMs in system message that they have personally experi-
enced certain social events, similar to deploy LLM-based Agent. As illustrated in Figure 2(D), we
employ the pronoun ”you” to replace specific characters in stories and questions, thereby situating
LLMs within particular roles. This approach enables the models to experience social events from
a first-person perspective. The framing of questions is akin to that employed in self-awareness re-
search. For modifications to answer options, consider LLMs answer from a first-person perspective,
substituting ’I’ for specific character in the options. Higher-order ToM questions from third-person
perspective benchmarks, after conversion, are still used to evaluate the ToM capabilities of LLMs
from a first-person perspective. In contrast, first-order ToM questions, after conversion, form an
assessment of LLMs’ mental states following social events, which we include in the scope of evalu-
ating socialization capabilities.

3.2 INTRIGUING AND DISTINCTIVE SOCIAL SITUATIONS

As illustrated in Figure 3, we design three particularly interesting scenarios—Counterfactual, New
World, and Blackjack—all used to evaluate the socialization capabilities of LLMs.

Counterfactual In real social situations, the rules of Rock-Paper-Scissors are: rock beats scissors,
scissors beat paper, and paper beats rock. An LLM can relatively easily establish a belief based on
this situation. In contrast, we define a counterfactual situation for the Rock-Paper-Scissors game
(scissors beat rock, paper beats scissors, and rock beats paper) to explore whether an LLM can
establish a belief that matches this counterfactual situation.

New World We design stories that describe new social world scenarios that are significantly dif-
ferent from the current social world. We aim to investigate whether LLMs can demonstrate cognitive
flexibility and achieve substantive shifts in their understanding and reasoning about the social world.

Blackjack In the single-turn card game scenario, it is necessary to analyze the game situation,
i.e., analyze own cards in Self-belief and the opponent’s cards in External-belief. This forms a
comprehensive mental estimation of the current game situation. We experiment with the blackjack
card game, and its specific rules can be found in A.1.

3.3 INTERACTIVE ENVIRONMENT

In the interactive environment, many studies adopt two different LLMs to interact (e.g., GPT-3.5
vs GPT-4). However, we have observed a phenomenon in such experiments: ”Babysitting” weaker
model distracts the stronger model. When comparing the ToM capabilities of the Deepseek-v2
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Figure 3: Evaluation examples for the Counterfactual, New World, and Blackjack scenarios in in-
triguing and distinctive social situations, as well as Number Guessing scenarios in the interactive
environment.

model and the GPT-3.5 model from a first-person perspective, it is unreasonable to conduct experi-
ments like GPT-3.5 vs GPT-4 and Deepseek-v2 vs GPT-4. Although both opponents are GPT-4, the
babysitting phenomenon during the interaction process significantly interferes with the opponent’s
output, leading to unfair comparisons. To ensure a fair and reasonable comparison, the opponent’s
capability and behavioral strategies must be controlled to be stable during the interaction process.
We propose two methods: constructing rule-based agents at different cognitive levels as opponents
and training RL agents as opponents.

3.3.1 RULE-BASED AGENTS AT DIFFERENT COGNITIVE LEVELS

Agents’ actions at lower cognitive levels follow relatively simple and fixed rules. As the cognitive
level increases, agents’ actions adhere to more complex rule patterns, exhibiting capabilities and
behavior strategies that approximate human cognitive models. We establish rule-based agents at
different cognitive levels as opponents and denote the action of LLM Agent and rule-based Agent
as atm and ato in round t, respectively.

Scenario: Number Guessing Level 1: at
o = C. In this pattern, we conduct experiments with

the rule-based Agent’s actions remaining constant at 50. Level 2: at
o = f(t) = 50− 5(t− 1).

In this pattern, we conduct experiments with the rule-based Agent’s action sequence of round 1:
50, round 2: 45, ..., round 9: 10, round 10: 5, an arithmetic sequence with the first term 50 and a
common difference of 5. Level 3: at

o = f(at−1
m , at−1

o ) = 0.8×
(

at−1
m +at−1

o

2

)
. In this pattern,

we conduct experiments with the rule-based Agent’s action copying the gold value from the previous
round. The rules of number guessing can be found in A.1.

3.3.2 REINFORCEMENT LEARNING AGENTS

In the Limit Texas Hold’em scenario, we train two reinforcement learning agents as opponents:
Deep Q-network (DQN)-Aggressive (Mnih et al., 2015) and DQN-Conservative (Mnih et al., 2015).
By adapting the reward function, RL agents are given different game personalities. For DQN-
Aggressive, we encourage the action of raising and calling during the game. In contrast, for DQN-
Conservative, we encourage the action of folding during the game. The rules of Limit Texas Hold’em
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can be found in A.1, and a specific example of the Limit Texas Hold’em scenario can be found in
A.2.

3.3.3 INTERACTION

During the interaction between an LLM and a rule-based agent in Number Guessing scenario, as
illustrated in Figure 3, each round will involve asking the LLM M ToM questions Qng regarding
the opponent’s behavior:

At
ng = M(Qt

ng ⊕H<t ⊕ Png), t ∈ {1, 2, . . . , N} (1)

where Png is a prompt for leading to the answer, t represents the current round number, H<t repre-
sents game history information, At

ng represents LLM’s response.

After multiple rounds of game interaction between the LLM and the RL Agent in Limit Texas
Hold’em scenario, asking the LLM M ToM questions Qlth regarding the opponent’s play style:

At
lth = M(Qt

lth ⊕H<t ⊕ Plth), t = N (2)

where Plth is a prompt for leading to the answer, t represents the current round number, H<t

represents game history information, At
lth represents LLM’s response.

4 DATA CONSTRUCTION

4.1 DATA COLLECTION AND VALIDATION

The conversion of the third-person perspective ToM benchmark to the first-person perspective is
achieved through GPT-4o, followed by manual verification and correction. The game hands for
Limit Texas Hold’em and Blackjack card games are generated by RLcard (Zha et al., 2019). Addi-
tionally, we manually construct scenarios for both the new world and counterfactual situations. After
the data collection, following Chen et al. (2024)’s method, we conduct two rounds of validation to
ensure the data’s correctness and quality. In 1st round, author A would first complete all samples
created by author B. For stories, questions, and answer options where there are disagreements, au-
thors A and B would discuss and modify them to reach a consensus as much as possible. In 2nd
round, for samples where consensus is still not reached, another author C would discuss with authors
A and B to determine the final answer. After two rounds of discussion, the final average agreement
reaches 97.6%.

4.2 DATA STATISTICS

EgosocialArena includes two evaluation environments: static environment and interactive environ-
ment, with seven scenarios: Daily Life, Counterfactual, New World, Blackjack, Number-Guessing,
and Limit Texas Hold’em, totaling 2,195 data entries. A comparison with existing ToM benchmarks
is shown in Table 1.

ToM Benchmark Data Volume Evaluation Environment Number of Scenario Perspective

ToMi 999 Static 1 Third-person
HI-ToM 1200 Static 2 Third-person
FanToM 254 Static 2 Third-person
OpenToM 596 Static 3 Third-person
ToMBench 2860 Static 1 Third-person

EgosocialArena (Ours) 2195 Static and Dynamic 7 First-person

Table 1: Comparison of EgosocialArena with existing ToM benchmarks.
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Methods ToMI Number Guessing Texas Hold’em
Third-person First-person Level 1 Level 2 Level 3

Open-source Models
LLaMa-3-8B-Chat 50.6 66.2 0.0 0.0 0.0 48.0
LLaMa-3-70B-Chat 58.4 63.2 10.0 20.0 10.0 38.0
LLaMa-3-8B-Instruct 51.1 65.4 0.0 0.0 0.0 44.0
LLaMa-3.1-405B-Instruct 58.0 65.8 80.0 20.0 20.0 56.0

API-based Models

Claude-3-5-Sonnet 71.0 80.5 50.0 10.0 40.0 66.0
GPT-3.5-Turbo 45.5 51.9 10.0 10.0 0.0 56.0
GPT-4-Turbo 55.4 69.7 10.0 20.0 10.0 60.0
GPT-4o 64.1 71.0 10.0 40.0 10.0 62.0
o1-preview 71.9 77.5 90.0 90.0 90.0 72.0

Human

Human Performance 90.2 90.2 90.0 86.0 73.0 82.0

Table 2: The performance of ToM capabilities from the first-person perspective in open-source
models and API-based models. The highest and second-highest scores among models and humans
in each section are highlighted in blue and red, respectively.

5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

We evaluate a total of 9 popular LLMs, including GPT-4o1, o1-preview2, GPT-4-Turbo (Achiam
et al., 2023), GPT-3.5-Turbo (Achiam et al., 2023), Claude-3.5-sonnet-202406203, LLaMa-
3-8B-Chat4, LLaMa-3-70B-Chat, LLaMa-3-8B-Instruct-Turbo, and LLaMa-3.1-405B-instruct-
Turbo (Dubey et al., 2024). To account for the potential influence of model parameters and in-
struction tuning, we specifically compare LLaMa-3-8B-Chat with LLaMa-3-8B-Instruct-Turbo, as
well as LLaMa-3-8B-Chat with LLaMa-3-70B-Chat.

To establish a human performance baseline, we recruit 10 graduate students, all of whom have
received a good basic education and possess mature cognitive abilities, to complete responses to
the questions in EgoSocialArena. The average accuracy of their responses will serve as the human
performance baseline. No extra tutorials or examples are provided to ensure a fair comparison.

5.2 EVALUATION METHOD

For Daily Life, New World, and CounterFactful scenarios, we present LLMs with a story, a question,
and several options, then ask them to pick the correct answer. Using the accuracy of answering
questions as the evaluation metric for these scenarios. In the interactive environments of Number
Guessing and Texas Hold’em, the evaluation of these scenarios also has standard answers because
we propose agents with stable capabilities and behavioral strategies as opponents of LLMs. For
the Blackjack scenario, we conducted a manual evaluation. To ensure the quality of the manual
evaluation, we measure the average consistency score between evaluators, which reached 96.3%.

5.3 EXPERIMENTAL RESULTS

The performance of ToM and socialization capabilities from the LLMs’ first-person perspective is
shown in Table 2 and 3, respectively. Based on the experimental results, we have obtained some key
insights:

1https://openai.com/index/hello-gpt-4o/
2https://openai.com/index/learning-to-reason-with-llms/
3https://www.anthropic.com/news/claude-3-5-sonnet
4https://ai.meta.com/blog/meta-llama-3/
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Methods New World Counterfact Blackjack ToMBench
All Desire Emotion Intention

Open-source Models
LLaMa-3-8B-Chat 6.7 71.0 84.5 67.4 71.5 73.0 50.0
LLaMa-3-70B-Chat 13.3 59.0 92.5 73.5 72.5 63.5 83.0
LLaMa-3-8B-Instruct 6.7 64.0 81.4 55.1 45.8 70.5 53.5
LLaMa-3.1-405B-Instruct 36.7 66.0 96.5 77.6 75.0 75.5 80.6

API-based Models

Claude-3-5-Sonnet 90.0 74.0 96.9 79.6 72.0 64.5 82.6
GPT-3.5-Turbo 13.3 37.0 89.7 72.5 70.0 86.0 68.5
GPT-4-Turbo 23.3 70.0 95.0 75.6 84.5 67.4 84.0
GPT-4o 36.7 52.0 96.5 85.7 78.0 91.0 96.5
o1-preview 86.7 90.0 97.2 84.8 73.0 91.0 98.0

Human

Human Performance 93.3 91.0 97.0 90.7 83.2 92.0 97.5

Table 3: The performance of socialization capabilities from the first-person perspective of open-
source models and API-based models (after the ToMBench conversion, it also includes part of the
ToM capability assessment, which we have consolidated here together) with the highest and second-
highest scores among models and humans in each section are highlighted in blue and red, respec-
tively.

Performance Differences in LLMs’ Theory of Mind (ToM) Across Third-Person and First-
Person Perspective As shown in Table 2, all LLMs exhibited improved performance after the
ToMI dataset was adapted from a third-person to a first-person perspective. Notably, the Claude
and o1-preview models demonstrated significantly stronger ToM capabilities in the first-person per-
spective compared to other models. Except for GPT-3.5-Turbo, API-based models generally outper-
formed open-source models, including the recently released LLaMa-3.1-405B-Instruct. However,
despite these improvements, there remains a substantial gap between the performance of all LLMs
and that of human participants.

The powerful capabilities of the o1-preview model are truly surprising In the Number-
Guessing scenario, almost all large language models perform poorly, even in the simplest Level
1 situation, which poses a significant challenge for humans as well. However, the recent o1-preview
model has performed exceptionally well, demonstrating a cognitive level in this scenario that ap-
proaches or even surpasses that of humans.

The scaling up of open-source models or performing instruction fine-tuning has not yielded sig-
nificant results By comparing the performance of LLaMa-3-8B-Chat with LLaMa-3-70B-Chat,
as well as LLaMa-3-8B-Chat with LLaMa-3-8B-Instruct models in Table 2, 3, it is observed that
neither of these measures has notably improved the ToM and socialization capabilities of LLMs. To
enhance LLMs’ ToM and socialization capabilities, innovative approaches will be needed in future
research on LLMs.

The performance gap between open-source models and API-based models in socialization sce-
narios is significant In counterfactual and New World scenarios, API-based models exhibit ex-
tremely flexible cognition, demonstrating a strong ability to adapt to social situations and showing
performance comparable to humans. In contrast, open-source models perform poorly. For instance,
the LLaMa-3-8B-Chat model only achieves an accuracy rate of 6.7% in New World scenarios, com-
pared to 90.0% for the Claude model.

In the dimensions of desire and intention in social contexts, LLMs have shown potential As
illustrated in Table 3, although LLMs still lag behind humans in the overall dimension of mental
states, their performance in the desire and intention dimensions is impressive. These findings can
further inspire and serve as a foundation for the application of LLM-based agents in the real social
world.
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5.4 QUALITATIVE ANALYSIS

Figure 4: In the scenario of Number Guessing
Level 2 (Arithmetic sequence), the belief state
evolution pattern of GPT-4-Turbo regarding the
opponent’s proposed numbers.

Analysis of Model Failure Causes and Be-
havioral Patterns in Number Guessing Sce-
nario —— Mid-point Belief, Strange Guess
and Get Back on Track As shown in Figure
4, in the scenario of Number Guessing (Level 2:
Arithmetic sequence), we thoroughly investi-
gate the belief state evolution pattern of GPT-4-
Turbo regarding the opponent’s proposed num-
bers. In round 1, with no available informa-
tion, the GPT-4-Turbo model thinks the oppo-
nent will choose the number 50 within the range
of 1-100. The same phenomenon is observed
in the GPT-3.5-Turbo model, called ”mid-point
belief”. Sometimes, the GPT-4-Turbo model
continuously believes the opponent will choose
progressively smaller numbers throughout the entire interaction, as depicted by the GPT-4-Turbo
guess1 curve in Figure 4. Although this is very close to the gold number, it does not capture that
the opponent’s chosen numbers form an arithmetic sequence. Another situation occurs when the
GPT-4-Turbo model makes a ”strange guess” in the initial rounds, thinking the opponent will sud-
denly choose larger numbers. After several rounds, it captures that the opponent’s chosen numbers
form an arithmetic sequence, called ”Get Back on Track”. Overall, despite the statistical results
indicating that the GPT-4-Turbo model does not establish a belief regarding the Level 2 opponent
in the Number Guessing scenario, the phenomena we observed suggest that it has started to grasp
some patterns.

Analysis of our research and current studies centered on outcomes and benefits Many cur-
rent works focus on designing various strategies to improve the performance of LLMs in static or
interactive environments. For example, making an LLM display anger to enhance its performance
in negotiation scenarios, or using carefully crafted prompt engineering to analyze an opponent’s
behavior from multiple perspectives to achieve higher payoffs. Unlike these approaches, we funda-
mentally explore the ToM capabilities of LLMs from a first-person perspective in various scenarios.
Based on the behavior patterns of LLMs that we observed in our experiments, such as the excellent
performance of the o1-preview and Claude models in the situated new world scenarios, it indicates
that these models have significant potential for further exploration in fields like role-playing and
simulation, as well as entering the real social world.

6 CONCLUSION

In this paper, considering the limitations of existing ToM and socialization benchmarks, the im-
portance of first-person ToM and socialization capabilities in LLMs, and the natural approach of
observing and understanding the world from an ego-centric first-person perspective for both humans
and AI agents, we propose the EgoSocialArena framework. This framework is designed to compre-
hensively evaluate and probe the first-person ToM and socialization capabilities of LLMs in both
static and interactive environments, covering multiple scenarios. To avoid the ”babysitting” prob-
lem during the evaluation process and achieve fair and comprehensive assessments, we construct
rule-based agents at different cognitive levels and train RL agents. We collect a total of 2195 test
data entries and test multiple advanced and popular LLMs, revealing some interesting and key in-
sights, and highlighting a significant potential for enhancing the first-person ToM and socialization
capabilities of LLMs, allowing them to truly enter the social world.

REFERENCES

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical
report. arXiv preprint arXiv:2303.08774, 2023.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

Anthropic. The claude 3 model family: Opus, sonnet, haiku, 2024. URL https://www.
anthropic.com/news/claude-3-family.

Federico Bianchi, Patrick John Chia, Mert Yuksekgonul, Jacopo Tagliabue, Dan Jurafsky, and James
Zou. How well can llms negotiate? negotiationarena platform and analysis. arXiv preprint
arXiv:2402.05863, 2024.

Chunkit Chan, Cheng Jiayang, Yauwai Yim, Zheye Deng, Wei Fan, Haoran Li, Xin Liu, Hongming
Zhang, Weiqi Wang, and Yangqiu Song. Negotiationtom: A benchmark for stress-testing machine
theory of mind on negotiation surrounding. arXiv preprint arXiv:2404.13627, 2024.

Zhuang Chen, Jincenzi Wu, Jinfeng Zhou, Bosi Wen, Guanqun Bi, Gongyao Jiang, Yaru Cao,
Mengting Hu, Yunghwei Lai, Zexuan Xiong, et al. Tombench: Benchmarking theory of mind
in large language models. arXiv preprint arXiv:2402.15052, 2024.

Sijie Cheng, Zhicheng Guo, Jingwen Wu, Kechen Fang, Peng Li, Huaping Liu, and Yang Liu. Can
vision-language models think from a first-person perspective? arXiv preprint arXiv:2311.15596,
2023.

Zi-Yi Dou, Xitong Yang, Tushar Nagarajan, Huiyu Wang, Jing Huang, Nanyun Peng, Kris Kitani,
and Fu-Jen Chu. Unlocking exocentric video-language data for egocentric video representation
learning. arXiv preprint arXiv:2408.03567, 2024.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, et al. The llama 3 herd of models.
arXiv preprint arXiv:2407.21783, 2024.

Caoyun Fan, Jindou Chen, Yaohui Jin, and Hao He. Can large language models serve as ratio-
nal players in game theory? a systematic analysis. In Proceedings of the AAAI Conference on
Artificial Intelligence, volume 38, pp. 17960–17967, 2024.

Yao Fu, Hao Peng, Tushar Khot, and Mirella Lapata. Improving language model negotiation with
self-play and in-context learning from ai feedback. arXiv preprint arXiv:2305.10142, 2023.

Kanishk Gandhi, Gala Stojnic, Brenden M Lake, and Moira R Dillon. Baby intuitions benchmark
(bib): Discerning the goals, preferences, and actions of others. Advances in neural information
processing systems, 34:9963–9976, 2021.

Kanishk Gandhi, J-Philipp Fränken, Tobias Gerstenberg, and Noah D Goodman. Understanding so-
cial reasoning in language models with language models. In Proceedings of the 37th International
Conference on Neural Information Processing Systems, pp. 13518–13529, 2023.

Jiaxian Guo, Bo Yang, Paul Yoo, Bill Yuchen Lin, Yusuke Iwasawa, and Yutaka Matsuo. Suspicion-
agent: Playing imperfect information games with theory of mind aware gpt-4. arXiv preprint
arXiv:2309.17277, 2023.

Jiangyong Huang, Silong Yong, Xiaojian Ma, Xiongkun Linghu, Puhao Li, Yan Wang, Qing Li,
Song-Chun Zhu, Baoxiong Jia, and Siyuan Huang. An embodied generalist agent in 3d world.
arXiv preprint arXiv:2311.12871, 2023.

Yifei Huang, Guo Chen, Jilan Xu, Mingfang Zhang, Lijin Yang, Baoqi Pei, Hongjie Zhang,
Lu Dong, Yali Wang, Limin Wang, et al. Egoexolearn: A dataset for bridging asynchronous
ego-and exo-centric view of procedural activities in real world. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 22072–22086, 2024.

Hyunwoo Kim, Melanie Sclar, Xuhui Zhou, Ronan Bras, Gunhee Kim, Yejin Choi, and Maarten
Sap. Fantom: A benchmark for stress-testing machine theory of mind in interactions. In Pro-
ceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pp.
14397–14413, 2023.

Rudolf Laine, Bilal Chughtai, Jan Betley, Kaivalya Hariharan, Jeremy Scheurer, Mikita Balesni,
Marius Hobbhahn, Alexander Meinke, and Owain Evans. Me, myself, and ai: The situational
awareness dataset (sad) for llms. arXiv preprint arXiv:2407.04694, 2024.

11

https://www.anthropic.com/news/claude-3-family
https://www.anthropic.com/news/claude-3-family


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Matthew Le, Y-Lan Boureau, and Maximilian Nickel. Revisiting the evaluation of theory of mind
through question answering. In Proceedings of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th International Joint Conference on Natural Language
Processing (EMNLP-IJCNLP), pp. 5872–5877, 2019.

Huao Li, Yu Chong, Simon Stepputtis, Joseph P Campbell, Dana Hughes, Charles Lewis, and Katia
Sycara. Theory of mind for multi-agent collaboration via large language models. In Proceedings
of the 2023 Conference on Empirical Methods in Natural Language Processing, pp. 180–192,
2023.

Minzhi Li, Weiyan Shi, Caleb Ziems, and Diyi Yang. Social intelligence data infrastructure: Struc-
turing the present and navigating the future. arXiv preprint arXiv:2403.14659, 2024.

Ziqiao Ma, Jacob Sansom, Run Peng, and Joyce Chai. Towards a holistic landscape of situated
theory of mind in large language models. arXiv preprint arXiv:2310.19619, 2023.

Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Andrei A Rusu, Joel Veness, Marc G Belle-
mare, Alex Graves, Martin Riedmiller, Andreas K Fidjeland, Georg Ostrovski, et al. Human-level
control through deep reinforcement learning. nature, 518(7540):529–533, 2015.

Joon Sung Park, Joseph O’Brien, Carrie Jun Cai, Meredith Ringel Morris, Percy Liang, and
Michael S Bernstein. Generative agents: Interactive simulacra of human behavior. In Proceedings
of the 36th Annual ACM Symposium on User Interface Software and Technology, pp. 1–22, 2023.

David Premack and Guy Woodruff. Does the chimpanzee have a theory of mind? Behavioral and
brain sciences, 1(4):515–526, 1978.

Neil Rabinowitz, Frank Perbet, Francis Song, Chiyuan Zhang, SM Ali Eslami, and Matthew
Botvinick. Machine theory of mind. In International conference on machine learning, pp. 4218–
4227. PMLR, 2018.

Maarten Sap, Ronan Le Bras, Daniel Fried, and Yejin Choi. Neural theory-of-mind? on the limits
of social intelligence in large lms. In Proceedings of the 2022 Conference on Empirical Methods
in Natural Language Processing, pp. 3762–3780, 2022.

Tianmin Shu, Abhishek Bhandwaldar, Chuang Gan, Kevin Smith, Shari Liu, Dan Gutfreund, Eliza-
beth Spelke, Joshua Tenenbaum, and Tomer Ullman. Agent: A benchmark for core psychological
reasoning. In International Conference on Machine Learning, pp. 9614–9625. PMLR, 2021.

Yufan Wu, Yinghui He, Yilin Jia, Rada Mihalcea, Yulong Chen, and Naihao Deng. Hi-tom: A
benchmark for evaluating higher-order theory of mind reasoning in large language models. In
Findings of the Association for Computational Linguistics: EMNLP 2023, pp. 10691–10706,
2023.

Hainiu Xu, Runcong Zhao, Lixing Zhu, Jinhua Du, and Yulan He. Opentom: A comprehensive
benchmark for evaluating theory-of-mind reasoning capabilities of large language models. arXiv
preprint arXiv:2402.06044, 2024.

Rongwu Xu, Brian S Lin, Shujian Yang, Tianqi Zhang, Weiyan Shi, Tianwei Zhang, Zhixuan Fang,
Wei Xu, and Han Qiu. The earth is flat because...: Investigating llms’ belief towards misinforma-
tion via persuasive conversation. arXiv preprint arXiv:2312.09085, 2023.

D Zha, KH Lai, Y Cao, S Huang, R Wei, J Guo, and X Rlcard Hu. A toolkit for reinforcement
learning in card games. arXiv preprint arXiv:1910.04376, 2019.

Wenqi Zhang, Ke Tang, Hai Wu, Mengna Wang, Yongliang Shen, Guiyang Hou, Zeqi Tan, Peng Li,
Yueting Zhuang, and Weiming Lu. Agent-pro: Learning to evolve via policy-level reflection and
optimization. arXiv preprint arXiv:2402.17574, 2024a.

Yadong Zhang, Shaoguang Mao, Tao Ge, Xun Wang, Yan Xia, Man Lan, and Furu Wei. K-level
reasoning with large language models. arXiv preprint arXiv:2402.01521, 2024b.

Caleb Ziems, Jane Dwivedi-Yu, Yi-Chia Wang, Alon Halevy, and Diyi Yang. Normbank: A knowl-
edge bank of situational social norms. In Proceedings of the 61st Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long Papers), pp. 7756–7776, 2023.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

A APPENDIX

A.1 GAME RULES

Blackjack Blackjack, also known as 21, is a popular card game that involves a dealer and a player.
Players must decide whether to hit or stand based on their own hand, the dealer’s face-up card, and
the dealer’s one hidden card. The objective is to beat the dealer without exceeding 21 points.

Limit Texas Hold’em The game commences with each player being dealt two private cards, which
belong exclusively to the player and remain hidden from the others. Five community cards are then
dealt face-up in a series of stages: a three-card Flop, followed by a single card on the Turn and
another single card on the River. The player can choose from four actions: Fold, Check, Call, Raise.
They aim to construct the best five-card poker hand possible using any combination of their private
cards and community cards.

Number Guessing Each player selects a number between 1 to 100. The objective is to select a
number that is closest to 80% of the group’s average choice. The key idea is to guess how others
will estimate the average and thus decide the number to submit.

A.2 LIMIT TEXAS HOLD’EM SCENARIO
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Figure 5: Evaluation examples for the Limit Texas Hold’em Scenario.
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