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Abstract

Understanding the interplay between emotions001
in language and user behaviors is critical. We002
study how moral emotions shape political par-003
ticipation of users based on cross-cultural on-004
line petition data. To quantify moral emotions,005
we employ a context-aware NLP model that006
is designed to capture the subtle nuances of007
emotions across cultures. For model training,008
we construct and share a moral emotion dataset009
comprising 50,000 petition sentences in Korean010
and English along with emotion labels anno-011
tated by a fine-tuned LLM. We examine two012
distinct types of user participation: general sup-013
port (i.e., registered signatures of petitions) and014
active support (i.e., sharing petitions on social015
media). We discover that moral emotions like016
other-suffering increase both forms of partic-017
ipation and help petitions go viral, while self-018
conscious have the opposite effect. The most019
prominent moral emotion, other-condemning,020
led to polarizing responses among the audience.021
In contrast, other-praising was perceived differ-022
ently by culture; it led to a rise in active support023
in Korea but a decline in the UK. Our findings024
suggest that both moral emotions embedded in025
language and cultural perceptions are critical026
in engaging the public in political discourse.027

1 Introduction028

Moral emotions influence group judgments and029

behaviors on social issues and further impact po-030

litical participation (Van Bavel et al., 2023). They031

drive individuals to collectively act on issues, deter032

actions, polarize groups, and can lead to extrem-033

ism (Inbar et al., 2012; Brady et al., 2021; Finkel034

et al., 2020). Their influence extends beyond the035

offline realm and affects political discussion on so-036

cial media (Brady et al., 2020; Van Bavel et al.,037

2023). As online platforms connect vast networks038

of people, understanding how different types of039

moral emotions expressed through language affect040

user actions has become crucial.041

Online petitions are excellent data forms to study 042

the role of moral emotions and their influence on 043

user response because they record the motivations, 044

sentiments, and behaviors of individuals who en- 045

gage in collective action. We use cross-cultural data 046

to answer the following questions: (1) How can we 047

measure moral emotions systematically? (2) Which 048

moral emotions most effectively shape users’ polit- 049

ical participation? (3) Do moral emotions have the 050

same effect across cultures? We gathered data from 051

two petition websites of similar designs and social 052

media functions: South Korea’s Blue House Na- 053

tional Petition and the United Kingdom’s Govern- 054

ment and Parliament Petitions. By utilizing these 055

two datasets, we can test the cross-cultural gen- 056

eralizability of our findings on the role of moral 057

emotions in political participation. 058

Our key contributions are proposing a 5-step 059

framework to analyze moral emotions, as shown 060

in Figure 1, and sharing a comprehensive moral 061

emotion dataset in Korean and English. We con- 062

sider broader emotion categories than previous 063

work (Brady et al., 2017; Solovev and Pröl- 064

lochs, 2022) and include: other-condemning, other- 065

praising, other-suffering, self-conscious, neutral, 066

and non-moral emotion (see Table 1). This dataset 067

was labeled by large language models (LLMs) 068

like GPT that are fine-tuned to inherit the knowl- 069

edge of human annotators. As GPT models can 070

become expensive for labeling large amounts of 071

data, we trained in-house models like BERT and 072

ELECTRA for cost-effective label predictions. We 073

separately constructed language-specific versions 074

of these models to reflect socio-cultural traits by 075

language, as suggested in Havaldar et al. (2023). 076

Our framework, using a combination of GPT and 077

human annotation to label data and train light in- 078

house models, can be reused for other low-resource 079

languages and unseen tasks. 080

Two types of user actions are considered in this 081

research. The first is the number of signatures on 082
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Type Category Definition

Moral

Emotions

Other-condemning Emotions that condemn others (e.g., anger, contempt, disgust).

Other-praising Emotions that praise others (e.g., admiration, gratitude, awe).

Other-suffering Emotions of empathy for the suffering of others (e.g., compassion, sympathy).

Self-conscious Emotions that negatively evaluate oneself (e.g., shame, guilt, embarrassment).

Non-moral
Neutral A neutral category with no or few emotions.

Non-moral emotion Emotional but not one of the moral emotions (e.g., fear, surprise, joy, etc).

Table 1: Definition of moral emotion categories. Examples of each category are introduced in Appendix Table 11.

petitions (called general support here), which is a083

direct political action that grants the signatory the084

right to receive a government response or even have085

the petition discussed in a legislative setting. The086

second is the number of “direct” sharings of peti-087

tion information from the official government web-088

site via the share on social media button (called ac-089

tive support). The latter form represents a stronger090

commitment by making the sharer’s public ID visi-091

ble over the network (Kim and Yang, 2017; Proskur-092

nia et al., 2017). By these definitions, our work093

seeks to understand the impact of moral emotions094

on substantial political participation, as opposed095

to studying discourse regarding politics on social096

media and the likes or retweets of such postings.097

Our results point to an interplay between moral098

emotions and political participation. We discover099

that moral emotions like other-suffering that appeal100

to compassion and sympathy positively correlated101

with both political actions. However, emotions like102

self-conscious that emphasize feelings of public103

shame and guilt have the opposite effect, substan-104

tially reducing both forms of participation. Other-105

condemning, which blames others, polarized the106

audience. It negatively correlated with total signa-107

tures but positively correlated with social media108

sharing. In contrast, other-praising showed mixed109

patterns; while it negatively correlated with sig-110

natures in both countries, it led to a rise in social111

media sharing in Korea but a decline in the UK.112

We discuss implications of our findings, which113

highlight the pronounced exposure of petitions with114

specific moral emotions, such as other-condemning,115

on social media. Our work also found cultural sim-116

ilarities and differences, which could lead to new117

research. We share the moral emotion dataset and118

the classifiers for wider use1 for the political sci-119

ence and AI communities.120

1https://anonymous.4open.science/r/
Moral-Emotion-Data-6E33/

2 Related Work 121

2.1 Moral Emotion and Political Discourse 122

Moral emotions are key to spreading messages 123

in political discourse on social media platforms 124

(Brady et al., 2020; Van Bavel et al., 2023). Prior 125

research identified their significance by using met- 126

rics like retweets. Brady et al. (2017) showed that 127

including a single moral emotional word in a tweet 128

on political topics can increase the retweet prob- 129

ability by 20%. Solovev and Pröllochs (2022) in- 130

dicated the presence of emotions that “condemn” 131

others amplified the spread of political rumors, re- 132

gardless of whether they are true or false. While 133

these studies offer fascinating insights, retweets 134

alone cannot fully reflect the spectrum of political 135

engagement, as they overlook the contributions of 136

less vocal participants (Yang and Kim, 2017). Like 137

shy supporters, such participants may engage in 138

quiet, anonymous actions that are less visible. To 139

address this gap, we study government-led online 140

petitions and focus on visible and subtle forms of 141

political participation. 142

2.2 Moral Emotion Detection 143

Unlike general emotions such as happiness, moral 144

emotions are prosocial, driven by the intention to 145

protect and support the interests of others over 146

self-interest, often stemming from social injus- 147

tice (Haidt et al., 2003; Van Bavel et al., 2023). The 148

theoretical framework categorizes these emotions 149

into four distinct types: other-condemning, other- 150

praising, other-suffering, and self-conscious (Haidt 151

et al., 2003). Moral emotion detection remains chal- 152

lenging due to the scarcity of datasets. Previous 153

studies have used lexicon-based or word embed- 154

ding approaches to identify moral emotions in texts. 155

However, such efforts have been restricted to the 156

English language and covered only a subset of the 157

moral emotion categories, as detailed in Table 2. 158
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Research Detection Method Target Moral Emotion
(Independent Variables)

Political Metric
(Dependent Variables) Dataset Language

Brady et al. (2017) Lexicon Moral emotional,
non-moral categories #Retweet Twitter Monolingual

Solovev and Pröllochs (2022) Lexicon Other-condemning,
self-conscious #Retweet Twitter Monolingual

Brady et al. (2021) Word Embedding Other-condemning or not #Retweet, #Like Twitter Monolingual

Ours Transformer Complete categories,
non-moral categories

#Signature,
#Shares on Twitter

Online Petition,
Twitter Bilingual

Table 2: Comparison with previous studies. Our research employs more advanced methods in NLP and focuses on
more comprehensive emotion categories and political variables. Examples of results from previous works and our
final model’s detection of moral emotion can be seen in Appendix Table 12.

2.3 Data Annotation Using LLMs159

High-quality labeled data is crucial for machine160

learning. However, creating large-scale, high-161

quality data requires extensive human labor, sub-162

stantial cost, and time. As one way to assist the163

expensive task of data labeling, LLMs have been164

considered for its remarkable performance in vari-165

ous downstream tasks such as adaptation to unseen166

tasks (Brown et al., 2020). In particular, recent167

studies have investigated whether LLMs, such as168

GPT-3 or open-source LLMs, can reliably replace169

human annotation (Wang et al., 2022; Ding et al.,170

2023; Alizadeh et al., 2023). Some studies also pro-171

pose innovative strategies to enhance the annotation172

quality using LLMs through data augmentation and173

developing effective prompt guidelines (Bansal and174

Sharma, 2023; He et al., 2023; Latif et al., 2023).175

In this paper, we contribute by constructing a new176

dataset labeled with LLMs, showcasing their ability177

to label and adapt to unseen tasks.178

3 Moral Emotion Dataset179

Dataset Annotation Korea UK

Human annotation Humans (§3.2) 640 640
Moral emotion GPT-3.5 (§3.3) 49,930 49,896
Petition dataset Classifier (§4.1) 4,705,292 210,304

Table 3: Overview of each dataset.

3.1 Data Preparation180

Data Collection: We collected petition data from181

the Korean government archive2 and the UK Gov-182

ernment and Parliament Petition website.3 The183

Korean archive recorded 459,447 petitions with184

161,856,648 signatures from August 25, 2017, to185

2http://webarchives.pa.go.kr/19th/www.
president.go.kr/petitions/

3https://petition.parliament.uk/

May 9, 2022. The UK website logged 41,292 pe- 186

titions with 47,554,399 signatures from March 2, 187

2020, to December 7, 2022. For comprehensive 188

statistics, see Table 13 in the Appendix. The two 189

platforms have common fields such as petition ID, 190

URL, start date, end date, title, content, state (e.g., 191

open, closed, or rejected), and the signature count. 192

The UK platform was launched in 2015 but only 193

displays petitions created since March 2, 2020. 194

Both platforms offer a ‘Share via Twitter’ 195

function that generates tweets with the petition’s 196

unique URL and the endorsement message (e.g., 197

https://petition.parliament.uk/petitions/xxxxxx). 198

Following the syntax, we identified and collected 199

all public tweets that are officially shared from the 200

government websites, which lets us review which 201

petitions were publicly shared on social media 202

directly from the site. We collected 251,245 and 203

853,222 tweets in Korean and English. 204

Data Preprocessing: The petition titles and con- 205

tents are cleansed using regular expressions to 206

remove personal information such as email ad- 207

dresses, phone numbers, and special characters, 208

including emojis. Subsequently, sentence tokeniza- 209

tion is performed to segment text into sentences 210

using the Kiwi (Lee, 2022) and PySBD library 211

(Sadvilkar and Neumann, 2020). After removing 212

short sentences with one or two words, we obtained 213

4,705,292 and 210,304 sentences from the Korean 214

and UK petitions, respectively. 215

3.2 Human Annotation 216

We first collected human-annotated data to clas- 217

sify moral emotions following the method intro- 218

duced in Field et al. (2022) to adapt human knowl- 219

edge in the domain of moral emotions to language 220

models. From both petition datasets, we selected 221

approximately 700 sentences each. Annotations 222

were received from five native speakers and cit- 223

izens of each country who understand the politi- 224

3
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Figure 1: Method overview. We propose a full framework for constructing data, modeling classification, and
conducting analysis on the theme of moral emotions.

cal context. Annotators were given guidelines on225

the moral emotion definitions and asked to choose226

multi-responses if they detected more than one227

emotion category. If annotators captured an emo-228

tion that did not fit the predefined categories, they229

were guided to select ‘Emotional but not equivalent230

to the above’. Additionally, we included a ‘Dif-231

ficult to distinguish (Hard to tell)’ checkbox for232

ambiguous cases. Please see Figure 4 in the Ap-233

pendix for the example guideline. Only sentences234

that received a majority vote of at least three out of235

five annotators were considered ground truth labels,236

and sentences with no consensus were excluded.237

The final human-annotated dataset consists of238

640 sentences each for Korean and English, with239

the distribution presented in Appendix Figure 5.240

Table 4 shows the inter-annotator agreement score241

of the final human-annotated dataset. The observed242

discrepancy in agreement can be attributed to the243

differential propensity for multi-label responses244

between Korean (95.52% single-label) and English245

annotators (79.41% single-label).246

Metric Korean English

Cohen’s kappa 0.7218 0.4244
Fleiss’ kappa 0.7253 0.4156
Krippendorff’s alpha 0.7254 0.4158

Table 4: The inter-annotator agreement score of final
human-annotated dataset. Annotator response scores for
each emotion are in Appendix Table 8.

3.3 LLM-based Annotation247

Two primary methods are used to perform unseen248

tasks. First is in-context learning or few-shot learn-249

ing that enables a model to learn based on a few250

training samples within prompts. Second is fine-251

tuning which updates the model’s weight parame-252

ters. Fine-tuning requires a large training dataset,253

whereas it can learn from more examples than can254

fit in the context window (Brown et al., 2020).255

To determine a better-performing approach 256

among the two options, we tested the in-context 257

learning and fine-tuning prompts using the Chat 258

Completions API (OpenAI, 2023). Each format 259

includes 1) short definitions of moral emotion cate- 260

gories, 2) text instances from the human-annotated 261

training dataset, and 3) labels of the corresponding 262

sentences. We describe the detailed experimental 263

setting in Section B.1 in the Appendix. 264

We split the human-annotated dataset into 300 265

and 340 samples for the training and testing sets. 266

Table 5 summarizes the comparison of performance 267

and costs. This table also shows the result of hu- 268

man annotation, comparing the accuracy of each 269

human annotator’s responses against the majority 270

vote. The cost column indicates the estimated ex- 271

pense for labeling the entire 50,000 samples. We 272

estimated the cost of human annotation from the 273

Google Cloud Platform and used the pricing model 274

based on the number of words.4 Although Korean 275

sentences typically contain fewer words, process- 276

ing Korean texts with GPT approximately doubles 277

the expense compared to English due to higher tok- 278

enization costs. In-context learning and fine-tuning 279

methods cost substantially less than human annota- 280

tion, which includes the combined cost of multiple 281

annotators per task. The fine-tuning cost calcula- 282

tion includes both training and inference expenses. 283

The results of the GPT-3.5 few-shot in-context 284

experiment indicate that performance improves 285

with the training samples. However, the fine-tuned 286

model consistently outperformed the in-context 287

learning models in all settings, most likely because 288

fine-tuning allows training on more examples than 289

what can be accommodated within via prompting. 290

Fine-tuned GPT-3.5 achieved comparable perfor- 291

mance to that of human annotators. GPT-4 few- 292

shot experiment also showed high performance, but 293

4https://cloud.google.com/ai-platform/
data-labeling/pricing#labeling_costs
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Train size Korean (KOR) English (UK)
F1 Acc. Cost ($) F1 Acc. Cost ($)

In-Context Learning (GPT-3.5)
6 0.5810 0.6029 74.57 0.6111 0.5912 41.42
12 0.5825 0.6118 104.87 0.6223 0.5824 57.98
18 0.6050 0.6353 148.07 0.6501 0.5794 75.86

In-Context Learning (GPT-4)
6 0.8259 0.8206 499.23 0.7056 0.7176 278.46
12 0.8642 0.8588 701.06 0.7054 0.7118 389.24
18 0.8458 0.8382 989.29 0.7023 0.7088 508.42

Fine-Tuning (GPT-3.5)

150 0.8518 0.8471 336.20 0.7169 0.7029 163.10
200 0.8530 0.8471 338.17 0.7348 0.7471 164.10
250 0.8580 0.8471 340.17 0.7436 0.7500 165.03
300 0.8678 0.8618 342.16 0.7426 0.7294 165.93

Human Annotation – 0.8678 0.8360 1480.96 0.7091 0.5816 2021.96

Table 5: Comparison of performance and costs in USD ($) across various labeling methods for multi-label tasks.
Performance are measured in macro F1 score (F1) and accuracy (Acc.).

the fine-tuned GPT-3.5 model yielded more cost-294

effective and better-performing results. For this rea-295

son, we chose the fine-tuned GPT-3.5 version as296

our annotator model. Additional experiments are297

included in the Appendix Section B.298

3.4 Dataset Description299

Data Selection: In preparation for labeling300

with our fine-tuned GPT-3.5, we curated peti-301

tion sentences using methods inspired by GoEmo-302

tion (Demszky et al., 2020). Our initial dataset con-303

sisted of approximately 4.7 million Korean and304

210K UK petition. To ensure these sentences re-305

flected societal engagement, we selected those with306

at least one signature and share. We also sought a307

balanced distribution in sentence length, choosing308

sentences between 3 and 30 tokens with the aid of309

the NLTK word tokenizer (Bird et al., 2009). To310

aim for a balanced representation of emotions in311

our dataset, we focused on reducing bias by try-312

ing to even out the distribution of sentences across313

emotion categories. We employed a pilot model314

trained on human-annotated examples to estimate315

the emotional content of petition sentences. This ap-316

proach helped us identify and initially extract 5,000317

sentences for each emotion label, creating a set of318

30,000 sentences. Then, 20,000 sentences were ran-319

domly selected to achieve 50,000 samples. After320

removing duplicates and samples that were incor-321

rectly labeled by the GPT’s inference process (e.g.,322

Overall Condemning), our dataset was finalized323

with 49,930 Korean and 49,896 English sentences.324

Data Statistics: Figure 2 shows the distribution325

of moral emotion labels. We make four observa-326

tions. First, other-condemning is the most prevalent327

moral emotion, taking up one-third in English and328

one-fourth in Korean. This moral emotion is more 329

common than general emotions (i.e., non-moral 330

emotions). Second, other-suffering is the next fre- 331

quently used moral emotion, with UK petitions 332

exhibiting nearly twice the exposure (19.0%) com- 333

pared to Korea (10.1%). Third, other-praising and 334

self-conscious make up a small proportion of moral 335

emotions. Fourth, petitions contain a substantial 336

proportion of neutral sentences, which may offer 337

factual statements to support the petition. 338

0.0 0.1 0.2 0.3
Proportion

Other-condemning

Other-praising

Other-suffering

Self-conscious

Neutral

Non-moral emotion

26.4%

6.6%

10.1%

5.2%

38.0%

13.6%

33.3%

10.2%
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18.1%

18.8%

Korean (KOR) English (UK)

Figure 2: Distributions of moral emotion labels.

4 Political Participation Analysis 339

We built a classifier from our fine-grained moral 340

emotion dataset to analyze the entire collection 341

of petitions and performed regression analysis to 342

assess the impact of these emotions on political 343

participation. 344

4.1 Moral Emotion Measurement 345

Moral Emotion Classifier: Our analysis, which 346

aims to measure moral emotion in online petition 347

data using a Transformer-based model, utilizes the 348

approach suggested by Wang et al. (2021). This 349

work has established that compact, in-house lan- 350
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Korean (KOR) English (UK)

F1 Acc. F1 Acc.

Fine-tuned GPT-3.5 0.8678 0.8618 0.7436 0.7500

RoBERTa 0.8785 0.8471 0.7134 0.6971
BERT 0.8858 0.8500 0.6760 0.6588

ELECTRA 0.8914 0.8559 0.7523 0.6971
Ensemble 0.8950 0.8471 0.7367 0.5588

Weighted Ensemble 0.8978 0.8559 0.7536 0.6971

Table 6: Performance comparison of fine-tuned GPT-3.5
vs. in-house language models on human-annotated data.

guage models, when trained with LLM-generated351

labels, can outperform the raw LLM while also352

reducing costs. Employing in-house models like353

BERT, RoBERTa, and ELECTRA, pre-trained on354

Korean (Park et al., 2021; Lee, 2021, 2020) and En-355

glish corpora (Devlin et al., 2019; Liu et al., 2019;356

Clark et al., 2020), we analyzed petition data across357

these languages. Each model was added with a fully358

connected classification layer and fine-tuned on a359

GPT-labeled moral emotion dataset. For multi-label360

prediction, we applied binary cross-entropy loss,361

set the learning rate at 2e-5, and trained the models362

for up to four epochs with early stopping.363

The models were evaluated on the human-364

annotated dataset, and the results are presented in365

Table 6. Here we also report ensemble models. On366

the macro F1 score, we observe that small models367

like ELECTRA perform well compared to the fine-368

tuned GPT. We chose the weighted ensemble with369

the best F1 score as our final model.370

Moral Emotion Score: We employed weighted371

ensemble models for both countries to compute pe-372

tition’s moral emotion score. For tokenized petition373

sentences, emotion scores were predicted as six-374

dimensional vectors with sigmoid outputs ranging375

from 0 to 1, and the average of these values deter-376

mined the final score for each petition document.377

4.2 Regression Model Specification378

We separately estimated two count variables (i.e.,379

signatures and social media shares) using negative380

binomial regressions against the emotion variables381

and control variables. All overdispersion parame-382

ters were significant at the α = .01 level. Here, only383

the four moral emotions and neutral were used as384

emotion categories; non-moral emotion was ex-385

cluded due to its low F1 score for English (see386

Figure 9 in the Appendix). The control variables387

included information about the text length, URL388

Korean (KOR) English (UK)

General Active General Active

Other-condemning -0.056∗ 2.364∗∗ -0.042 1.315∗∗

Other-praising -0.520∗∗ 2.100∗∗ -1.025∗∗ -0.768∗∗

Other-suffering 1.383∗∗ 2.280∗∗ 0.217∗ 0.475∗∗

Self-conscious -4.009∗∗ -5.187∗∗ -5.326∗∗ -2.463∗∗

Neutral -0.109∗∗ 0.595∗∗ 0.084 1.755∗∗

Sign. levels: ∗ p < 0.05, ∗∗ p < 0.001

Table 7: Result of regression in general and active sup-
port for emotions ( positive , negative ). For complete
regression outcomes, refer to Appendix Table 14.

usage, and time information. Temporal information 389

was added in the regression to account for year- 390

specific and seasonal variability. 391

4.3 Regression Result 392

Table 7 summarizes the regression results demon- 393

strating the effects of moral emotion on two count 394

variables after adjusting for control variables. The 395

color background represents the prominent direc- 396

tion of correlation, which shows both positive and 397

negative directions. The two dependent variables 398

of signatures (i.e., general support) and social me- 399

dia shares (i.e., active support) themselves have a 400

positive correlation (Korea: Pearson’s r = 0.49, p < 401

0.001; UK: r = 0.67, p < 0.001). In both countries, 402

other-suffering and self-conscious appear to drive 403

these results. Other-suffering, positively correlated 404

with both forms of support, effectively secured the 405

number of signatures and shares. In contrast, self- 406

conscious is negatively correlated, implying a re- 407

duction in political support for both types. 408

Although petitions with many signatures tend to 409

be shared more frequently on social media, moral 410

emotions could explain the subtle response pat- 411

terns of users. For example, increase in the other- 412

condemning emotion negatively correlates with 413

general support and positively with active support 414

in the two countries. Such an inverse trend may re- 415

flect nuanced divisions among the supporter groups, 416

even for the same petition. 417

Figure 3 shows the trends of the count variables 418

(y-axis) across the studied emotions (x-axis) for Ko- 419

rea (top row) and the UK (bottom). Patterns with 420

opposing regression trends have a crossing sign, 421

such as other-condemning, neutral (Korea), and 422

other-praising (Korea). In these cases, active sup- 423

port correlates positively with the corresponding 424

emotion, whereas general support correlates neg- 425

atively. This finding suggests that active support 426

does not consistently translate into general support 427
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Figure 3: Predictive margins for general support (depicted by a red line) and active support (blue line) across five
emotions in studied countries, with 95% confidence intervals.

in the presence of a specific emotion and culture.428

Other-praising shows different results by cul-429

ture. The number of shares in Korea increases with430

this emotion, whereas it decreases in the UK. Con-431

versely, the number of signatures decreases in both432

countries with emotion, indicating that the enhance-433

ment of universal support is not consistent. The434

correlation between social media shares and other-435

praising in Korea mirrors the dynamics seen with436

other-condemning. In the UK, it aligns with self-437

conscious emotion, reducing support levels.438

5 Discussion439

5.1 Implications for Social Science440

Political and moral psychology research has iden-441

tified moral emotions as politically motivating442

through metrics like retweets (Brady et al., 2017;443

Solovev and Pröllochs, 2022). Our study expands444

the literature to encompass comprehensive moral445

emotion categories and two direct forms of politi-446

cal participation: general and active support seen in447

government-led online petitions. Additionally, our448

research extends cross-cultural insights by analyz-449

ing petitions from multiple countries, addressing450

the urgent need for broader cultural analysis in this451

domain (Van Bavel et al., 2023).452

Prior studies have focused on the role of other-453

condemning emotions in social sharing (Brady454

et al., 2021; Solovev and Pröllochs, 2022). How-455

ever, our findings highlight the significant role of456

other-suffering in amplifying both active and gen-457

eral support in two distinct countries. These results458

suggest that the expression of other-suffering har-459

monizes the perspectives of both dedicated and gen-460

eral supporters, fostering widespread consensus on461

petitions addressing social issues (Sirin et al., 2016, 462

2017). This implies that policymakers and activists 463

could cultivate a more engaged and unified public 464

discourse by leveraging this emotional dynamic. 465

Aligning with past research, our study indicates 466

that other-condemning may boost active support 467

through social media sharing. Additionally, our 468

analysis shows that other-condemning will likely 469

diminish petition signatures, illustrating a polariza- 470

tion effect. This effect lowers the broader base of 471

general supporters’ willingness to engage but also 472

sharply increases participation among a more dedi- 473

cated segment. This observation aligns with earlier 474

research discussing other-condemning as a catalyst 475

for political polarization (Crockett, 2017; Finkel 476

et al., 2020; Brady et al., 2021). Thus, our study 477

highlights the complex nature of online political 478

participation: while other-condemning can enhance 479

issue visibility on social media, it also poses deep- 480

ening societal divisions. Interestingly, neutral, the 481

absence of emotional engagement, also acts as a po- 482

larizing force, encouraging active support but not 483

broadening general support. This indicates that po- 484

litical polarization can manifest in both emotional 485

and rational forms (Singer et al., 2019). 486

Our cross-cultural data analysis reveals distinct 487

cultural impacts on the role of other-praising in 488

political participation between Korea and the UK. 489

According to the WVS Inglehart-Welzel World Cul- 490

tural Map 2023, Korea has lower self-expression 491

values (-0.47) emphasizing in-group cohesion, 492

while the UK with higher values (2.24) reflects 493

a societal norm of more tolerance towards out- 494

groups (Haerpfer et al., 2022). In political contexts, 495

expressing other-praising often enhances the rep- 496

utation of one’s in-group and reinforces internal 497
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unity (Brady et al., 2020). Consequently, this emo-498

tion may create a clear division between in-groups499

and out-groups (Brady et al., 2020).500

In cultures valuing in-group cohesion like Korea,501

promoting petitions with other-praising emotion on502

social media can emphasize the in-group’s prestige503

and strengthen belonging, delineating a clear divide504

between in-groups and out-groups. Considering505

cultural backgrounds and emotional attributes pro-506

vides a compelling explanation for the role of other-507

praising expressions in Korean online petitions in508

contributing to polarized support tendencies. Con-509

versely, in cultures like the UK, where tolerance to-510

wards out-groups is emphasized, such expressions511

might fail to garner support and provoke antipathy.512

This finding reiterates the call for research that con-513

siders cultural variation in moral emotions (Haidt514

et al., 2003; Malti and Keller, 2010; Van Bavel515

et al., 2023).516

5.2 Implications for AI Community517

We measure moral emotions cost-effectively, lever-518

aging fine-tuned GPT-3.5 to inherit human knowl-519

edge, significantly reducing annotation costs. Fur-520

ther cost reductions in inference are achieved521

through in-house modeling. Our strategy led to the522

development of a classifier proficient in identifying523

moral emotions within both Korean and English524

texts. This is a notable achievement, considering525

the complexity of moral emotion classification and526

its application to the niche area of online political527

petitions. Applying this method opens up possibil-528

ities for reuse in languages with fewer resources529

and in tasks that previously faced challenges due to530

the high costs associated with developing domain-531

specific data.532

Using real-world data, we also analyzed how533

moral emotions in language influence political ac-534

tions. Our insights offer valuable implications for535

the AI community, which is increasingly interested536

in understanding the mechanics of political per-537

suasion through content (OpenAI, 2024; Bai et al.,538

2023). We confirmed through our experiment that539

LLMs can understand and classify moral emotions,540

even from a limited sample of sentences. These dis-541

coveries prompt future work into the potential of542

generative AI in crafting content that may influence543

public opinion (Bai et al., 2023). For instance, the544

ability of generative AI to quickly generate content545

expressing other-condemning emotions presents a546

risk of polarizing public discourse and deepening547

societal divisions (Coeckelbergh, 2022).548

6 Conclusion and Limitations 549

This study proposed a 5-step framework for ana- 550

lyzing moral emotions and their effects on political 551

participation, leveraging cross-cultural data from 552

online petitions. Our framework addresses research 553

gaps using a comprehensive Korean and English 554

moral emotion dataset and is adaptable to low- 555

resource languages and topic domains. The dataset, 556

annotated with fine-tuned GPT-3.5, enables train- 557

ing language-specific transformer models, allowing 558

for the precise quantification of moral emotions 559

within the petitions. Our analysis reveals that other- 560

suffering enhanced both general and active political 561

participation. In contrast, other-condemning led to 562

polarization in these cultural contexts. Patterns of 563

other-praising by countries underscores the cultural 564

difference of moral emotions’ influence on politi- 565

cal engagement. The discussion of these findings, 566

particularly the pronounced effects of petitions on 567

specific moral emotions, provides valuable insights 568

into the fields of social science and AI. 569

Our dataset, aimed at capturing cross-cultural 570

nuances, may not fully represent moral emotions 571

beyond Korea and the UK. Additionally, the data 572

directed collected from government-led petitions 573

could exhibit biases specific to this context. Such 574

biases manifest in the expression of moral emotions 575

and in shaping public opinion to prompt govern- 576

ment action. Users of this dataset should be aware 577

of these limitations. Additionally, our analysis of 578

political participation is limited to the data’s scope 579

and cannot be generalized to other cultural contexts 580

or media platforms. This observational study high- 581

lights associations without claiming causality, sug- 582

gesting the need for future experimental research 583

to explore the causal influence of moral emotions 584

in language on political participation. 585

Potential Risks: Here, we designed prompts to 586

train LLMs as annotators and constructed a dataset 587

enriched with various moral emotion categories. 588

However, we acknowledge the potential for modi- 589

fying prompts to enable language models to gener- 590

ate texts infused with specific moral emotions. As 591

discussed in Section 5.2, texts charged with moral 592

emotions could be misused to sway public opinion 593

for specific political agendas. Hence, we stipulate 594

that the prompts used in our research and examples 595

contained within the moral emotion dataset should 596

be utilized solely for research purposes. 597
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Figure 4: Labeling guidelines and annotation tools provided to Korean and British annotators (Potato).

A Human Annotation801

A.1 Human Annotation Guideline802

Korean petition annotations were conducted via803

Google Surveys, while the UK petition utilized804

a Potato data annotation tool web interface (Pei805

et al., 2022). Figure 4 displays our Korean and806

English guidelines given to the users. Regarding807

compensation for the annotation task, each of five808

Korean annotators was paid ₩70,000, leading to a809

total of ₩350,000. On the other hand, each of the810

five UK annotators received £37.5, along with an811

additional Prolific service fee of £62.5, resulting in812

an overall expenditure of £250.813

A.2 Human Annotation Dataset Result 814

We obtained 640 human-annotated data for the Ko- 815

rean petition, comprising 619 single-label and 21 816

multi-label instances. The distribution of emotion 817

labels was as follows: other-condemning (136), 818

other-praising (113), other-suffering (110), self- 819

conscious (87), neutral (97), and non-moral emo- 820

tion (118). Similarly, we acquired 640 human- 821

annotated examples for the UK petition, consisting 822

of 590 single-label and 50 multi-label instances. 823

The distribution of the labels is as follows: other- 824

condemning (226), other-praising (111), other- 825

suffering (141), self-conscious (25), neutral (68), 826

and non-moral emotion (119). 827
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Figure 5: Distribution of moral emotion labels in human-
annotated datasets, with 640 instances each in Korean
and English.

A.3 Inter-annotator Agreement Score828

Table 8 presents the inter-annotator agreement829

score for each class in a human-annotated dataset,830

measured by Cohen’s kappa (C), Fleiss’ kappa (F),831

and Krippendorff’s alpha (K). The other-praising832

shows the highest score in both Korean and English,833

in contrast to non-moral emotion, which achieves834

lower score. The average scores across all emotion835

categories provide a comprehensive view of the836

annotation reliability, with the Korean dataset ex-837

hibiting a higher average agreement score than the838

English dataset.839

Korean English

C F K C F K

Other-condemning 0.5890 0.5812 0.5813 0.5018 0.4980 0.4982
Other-praising 0.9554 0.9554 0.9554 0.8005 0.8010 0.8010
Other-suffering 0.8107 0.8112 0.8112 0.2454 0.2064 0.2067
Self-conscious 0.7970 0.7993 0.7993 0.3738 0.3566 0.3568

Neutral 0.6043 0.6305 0.6306 0.4438 0.4765 0.4767
Non-moral emotion 0.5745 0.5743 0.5744 0.1813 0.1552 0.1555

Average 0.7218 0.7253 0.7254 0.4244 0.4156 0.4158

Table 8: Inter-annotator agreement score calculated us-
ing three different metrics for a dataset of 640 final
human annotation responses.

B LLM Annotation840

B.1 Prompt Format841

Figure 6 and Figure 7 show the example few-shot842

prompt input and fine-tuning data formats that we843

gave to GPT-3.5 and GPT-4 for the labeling task.844

Each prompt and fine-tuning data is constructed in845

a chat format, consisting list of messages from the846

“system”, “user”, and “assistant”. Both formats start847

with short definitions of moral emotion categories.848

While the few-shot learning prompt contains N849

number of training samples and human-annotated850

labels, fine-tuning training examples include a sin-851

gle training sample and corresponding labels per852

chat object. Finally, the few-shot learning prompt853

provides a task to label an unlabeled sentence in a 854

multi-label manner. 855

System: You are an AI expert in moral emotion. You are asked to classify
unlabeled sentences for 6 moral emotion labels. A text is classified into a moral
emotion category if the author is expressing the emotion in the text. ‘Moral
Emotions’ is divided into six categories, as follows:

1. Other-condemning: Emotions that condemn others, such as anger, contempt,
or disgust.
2. Other-praising: Emotions that praise others, such as admiration, gratitude, or
awe.
...
6. Neutral: A neutral category with no or few emotions.

User: I will give you a sentence and you will classify it into one or more of the
moral emotion categories.
Make sure you answer the label among the predefined 6 moral emotions.
Assistant: Yes, I understand. I am ready to choose what kind of moral emotion
is the writer expressing in the following petition sentences.

User: It’s shameful and it make me appalled to be British. We have seen the
impact that plastic is having on all our lives.
Assistant: Other-condemning, Self-conscious

User: · · ·
Assistant: · · ·

User: They were put in a financially adverse situation having to close during the
Covid lockdown.
Assistant: Neutral

Figure 6: Prompt format composed of system, user, and
assistant message for in-context learning.

System: You are an AI expert in moral emotion. You are asked to classify
unlabeled sentences for 6 moral emotion labels. A text is classified into a moral
emotion category if the author is expressing the emotion in the text. ‘Moral
Emotions’ is divided into six categories, as follows:

1. Other-condemning: Emotions that condemn others, such as anger, contempt,
or disgust.
2. Other-praising: Emotions that praise others, such as admiration, gratitude, or
awe.
...
6. Neutral: A neutral category with no or few emotions.

I will give you a sentence and you will classify it into one or more of the moral
emotion categories.
Make sure you answer the label among the predefined 6 moral emotions.

User: It’s shameful and it make me appalled to be British. We have seen the
impact that plastic is having on all our lives.
Assistant: Other-condemning, Self-conscious

System: You are an AI expert in moral emotion · · ·
User: · · ·
Assistant: · · ·

856

Figure 7: Train data format composed of system, user,
and assistant message for fine-tuning.
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B.2 Monolingual vs Bilingual Fine-tuning857

To compare the performance of monolingual and858

bilingual training approaches, we first fine-tuned859

GPT-3.5 models on separate Korean and English860

single-language datasets, creating two monolin-861

gual models. Subsequently, we fine-tuned another862

model on a combined bilingual dataset. Training863

on monolingual corpora may provide a deeper un-864

derstanding of each language’s unique nuances and865

socio-cultural contexts. Conversely, joint training866

could enhance multilingual understanding and per-867

formance by facilitating knowledge transfer across868

languages. Table 9 presents the training dataset size869

for each experiment along with the models’ macro870

F1 scores and accuracy. The models achieved the871

best performance in Korean and English datasets872

under the monolingual condition when the training873

size was N = 300.874

Train size Korean (KOR) English (UK)
F1 Acc. F1 Acc.

Bilingual 150 0.8094 0.8029 0.7138 0.6618
300 0.8636 0.8588 0.7171 0.6912

Monolingual 150 0.8518 0.8471 0.7169 0.7029
300 0.8678 0.8618 0.7426 0.7294

Table 9: Comparison of performance between fine-
tuning using monolingual or bilingual train dataset. The
bilingual dataset size is set as N = 150, 2N = 300 while
the monolingual dataset size is N = 150 for each Korean
and English.

B.3 Fine-tuning Train Dataset Size875

We conducted experiments with different training876

set sizes ranging from 50, 100, 150, · · ·, to 300 to877

optimize the train data size and improve fine-tuned878

model performance. Figure 8 depicts the model879

macro F1 score and accuracy as a function of fine-880

tuning dataset size. The performance tends to im-881

prove as the train dataset size grows. The Korean882

model shows the highest F1 score and accuracy883

when the training dataset size N = 300, while the884

English model performs best when N = 250.885
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Figure 8: Macro F1 score and accuracy for fine-tuning
train dataset size.

C Moral Emotion Dataset 886

C.1 Moral Emotion Dataset Statistics 887

The basic statistics and features are represented 888

in Table 10. The moral emotion dataset comprises 889

49,930 Korean and 49,896 UK petition samples. 890

Both datasets contain six classes: four pertaining to 891

moral emotions (other-condemning, other-praising, 892

other-suffering, self-conscious) and two to non- 893

moral emotions (neutral, non-moral emotion). Most 894

of our data samples are single-labeled, accounting 895

for 99.93% in the Korean and 99.99% in the UK. 896

Properties Korean English

Number of instances 49,930 49,896

Number of classes 6

Number of instances with single-label 49,894 49,892

Number of instances with multi-label 36 4

Table 10: Statistics of moral emotion dataset.

C.2 Moral Emotion Classifier Performance 897

Figure 9 presents the per-class F1 scores for Korean 898

and English weighted ensemble classifier models, 899

noting that the F1 score for the non-moral emotion 900

class in the English model is below 0.7. 901

0.0 0.2 0.4 0.6 0.8 1.0
F1 Score

Other-condemning

Other-praising

Other-suffering

Self-conscious

Neutral

Non-moral emotion
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Figure 9: F1 scores for each class in both the Korean
and English models.
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Type Category Sample Text

Moral

Emotions

Other-condemning

His actions and decisions have been chaotic & contradictory at best throughout the pandemic.

Retailers are putting their staff and families in danger so they can make a profit.

자신의정치권력을위해치열하게투쟁하는정치꾼일뿐입니다.
(They are merely self-serving politicians, fighting only for their own gain.)

언론과정부가제역할을못하고있다고생각합니다.
(I believe that the media and government are failing to fulfill their roles.)

Other-praising

This gentleman is an inspiration to us all and should be commended for his efforts.

Let us not forget what these key workers are doing for this country.

코로나대응에총력을다하는공무원,의료진분들을응원합니다.
(We support officials and medical staff who are working hard to respond to COVID-19.)

경찰관은목숨을걸고달려갈것이며,당신을살리기위해최선을다할것입니다.
(The police officer will run for his life, and he will do his best to save you.)

Other-suffering

Something needs doing NOW the government have to now take action to protect the vulnerable.

The Government must fund this to help protect most vulnerable during pandemic.

현재우리나라도살기어렵고,힘들게살아가는사람들이많이있습니다.
(Currently, there are many people who are difficult to live in our country and have a hard time living.)

더이상아이를잃는아픔을겪지않게법을강화해주시길바랍니다.
(I hope that laws will be strengthened to prevent any more pain of losing children.)

Self-conscious

As a British citizen I am ashamed of our pitiful response towards those fleeing war zones.

It will be embarrassing on the global stage to not have any government organized fireworks.

이렇게저희는어머니의임종도지켜드리지못하고,갑작스럽게어머니를보내드려야했습니다.
(We couldn’t be there for our mother’s final moments and had to say goodbye to her abruptly.)

이정권에힘을실어줬던과거의제결정이정말후회스럽습니다.
(I really regret my decisions in the past that gave this regime a boost.)

Non-moral

Neutral

I understand the reasons and the carbon foot print is very much in the fore front of our minds.

해외연수후이행내역을임기후 5년까지국민이볼수있도록해주세요.
(Make the implementation details of overseas training to the public for up to five years after the term.)

Non-moral emotion

I, and others, have serious concerns about the accuracy of the daily COVID-19 statistics.

혹여나아직감염자없는지역에서내가가해자가될까두렵기도합니다.
(I fear becoming the perpetrator in areas where there are still no infected individuals.)

Table 11: Example sentences of both moral and non-moral emotion categories from the Korean and UK datasets.

Sentence Lexicon-based Ours

Animal cruelty is taken seriously in the UK Moral. Emotional Neutral

For example a judge cannot also be a referee and a referee cannot also judge fights. Moral emotional Neutral

Set customer service KPIs that utility and telecom companies must meet to show good service. Moral emotional Neutral

The process does not put my child’s needs at the forefront. Neutral Other-Suffering

Table 12: Examples of moral emotion classification results using lexicon-based and Transformer-based approaches
on the same sentences, with bold indicating terms identified by the lexicon-based method.
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Properties Korean (KOR) English (UK)

Number of Petitions 459,447 41,292
Number of Sentences 4,705,292 210,304
Number of Signatures 161,856,648 47,554,399

Number of Shares on Twitter 251,245 853,222
Date 2017.08.25 - 2022.05.09 2020.03.02 - 2022.12.07

Table 13: Statistics of collected petition dataset.

Variables
Korean (KOR) English (UK)

General (Signatures) Active (Shares) General (Signatures) Active (Shares)

Other-Condemning
-0.0561* 2.3649*** -0.0429 1.3158***

(0.0249) (0.174) (0.0777) (0.0979)

Other-Praising
-0.5209*** 2.1001*** -1.0258*** -0.7685***

(0.0276) (0.1953) (0.0904) (0.1156)

Other-Suffering
1.3833*** 2.28*** 0.217* 0.4752***

(0.036) (0.2213) (0.0873) (0.1097)

Self-Conscious
-4.0095*** -5.1869*** -5.3267*** -2.4638***

(0.055) (0.4114) (0.3994) (0.5025)

Neutral
-0.109*** 0.5957*** 0.0847 1.7557***

(0.0256) (0.1672) (0.111) (0.1404)

URL Included
0.5963*** 1.2724*** 0.0178 0.757***

(0.018) (0.0935) (0.0926) (0.1164)

The Number of Sentences
-0.0623*** 0.0163 -0.0838*** -0.0851***

(0.001) (0.0108) (0.0082) (0.0096)

The Number of Characters
0.0038*** 0.001*** 0.003*** 0.0029***

(0.00001) (0.0001) (0.00008) (0.0001)

Before Apr. 2019
-1.9169*** -4.0316*** - -

(0.0136) (0.1362) - -

(Intercept)
4.8415*** -1.9557*** 4.2896*** -0.6444***

(0.0351) (0.287) (0.1052) (0.1299)

Year Fixed Effects Yes Yes

Month Fixed Effects Yes Yes

Weekday Fixed Effects Yes Yes

Observations 438,871 40,130

Sign. levels: * p < 0.05, ** p < 0.01, *** p < 0.001; Standard errors in parentheses

Table 14: Result of negative binomial regression on the number of signatures and shares. For Korea, we added an
extra dummy variable. Before April 2019, to account for the fact that petitions with more than 100 signatures were
listed on the board.
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