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Abstract

Radiology Report Generation (RRG) has ad-001
vanced considerably with the development of002
multimodal generative models. Despite the003
progress, the field still faces significant chal-004
lenges in evaluation, as existing metrics lack005
robustness and fairness. We reveal that, RRG006
with high performance on existing lexical-007
based metrics (e.g. BLEU) might be more of008
a mirage - a model can get a high BLEU only009
by learning the template of reports. This has010
become a pressing issue for RRG due to the011
highly patternized nature of these reports. In012
addition, standard radiology reports are often013
highly technical. Helping patients understand014
these reports is crucial from a patient’s perspec-015
tive, yet this has been largely overlooked in016
previous work. In this work, we un-intuitively017
approach these problems by proposing the Lay-018
man’s RRG framework that can systemati-019
cally improve RRG with day-to-day language.020
Specifically, our framework first contributes a021
translated Layman’s terms dataset. Building022
upon the dataset, we then propose a semantics-023
based evaluation method, which is effective in024
mitigating the inflated numbers of BLEU and025
provides more robust evaluation. We show that026
training on the layman’s terms dataset encour-027
ages models to focus on the semantics of the028
reports, as opposed to overfitting to learning029
the report templates. Last, we reveal a promis-030
ing scaling law between the number of training031
examples and semantics gain provided by our032
dataset, compared to the inverse pattern brought033
by the original formats.034

1 Introduction035

With the advancement of generative models, image036

captioning has made significant progress, enabling037

accurate generation of text descriptions based on038

images. This capability has been effectively ap-039

plied in the medical domain, particularly in Radi-040

ology Report Generation (RRG) (Lin et al., 2022;041

Wang et al., 2022; Lee et al., 2023; Hou et al.,042

2023; Yan et al., 2023; Li et al., 2023; Liu et al., 043

2024). RRG aims to produce textual descriptions 044

of medical images, such as X-rays, for alleviating 045

the burden on radiologists and enhancing the qual- 046

ity and standardization of healthcare. However, 047

standard radiology reports are often highly techni- 048

cal and difficult to comprehend. Helping patients 049

understand these reports is crucial from a patient’s 050

perspective, yet this has been largely overlooked in 051

previous work. 052

Despite the proliferation of methods for RRG 053

and the improvement in the quality of generated 054

reports, the field suffers from a lack of robust evalu- 055

ation metrics. Traditionally, BLEU (Papineni et al., 056

2002) and ROUGE (Lin, 2004) metrics have been 057

widely used to evaluate generated reports1. These 058

metrics focus on calculating the word overlap rate 059

between the ground truth and the generated reports. 060

However, they are limited to surface-level evalua- 061

tion and are not sensitive to small perturbations 062

of the text that significantly change the seman- 063

tics (Stent et al., 2005; Callison-Burch et al., 2006; 064

Smith et al., 2016). Taking the example of negation 065

words, the sentences “there is a focal consolidation” 066

and “there is no focal consolidation” would receive 067

a high BLEU score due to their high word overlap, 068

despite conveying opposite meanings. 069

Moreover, a distinctive feature of radiology re- 070

ports is their highly patterned nature (Li et al., 071

2019; Yan et al., 2021; Dalla Serra et al., 2022; 072

Kale et al., 2023; Yan et al., 2021; Dalla Serra 073

et al., 2022). Physicians typically follow specific 074

sentence structures related to diseases and organs, 075

and adhere to certain templates when construct- 076

ing reports. This pattern creates a pressing need 077

for evaluation metrics beyond word overlap, as 078

strictly adhering to these templates can yield high 079

scores on lexical-based evaluations, even when the 080

1In recent surveys, lexical-based methods are still predom-
inantly used to compare performance across methods as the
main measures in the field (Liu et al., 2023).
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report quality is substandard. For example, Kale081

et al. (2023) used a standard template and replaced082

some sentences to generate reports, achieving high083

scores on BLEU and other metrics based on word-084

overlapping. Equally importantly, because of its085

highly patterned nature, we hypothesize that train-086

ing on such datasets would lead the model to pay087

more attention to its structure as opposed to its088

semantics, thus generating reports which have a089

low semantic similarity with the groundtruths. In090

addition, most of the radiology reports are highly091

professional and thus hard for people to understand092

it.093

In this paper, we propose a new framework to094

approach the problem of Radiology Report Gener-095

ation, facilitated by the use of layman’s terms. Our096

framework includes 1) two high-quality Layman’s097

Terms datasets; 2) a semantics-based evaluation098

framework based on layman’s terms, which can099

provide fairer evaluation and mitigate the inflated100

numbers of BLEU; 3) a training framework based101

on layman’s terms, which is shown to enhance the102

model’s learning on semantics, as opposed to over-103

fitting to the patterned templates of raw reports.104

Our Layman’s RRG framework first introduces105

two datasets: a sentence-level dataset and a report-106

level dataset. Both dataests leverage the advance-107

ments in generative models and a rigorous self-108

refinement system based on semantic similarity and109

LLM checking. The sentence-level dataset is used110

to facilitate the design of a fairer evaluation frame-111

work, while the report-level dataset replaces raw112

reports, enabling the training process to better focus113

on semantics. To validate the efficacy of Layman’s114

RRG framework, we have designed a series of ex-115

periments and analyses. The experimental results116

show that combining our sentence-level Layman’s117

terms dataset and semantics-based method yields a118

significantly more robust evaluation. Furthermore,119

we demonstrate that training with our report-level120

Layman’s dataset enhances the model’s semantic121

understanding, demonstrating a promising scaling122

law for the model’s performance as the number of123

training examples increases.124

In summary, our contribution are as follows:125

• We introduce two high-quality layman’s terms126

radiology report generation datasets, includ-127

ing a sentence-level dataset and a report-level128

dataset. To the best of our knowledge, this is129

the first attempt to create patient-friendly re-130

port datasets, which can be used for future re-131

search on generating patient-friendly reports. 132

• We design a Layman’s terms-based RRG eval- 133

uation method, facilitated by leveraging LLM- 134

based embedding models to replace each sen- 135

tence in the professional RRG reports with our 136

sentence-level dataset. The method is proved 137

to provide fairer and more robust evaluation 138

on lexical-based metrics and our proposed 139

semantics-based metric. 140

• We prove that training with our report-level 141

Layman’s dataset leads to model’s enhanced 142

understanding on the semantics, providing a 143

promising scaling law of model’s performance 144

with increased training examples, as opposed 145

to the inverse effect brought by the profes- 146

sional reports. 147

2 Related work 148

2.1 Evaluation Metrics for Radiology Report 149

Generation 150

Evaluation metrics are essential for RRG as they 151

provide measurements of the quality of the pro- 152

duced radiology reports from various approaches 153

and ensure a fair comparison among counterparts. 154

Similar to other AI research domains, prevailing ap- 155

proaches in RRG evaluation adopt automatic met- 156

rics by comparing the generated reports with gold 157

standard references (i.e., doctor-written reports). 158

Generally, metrics for this task are categorized into 159

five types: natural language generation (NLG) (Pa- 160

pineni et al., 2002; Lin, 2004; Banerjee and Lavie, 161

2005; Zhao et al., 2023, 2024; Yang et al., 2024), 162

clinical efficacy (CE) (Peng et al., 2018; Irvin et al., 163

2019), standard image captioning (SIC) (Vedan- 164

tam et al., 2015), embedding-based metrics, and 165

task-specific features-based metrics. Among these, 166

NLG metrics and CE metrics are the most widely 167

adopted in current approaches. However, most of 168

these metrics primarily focus on word overlap and 169

do not adequately consider the semantic meaning 170

between the ground truth and generated reports. 171

2.2 Representation Learning 172

With the built-in vulnerability of lexical-based eval- 173

uation, we seek semantics-based methods. 174

Representation learning concerns the optimal 175

way to numerically represent semantics of texts in 176

the vector space, enabling their relative relationship 177

to be reflected by similarity search. In recent years, 178

contextualized text embedding models (Reimers 179
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and Gurevych, 2019) have established the capabili-180

ties to represent semantic textual similarity, topical181

alignment (Cer et al., 2017; Thakur et al., 2021).182

Recently, the field has grown an emergent con-183

sensus on training LLM-based embedding models,184

and position this as an alignment with an alignment185

with their generative abilities (Xiao et al., 2024;186

Muennighoff et al., 2024), showing exceptional187

abilities on reaching reasoning-level language un-188

derstanding abilities. In this work, we opt for lever-189

aging dense representational models to both of our190

semantics-based evaluation methods, and the dedu-191

plication procedures.192

2.3 Style Transfer193

Style Transfer is the task of transforming input194

content into a different style. Researchers have195

investigated this task across various modalities, in-196

cluding images and videos (Kim et al., 2022; Jing197

et al., 2019), as well as music (Cífka et al., 2020).198

Some of the developed systems have already been199

applied in industrial solutions. Text Style Trans-200

fer (TST) operates on the same principle as other201

modalities: rewriting textual input with a different202

attribute while minimizing information loss.203

For the Expertise Style Transfer task, Cao et al.204

(2020) evaluated models from the three macro-205

categories of TST. Lyu et al. (2023) utilized Chat-206

GPT to translate radiology reports into plain lan-207

guage and found that ChatGPT achieved favorable208

results, as confirmed by professional radiologists.209

3 Radiology Report Generation in210

Layman’s Term211

In this section, we formally introduce Layman’s212

RRG, a {dataset, evaluation, training} framework213

that systematically solve the inherent weakness of214

lexical-based evaluation and patterned nature of215

professional radiology report, as shown in the Fig-216

ure 1.217

Our framework is facilitated by a sentence-level218

dataset and a report-level dataset. The sentence-219

level dataset supports the design of our evaluation220

framework. The report-level dataset facilitates our221

training framework.222

3.1 Dataset Creation223

The process of our generation process is outlined in224

Algorithm 1, which involves generation and refine-225

ment to ensure optimal quality. The refinement sys-226

tem consists of semantics-checking module built227

upon embedding models, and a correctness self- 228

checking module utilizing the same LLM used for 229

generation. This algorithm is used to generate both 230

the sentence-level dataset and report-level Dataset. 231

We utilize the MIMIC-CXR dataset to create fol- 232

lowing datasets. 233

3.1.1 Sentence-level Dataset 234

The creation of dataset comprises 4 parts: dedupli- 235

cation, translation, refinement and checking. 236

Deduplication. We first use NLTK to separate each 237

report into sentences. Through analyzing large 238

amounts of reports, we found that there exist many 239

repetitive sentences which have similar semantics. 240

In order to simplify the final dataset and reduce 241

the burden of pairwise similarity computation, we 242

apply extensive deduplication on sentence-level in- 243

puts. To this end, we use GritLM (Muennighoff 244

et al., 2024), a decoder-based embedding model 245

that achieves state-of-the-art performance on Mas- 246

sive Text Embedding Benchark (MTEB) and Rea- 247

soning as Retrieval Benchmark (RAR-b), to en- 248

code sentences and acquire representations. We 249

iteratively calculate pairwise cosine similarity be- 250

tween sentences and maintain sentences that do not 251

have cosine similarity higher than 0.8 with the rest 252

of the sentences, while dropping the ones that do. 253

Through the deduplication procedures, the number 254

of sentences is decreased from 490000 to 50000 255

approximately, largely reducing the cost and im- 256

proving the efficiency for the following process. 257

Translation. After attaining the simplified dataset, 258

we utilize GPT-4o to translate them. The design 259

of prompt is detailed in Appendix A.1, where we 260

detail the objective, and combine batch process- 261

ing, and instruct the model to return the results in 262

JSON format, which largely reduces the cost and 263

allows the model to provide more consistent out- 264

put through referencing in-batch examples. The 265

translated results will be refined rigorously in next 266

step. 267

Refinement In order to further improve the qual- 268

ity of translated sentences, we use a two-module 269

self-refine method to improve it. Specifically, for 270

each professional sentence and its layman’s term 271

counterpart, we combine the results of GPT-4o self- 272

checking and leverage semantic similarity from 273

GritLM to ensure the quality of translated sentence. 274

Our method requires the translated sentence to meet 275

both standards in order to pass the quality assess- 276

ment, otherwise another round of translation will be 277

prompted, until meeting both criteria. The design 278
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:Pleural effusion, focal 
consolidation…

Hard to understand

need to interpret

Increase workload

Have rights to know its 
meaning by themselves

reference: 
Impression: No acute cardiopulmonary 
process

generated report: 
The impression is that there’s no acute cardiac 
or pulmonary process

low 
scoreSS & DE

reference: 
The chest x-ray shows no evidence of focal 
consolidation, effusion, or pneumothorax, and 
the cardiomediastinal silhouette is normal

generated report: 
There is minimal left base atelectasis, and 
no focal consolidation, pleural effusion, or 
evidence of pneumothorax is seen

DS & SE
high 
score

Not robust

Reports with Layman’s Term

Easy to understand

extra fluid around the lungs,
Lung infection

Decrease workload

Robust evaluation
SS & DE

Ref: No serious heart or lung issues.
Generated: The conclusion is no serious heart or 
lung issues.

DS & SE

Ref: The chest x-ray shows no infection, fluid, or air 
outside thelungs, and the heart and chest look normal.
Generated: There is a small amount of lung collapse 
at the left base, but no signs of localized lung 
infection, fluid between the lungs and chestwall, or a 
collapsed lung elsewhere.

Generation Process

Professional 
reports

Layman’s Term

Check

Finish

New Finding: Scaling Law 

Figure 1: The Layman’s RRG Framework. The "DS & SE" denotes different semantics and similar expressions.
The "SS & DE" denotes similar semantics and different expressions.

of self-checking prompt is defined in Appendix279

A.2.280

Human Checking After the refinement process,281

the quality of the datasets has achieved significant282

improvements. We refer to Appendix A.6 for how283

correction rates improve across self-refinement it-284

eration. Further, we randomly select 500 sentence285

pairs and ask human annotators to check whether286

these pairs are matched. The final accuracy has287

exceeded 98%. The detailed algorithm of Dataset288

Generation and Refinement Algorithm is in Ap-289

pendix A.4.290

3.1.2 Report-level Dataset291

In parallel, We have also created a report-level292

dataset, which is used to train the model. Our293

hypothesis is: because of the patternized nature of294

the professional reports, models are prone to over-295

fit to the templates of the reports instead of their296

semantics. On the other hand, the diverse wordings297

in reports with layman’s terms prevent the models298

to learn any templates, but in turn enforce them to299

learn to attend the aspects essential to the diagnosis.300

We also utilized Algorithm 1 to create this dataset.301

We also did some additional experiments using dif-302

ferent LLMs and different datasets, which is shown303

as Appendix A.12.304

3.2 Evaluation 305

Through thorough analysis of radiology reports, we 306

observed that word-overlap metrics such as BLEU, 307

ROUGE, and METEOR do not accurately reflect 308

the quality of the generated reports. This discrep- 309

ancy arises due to the presence of semantically 310

similar sentences with different wordings and se- 311

mantically different sentences with high word over- 312

lap. For example, the sentences "There is a definite 313

focal consolidation, no pneumothorax is appreci- 314

ated" and "There is no focal consolidation, effusion, 315

or pneumothorax" convey different meanings but 316

achieve a BLEU-1 score greater than 0.6. This high- 317

lights that despite differing in pathology, sentences 318

can receive a high BLEU score. Conversely, the 319

sentences "Impression: No acute cardiopulmonary 320

process" and "The impression is that there’s no 321

acute cardiac or pulmonary process" have identi- 322

cal meanings but receive a low BLEU-1 score. 323

We categorize these discrepancies into two types: 324

expression difference issues and semantics differ- 325

ence issues. The expression difference issue arises 326

when the reference sentence and the candidate sen- 327

tence have similar semantics but low word overlap. 328

The semantics difference issue occurs when the 329

reference sentence and the candidate sentence have 330

different semantics but high word overlap. These is- 331

sues collectively result in misleading BLEU scores, 332

as illustrated in Table 1. 333
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Examples of DS & SE

Candidate Reference Candidate layman term Reference layman term

The chest x-ray shows a normal
cardiomediastinal contour and
heart size.

The chest x-ray shows low lung
volumes and a mildly enlarged
heart size

The chest x-ray shows a normal
heart and chest.

The chest x-ray shows lower
than normal lung volumes and a
slightly enlarged heart.

The chest x-ray shows no evi-
dence of focal consolidation, ef-
fusion, or pneumothorax, and
the cardiomediastinal silhouette
is normal

There is minimal left base atelec-
tasis, and no focal consolidation,
pleural effusion, or evidence of
pneumothorax is seen

The chest x-ray shows no in-
fection, fluid, or air outside the
lungs, and the heart and chest
look normal.

There is a small amount of lung
collapse at the left base, but no
signs of localized lung infection,
fluid between the lungs and chest
wall, or a collapsed lung else-
where.

The chest x-ray shows well-
expanded and clear lungs without
any focal consolidation, effusion
or pneumothorax

The chest x-ray shows left mid
lung linear atelectasis/scarring,
without any focal consolidation
or large pleural effusion

The chest x-ray shows clear
lungs without any infection, fluid,
or air outside the lungs.

The chest x-ray shows some mi-
nor scarring or collapse in the left
lung without any signs of local-
ized lung infection or significant
fluid.

Examples of SS & DE

Impression: No acute cardiopul-
monary process

The impression is that there’s no
acute cardiac or pulmonary pro-
cess

No serious heart or lung issues. The conclusion is no serious
heart or lung issues.

The cardiac and mediastinal sil-
houettes are grossly stable

The cardiomediastinal silhouette
appears stable

The heart and central chest area
look stable.

The heart and central chest struc-
tures appear stable.

Additionally, there is no sign of
pleural effusion or pneumothorax

There are no pleural effusions
and pneumothorax

There are no indications of fluid
build-up or air leakage in your
lungs.

There is no fluid build-up in the
chest, and no air leaks from the
lungs.

The heart size is mildly enlarged Heart size appears at least mild
to moderately enlarged

The heart is slightly larger than
normal.

The heart is slightly larger than
normal.

Table 1: Samples can be categorized based on different semantics but similar expressions, as well as similar semantics
but different expressions. The upperpart showcases examples of different semantics and similar expressions.
Although these sentences yield a high BLEU score, they convey distinct meanings. Conversely, the lower part
section presents examples of similar semantics and different expressions. Despite having a high BLEU score, these
sentences express different meanings. The blue box and orange box denote the differing expressions in the reference
and candidate texts.

Moreover, the specialized nature of radiology re-334

ports makes it challenging to find human annotators335

for evaluation. Therefore, calculating the correla-336

tion between automatic metrics and human scores337

is crucial for assessing the reliability of automatic338

evaluation metrics.339

To address these issues, we propose a novel eval-340

uation method for assessing generated reports. The341

evaluation process is detailed in Appendix A.5. In342

summary, it takes a candidate report and a reference343

report, splits them into sentences, and replaces each344

sentence with the most semantically similar sen-345

tence from a predefined sentence-level dataset. The346

semantic similarity is measured using GritLM, and347

sentences with a similarity score higher than a spec-348

ified threshold are counted. The proportion of sen-349

tences in the candidate and reference reports that350

meet this similarity threshold are calculated, along-351

side traditional metrics such as BLEU, ROUGE,352

and METEOR scores. Our evaluation framework353

aims to provide a more accurate evaluation of the354

generated reports by addressing the limitations of355

word-overlap metrics and templated RRG reports.356

3.3 Training 357

In parallel to the evaluation framework, we exten- 358

sively showcase that training on our layman’s terms 359

dataset provides significant benefits to models. 360

We depict the scaling law between the number 361

of training examples and model’s semantic gain, 362

which is brought exclusively by our layman’s terms 363

dataset, while the opposite effect is brought by the 364

raw dataset format. This discrepancy highlights 365

that training on the original dataset longer brings 366

overfitting, and is detrimental to models, while our 367

dataset shows continual improvements. 368

We use MiniGPT4 as the base model. We split 369

each dataset (raw and layman’s) into 5k, 10k, 15k, 370

20k, 25k and 50k to train the model respectively. 371

The models are trained with 10 epochs, a batch size 372

of 50 (achieved with gradient accumulation), on 373

A6000 GPUs. 374

3.4 On the limitations of lexical-based 375

evaluation 376

In this section, we reveal the behavioural differ- 377

ence between lexical-based evaluation metric and 378
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Dataset SS&DE DS&SE

Type raw layman raw layman

B-1 0.192 0.381 0.644 0.314

B-2 0.131 0.251 0.505 0.116

B-3 0.100 0.178 0.393 0.064

B-4 0.066 0.116 0.312 0.042

R-1 0.349 0.407 0.622 0.286

R-2 0.169 0.210 0.399 0.072

R-L 0.341 0.383 0.581 0.250

Meteor 0.386 0.452 0.627 0.310

Semantics 0.5 0.507 0.02 0.01

Table 2: BLEU and ROUGE score in professional report
and its layman’s term. SS&DE represent similar seman-
tics and different expressions; DS&SE means different
semantics and similar expressions. Semantic scores are
calculated with the proportion of semantic similarity
over 0.8 among all sentences.

semantics-based evaluation metric.379

In order to verify the effectiveness of layman’s380

term report which could resolve expression differ-381

ence issues and semantics difference issues, we382

construct two subsets: Similar Semantics (SS) &383

Different Expressions (DE), Different Semantics384

(DS) & Similar Expressions (SE). The perception385

of lexical-based and semantics-based metric to-386

wards the two subsets characterizes their robust-387

ness.388

For both raw professional reports and their lay-389

man’s term’s counterpart, we calculate the BLEU390

score, ROUGE score and Meteor score as well as391

semantic similarity between candidates and refer-392

ences in the "SS & DE" and "DS & SE" subsets.393

The result is shown in the Table 2. From this table,394

for "DS & SE", pairs in the professional subset395

are wrongly perceived to have a high score by lexi-396

cal metrics, e.g., 0.644 (BLEU-1), 0.505 (BLEU-397

2), 0.393 (BLEU-3) and 0.312 (BLEU-4); while398

its translated layman’s terms significantly mitigate399

this mirage (0.312, 0.116, 0.064 and 0.042 respec-400

tively). Moreover, our semantics-based metric is401

able to reveal their non-semantically similar nature,402

characterized by the fact that > 0.8 pairs are re-403

spectively 2% and 1%. By contrast, for the "SS404

& DE" subset, the most ideal scenario would be405

having a metric that is robust to expression differ-406

ences, and perceive the pairs to have a high per-407

formance. We could see that lexical-based metrics408

fail to reflect this pattern, giving raw professional409

report pairs significantly low scores. Our translated 410

layman’s pairs counteract the weakness of lexical 411

metrics, providing a higher perceived score. How- 412

ever, the combination of our layman’s dataset and 413

semantics-based metric provide the strongest ro- 414

bustness, showing both a high semantic score (over 415

50% >0.8 pairs) and a small perceptual difference 416

between raw pairs and layman’s pairs. 417

In summary, despite the inherent weakness of 418

lexical-based metrics, they are even more vulner- 419

able to the heavily patterned raw professional re- 420

ports, largely fail to reflect the actual relational 421

semantics of pairs (higher lexical scores for DS 422

pairs than SS pairs). Our layman’s terms datasets 423

counteract this weakness to a great extent, leading 424

to a more correct relation between pairs (higher 425

lexical scores for SS pairs than DS pairs). Most 426

importantly, the combination of semantics-based 427

method and our layman’s terms dataset provides 428

the most robust evaluation. 429

3.5 Enhancing training with Layman’s Terms: 430

A Scaling Law Perspective 431

When using heavily patternized professional re- 432

ports to train generative models, we hypothesize 433

that generative models may pay more attention to 434

the structure of the reports, instead of their seman- 435

tics. In contrary, translating professional reports 436

into layman’s terms largely removes their highly- 437

templated nature. Intuitively, the diverse expres- 438

sions of layman’s reports lead to the models focus- 439

ing on report semantics, as there is no templates 440

to overfit to anymore. We envision that training 441

with layman’s terms reports would largely unleash 442

model’s potential, leading to stronger semantics 443

understanding on the reports, compared to training 444

on the original professional formats. 445

In order to verify our hypothesis, we construct 446

a range of training sets for both datasets with in- 447

creasing training samples, going from 5k to 50k. 448

We use these samples to fine-tune MiniGPT4 and 449

generate 500 reports in each setting for evaluation. 450

Given the behavioral advantage of semantics-based 451

metrics shown in the last section, we calculate the 452

semantic similarity between each sentence in the 453

generated report and each sentence in the reference 454

report. We then count the number of occurrences 455

in different score ranges. The result of the largest 456

setting is outlined in Figure 2 (a) (Refer to Ap- 457

pendix A.10 for statistics of all settings). Next, 458

we compare the score ranges for the same training 459

scale with different types of data. We consider a 460
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(a) (b)

Figure 2: Scaling law of the model’s semantic understanding by training on report-level datasets.

semantic similarity greater than 0.8 as an indica-461

tion that the generated sentence correctly reflect462

the semantics of the groundtruth sentence.463

Here, we reveal a positive scaling law brought464

by layman’s terms dataset. As shown in Figure 2465

(b), the model trained on layman’s terms dataset466

presents a monotonically increased performance467

along the increase of training samples. By contrast,468

the model trained professional reports reaches peak469

performance with 10k training samples, and starts470

monotonically degrading with more training sam-471

ples. This clearly indicates that training on more472

professional reports is detrimental to model’s se-473

mantics learning, which we attribute to the over-474

fitting to templates throughout the paper. Notably,475

the layman’s terms dataset surpasses raw reports476

when the training set size reaches 50k. In order477

to reveal why training on 10k professional reports478

reaches the highest performance, we conduct a se-479

ries of experiments. We find that, the model trained480

on the 10k professional dataset suffers from a se-481

vere representation collapse. We measure the pair-482

wise similarity of the generated reports on the test483

set and find that the reports generated by the 10k484

professional model results in an average cosine485

similarity of 0.893 with a variance of 0.008. This486

implies that the high cosine similarity in Figure 2487

is achieved by quickly learning to generate reports488

that look alike the majority class in the train set489

(no findings/normal reports) to decrease the loss.490

In contrast, its 10k layman terms counterpart re-491

sults in a pairwise cosine similarity of 0.802 and492

a variance of 0.012, indicating the diversity of the493

layman reports makes the reports harder to learn at494

first. Combining this finding with professional re-495

ports’ vulnerability to overfitting that we illustrate496

in Figure 2, we can conclude that our layman’s497

dataset provides a more natural and robust pro-498

gression in model’s semantics understanding by 499

scaling up the dataset, compared to shortcut behav- 500

ior found above for the professional report model. 501

Additionally, we also measured a few more spe- 502

cialized metrics and show that at the scale of 10k, 503

the layman’s model outperforms the professional 504

model (Chexbert 0.447 v.s., 0.398; RadCliQ-v0 505

0.413 v.s., 0.405). 506

3.6 Evaluation 507

Due to the obscurity of professional reports and 508

high cost for clinicians to serve as human evalu- 509

ators, there is a scarcity of research focusing on 510

the correlation between human scores and BLEU 511

scores in this domain. However, it is well-studied 512

problem that metrics based on word overlaps of- 513

ten fail to capture the semantics of the reports and 514

typically exhibit weak correlations with human an- 515

notations in other fields. Thus, relying solely on 516

word overlap metrics to evaluate the quality of gen- 517

erated radiology reports is inadequate. 518

To align the setting of evaluating the two mod- 519

els trained on raw reports and layman’s terms re- 520

ports and make raw reports more comprehensive 521

to non-clinician human evaluators, we translate the 522

professional reports into layman’s terms. We then 523

recruit three human annotators, all proficient in En- 524

glish, to score these generated reports following 525

this protocol: 526

Given the generated text and the reference, cal- 527

culate the proportion of sentences in the generated 528

text that semantically match each sentence in the 529

reference. 530

The same protocol is applied to evaluate both 531

generation of models trained by layman’s term and 532

raw reports, respectively. After obtaining scores 533

from all human evaluators, an aggregate score is 534

calculated by averaging across all criteria to pro- 535
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Correlation Pearson Spearman

Type raw layman raw layman

B-1 0.533 0.534↑ 0.536 0.524

B-2 0.526 0.573↑ 0.532 0.538↑

B-3 0.480 0.557↑ 0.502 0.519↑

B-4 0.420 0.519↑ 0.450 0.472↑

R-1 0.543 0.586↑ 0.550 0.565↑

R-2 0.430 0.524↑ 0.441 0.485↑

R-L 0.526 0.561↑ 0.532 0.534↑

Meteor 0.527 0.586↑ 0.538 0.556↑

Semantics 0.559 0.601↑ 0.558 0.576↑

Chexbert 0.570 0.600↑ 0.620 0.703↑

Radgraph 0.521 0.652↑ 0.536 0.658↑

RadCliQ-v0 0.616 0.710↑ 0.633 0.724↑

RadCliQ-v1 0.613 0.719↑ 0.630 0.728↑

Table 3: The correlation of automated metrics (BLEU,
ROUGE and semantic scores) and human evaluators,
for both professional reports and their layman’s terms
counterpart. Semantic scores are calculated with the
proportion of semantic similarity over 0.8 among all
sentences.

vide a comprehensive measure of each response’s536

quality. The Inner-Annotator Agreement (IAA)537

among the three evaluators is assessed using Co-538

hen’s Kappa, yielding an agreement of 0.63 for539

raw reports and 0.58 for layman’s terms reports,540

indicating a consistent fair to good agreement level541

(0.4-0.75). For more details about human annota-542

tors, please see Appendix A.11.543

The detailed correlation results are outlined in544

the Table 3. From the results, correlation between545

automated metrics and humane evaluators is consis-546

tenly higher for layman’s terms. We also measure547

Clinical Efficacy (CE) metrics (e.g., CheXbert-F1,548

RadGraph-F1 and RadCliQ) for both professional549

reports and layman’s reports. As the CE metrics550

mainly evaluate name entities of the generated re-551

ports, these metrics are as well applicable to lay-552

man’s reports. As can be seen in Table 3, the corre-553

lations between CE metrics and human evaluation554

are generally higher for reports in layman’s terms,555

which verifies the effectiveness of layman’s reports.556

3.7 Case Study557

We present several sentence-level examples in Ta-558

ble 4, demonstrating how translating professional559

reports into layman’s terms improves clarity and560

comprehension. For instance, the term pleural ef- 561

fusion is translated as extra fluid around the lungs, 562

making it easier to understand. Similarly, bibasilar 563

atelectasis, which is difficult for patients to com- 564

prehend, becomes collapsed lung areas, a much 565

clearer and more accessible description. These sim- 566

plifications make medical information much more 567

accessible and easier for patients to understand. 568

original layman

Both lung fields are
clear

Both lungs look healthy
with no problems

No evidence of pleural
effusion

There is no extra fluid
around the lungs

The chest x-ray shows
subtle patchy lateral left
lower lobe opacities,
which are most likely
vascular structures and
deemed stable with no
definite new focal con-
solidation

The x-ray shows faint
cloudy spots in the
lower part of the left
lung, likely blood ves-
sels, and overall stable
with no new clear lung
infection

Overall impression sug-
gests appropriate posi-
tioning of the tubes
and bibasilar atelectasis,
along with findings con-
sistent with small bowel
obstruction

The overall impression
suggests proper place-
ment of tubes and some
collapsed lung areas,
along with signs of
small bowel obstruction

However, cephalization
of engorged pulmonary
vessels has probably im-
proved

The congested blood
vessels in the lungs have
likely improved

Table 4: Examples from the sentence-level dataset.

4 Conclusion 569

In this paper, we proposed a novel Layman’s RRG 570

framework, which includes two Layman’s terms 571

datasets, a semantics-based evaluation framework 572

and a training framework. We introduced two high- 573

quality datasets with rigorous refinement process. 574

We show that, the reports in layman’s terms com- 575

bining with our semantics-based method signif- 576

icantly mitigates the inflated results brought by 577

word-overlap metrics and highly-templated radi- 578

ology reports. Last, we demonstrate that training 579

with our report-level Layman’s dataset enhances 580

the model’s semantic understanding, displaying a 581

promising scaling law for the model’s performance 582

as the number of training examples increases. 583
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Ethics Statement584

In this paper, we introduce a Layman RRG frame-585

work for radiology report generation and evaluation.586

The advantage of our framework is that it is better587

for models to enhance the understanding on the588

semantics, as well as provide a more robust evalu-589

ation framework. However, a potential downside590

is that some layman’s terms may express inappro-591

priate or offensive meanings because of the hallu-592

cination issues of LLMs. Therefore, it is crucial593

to carefully review the content of training datasets594

prior to training the layman models to mitigate this595

issue.596

Limitations597

Although our Layman RRG framework could pro-598

vide a promising training process and provide a599

robust evaluation process, it has certain limitations.600

Primarily, as we utilized GPT-4o to translate the601

professional reports to layman’s terms and proceed602

a strict modification process to improve the quality603

of translated layman’s term, it may also include604

a few of professional reports that do not translate605

perfectly. In future work, we will focus more on606

continuing to improve the quality of translated re-607

ports.608
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Sentences: 791

{placeholder for 50 sentences} 792

793

Please finish the following tasks. 794

Tasks: 795

1. Translation: Please translate each sentence into 796
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plain language that is easy to understand. You797

must translate all the sentences.798

799

For each task, return a dict. Here are some800

examples:801

Task 1:802

“‘json803

{804

"0": "No signs of infection, fluid, or air outside of805

the lung—everything looks normal.",806

"1": "The unclear spots seen in both lungs are807

most likely just shadows from nipples.",808

...809

}810

“‘811

812

A.2 Prompt for Refinement813

Given a series of Original sentences that are814

split from radiology reports and their translated815

layman’s terms sentence.816

817

Original Sentences:818

{placeholder for 50 sentences}819

820

Translated Layman’s Term:821

{placeholder for 50 sentences}822

823

Please finish the following tasks.824

Tasks:825

1. Check and Modification: Please check if the826

translated sentence is semantically consistent827

and has the same detailed description as the828

given original sentence. If it is, make no changes;829

otherwise, make modifications.830

831

For each task, return a dict. Here are some832

examples:833

Task 1:834

“‘json835

{836

"0": "No signs of infection, fluid, or air outside of837

the lung—everything looks normal.",838

"1": "The unclear spots seen in both lungs are839

most likely just shadows from nipples.",840

...841

}842

“‘843

844

845

Algorithm 1 Dataset Generation and Refinement
Require: A set of n data items D = {d1, d2, . . . , dn}, a threshold θ for

semantic similarity
Ensure: Translated set T = {t1, t2, . . . , tn} where each ti is a valid

translation of di

1: for i = 1 to n do
2: repeat
3: ti ← LLM-Translate(di)
4: sim← Semantic-Similarity(di, ti)
5: correct← LLM-Check-Translation(di, ti)
6: until sim ≥ θ and correct
7: end for
8: return T

A.3 Dataset 846

In this part, we outline the statistics of our datasets 847

as follows in the Table 5. 848

Datasets Sentence-level Report-Level

# Numbers 50000 50000

Avg. # Words per sample 28.68 101.45
Avg. # Sentences per sample 1 5.05

Table 5: Data statistics of the sentence-level and report-
level dataset.

A.4 Dataset Generation and Refinement 849

Algorithm 850

The Dataset Generation and Refinement Algorithm 851

is shown as Algorithm 1. 852

A.5 Candidate Report Evaluation using 853

GRITLM and Layman Term 854

Replacement 855

The Candidate Report Evaluation using GRITLM 856

and Layman Term Replacement is shown as Algo- 857

rithm 2. 858

A.6 Refinement Rate 859

In this section, we examine a subset of 100 sam- 860

ples to analyze the refinement process, observing 861

both the accuracy proportion at each stage and the 862

sentence modification rate per step. As illustrated 863

in Figure 3, the refinement process concludes after 864

three iterations. 865
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Figure 3: Refinement

A.7 Analysis of refinement step866

As mentioned in the early parts, our data generation867

pipeline leverages a rigorous refinement process.868

This includes a LLM self-refinement module and869

an embedding model to assess semantic similarity.870

Here, we present an example going through 4871

steps in the refinement process. As detailed in Ta-872

ble 6, the example includes the translated report at873

each step and the calculation of semantic similarity874

between each sentence in the original professional875

report and the corresponding sentence in layman’s876

terms. Step 0 is the raw professional report that877

requires translation, and Steps 1-3 present the re-878

ports translated to layman’s terms. The red num-879

bers display the semantic similarity. It is evident880

that the semantic similarity increases in each step881

and remains unchanged at the third step, signify-882

ing the conclusion of the refinement process. This883

analysis demonstrates that the refinement process884

effectively enhances the quality of the translated885

layman’s reports.886

A.8 Instruction Tuning887

We further ran an initial experiment for the new888

application, by concatenating the 50k professional889

dataset and the 50k layman’s dataset, yielding a890

100k two-class instruction tuning training set. We891

hypothesize that seeing both versions with different892

wordings would encourage the model to pick up893

the semantic overlaps between the two datasets.894

For the two datasets, we prepend their corre-895

sponding instruction to the example: “Given this896

X-ray image, generate a professional radiology re-897

port.”, “Given this X-ray image, generate a radiol-898

ogy report in layman’s terms.” and in inference, we899

prepend the same instructions based on our need.900

The experiments took 5 days on 4 A6000 GPUs.901

In Table 7, we reported the model performance902

on three settings: 1) trained professional & infer-903

Step Report

0

Subtle rounded nodular opacity projecting over both lung
bases which could represent nipple shadows. Recommend
repeat with nipple markers to confirm and exclude under-
lying pulmonary nodule. Subtle bibasilar opacities likely
represent atelectasis or aspiration. No evidence of pneumo-
nia.

1

There are some unclear spots in the lower parts of both lungs
which might just be shadows caused by nipples (0.776).
We recommend doing another x-ray using nipple markers
to be sure (0.731). There are also subtle changes in the
lower lungs likely due to collapsed lung areas or inhaled
food/liquid (0.704). No signs of pneumonia (0.971).

2

The unclear spots seen in both lung bases are most likely
just shadows from nipples (0.778↑). We recommend a re-
peat x-ray with nipple markers to confirm and exclude any
underlying lung nodules (0.911↑). There are also subtle
changes in the lower lungs likely due to collapsed lung ar-
eas or inhalation of food/liquid (0.712↑). No evidence of
pneumonia (0.999↑).

3

The unclear spots seen in both lung bases are most likely
just shadows from nipples. We recommend a repeat x-ray
with nipple markers to confirm and exclude any underlying
lung nodules. There are also subtle changes in the lower
lungs likely due to collapsed lung areas or inhalation of
food/liquid. No evidence of pneumonia. (Refinement ends)

Table 6: The expression of an example going through
the refinement process.

Training set Similarity >0.8

professional 50k 0.293

layman 50k 0.299

professional + layman 100k 0.323

Table 7: Instruction Tuning

ence professional 2) trained layman & inference 904

layman 3) trained both & inference professional. 905

We show the percentage of generated reports that 906

have over 0.8 cosine similarity with the groundtruth 907

reports for each setting, aligning with the setting in 908

Figure 3 (right) in the paper. 909

As shown in the results, the instruction-tuned 910

model, when exposed to both professional and lay- 911

man reports in the training, can generate a higher 912

percentage of professional reports that are more se- 913

mantically aligned with the groundtruth. This has 914

indicated that the model is able to pick up semantic 915

hints from the layman’s dataset in the training to 916

enhance its professional report generation. More 917

importantly, this new unified model can generate 918

both professional and layman’s reports when pro- 919

vided with the instructions. 920

A.9 Case study 921

In this section, we provide more examples from 922

sentence-level dataset and report-level dataset. The 923

Table 8 include some examples in the sentence- 924

12



level dataset and Table 9 present samples selected925

from the report-level dataset.926

A.10 Scaling Law927

As illustrated in Figure 4, the training dataset scales928

are 5k, 10k, 15k, and 20k from top to bottom, re-929

spectively. We use the trained models to generate930

reports and calculate the semantic similarity be-931

tween the generated reports and reference reports.932

The figures on the left represent models trained by933

layman’s terms, while the plots on the right repre-934

sent those trained using raw professional reports.935

936

A.11 Details of Human Annotators937

Institutional Review Board (IRB). Our work938

does not require IRB approval as it only involves939

semantic assessment. Our evaluation compares940

the semantic consistency between paragraph pairs,941

where the ground truth is sourced from a public942

dataset available on GitHub. As our task focuses943

solely on semantic consistency without involving944

any X-ray images in the evaluation process, it can945

be considered a common text generation task.946

Human Annotators We would like to highlight947

the nature of the human evaluation of this work948

as the assessment of semantic alignment, which949

makes the task fall back to the evaluation of a reg-950

ular text generation task. This process is without951

involvement of any medical images. So we recruit952

human annotators from linguistic students and med-953

ical PhD students, who are professional in English954

reading and understanding. In addition, all of them955

have the right to access the MIMIC-CXR dataset.956

A.12 Additional Experiments957

We also tested the LLM-based approach using958

two different open-access ChatGPTs2 in both959

MIMIC CXR and PadChest (English translated)960

datasets, denoted as LLM1 and LLM2, respectively.961

Baseline approach in MIMIC CXR dataset indi-962

cates the layman reports which using prompts pro-963

vided in A.1. (Original) approach in MIMIC964

CXR and PadChest indicate the original radiology965

reports. We also reported their readability scores.966

Apart from the baseline prompt (denoted as P1),967

a instruction-following prompt (denoted as P2) is968

designed for GPT to generate layman report by969

examples provided. An example is shown in Fig. 5.970

2Kimi (www.moonshot.cn) and DeepSeek
(www.deepseek.com/)

The evaluation metrics are in three types: i) Clin- 971

ical accuracy, ii) Relevance, and iii) Readability. 972

For Readability, a set of text statistics metrics3 to 973

be used. Their abbreviation and the corresponding 974

metrics are listed below: 975

• Easy: The Flesch Reading Ease formula 976

• M1: The Flesch-Kincaid Grade Level 977

• M2: The Fog Scale (Gunning FOG Formula) 978

• M3: The SMOG Index 979

• M4: Automated Readability Index 980

• M5: The Coleman-Liau Index 981

• M6: Linsear Write Formula 982

• M7: Dale-Chall Readability Score 983

• M8: Spache Readability Formula 984

• M9: McAlpine EFLAW Readability Score 985

The experimental results are provided in Table 10 986

and Table 11. 987

3The open-source Python library is provided on pypi.org/
project/textstat
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Algorithm 2 Candidate Report Evaluation using
GRITLM and Layman Term Replacement

Require: Candidate report C, Reference report R,
Sentence-level dataset S, Semantic similarity
threshold θ = 0.8

Ensure: Proportion of sentences in C and R with
semantic similarity ≥ θ after replacement,
BLEU, ROUGE, and Meteor scores

1: Cs ← Split-Sentences(C)
2: Rs ← Split-Sentences(R)
3: for each sentence ci ∈ Cs do
4: max_sim← 0
5: for each sentence sj ∈ S do
6: sim← GRITLM-Similarity(ci, sj)
7: if sim > max_sim then
8: max_sim← sim
9: replacement← Layman-Term(sj)

10: end if
11: end for
12: ci ← replacement
13: end for
14: for each sentence ri ∈ Rs do
15: max_sim← 0
16: for each sentence sj ∈ S do
17: sim← GRITLM-Similarity(ri, sj)
18: if sim > max_sim then
19: max_sim← sim
20: replacement← Layman-Term(sj)
21: end if
22: end for
23: ri ← replacement
24: end for
25: similar_count← 0
26: for each sentence ci ∈ Cs do
27: for each sentence ri ∈ Rs do
28: sim← GRITLM-Similarity(ci, ri)
29: if sim ≥ θ then
30: similar_count ← similar_count +

1
31: break
32: end if
33: end for
34: end for
35: proportion← similar_count

|Cs|
36: BLEU ← Compute-BLEU(Cs, Rs)
37: ROUGE ← Compute-ROUGE(Cs, Rs)
38: Meteor ← Compute-Meteor(Cs, Rs)
39: return proportion,BLEU,ROUGE,Meteor

raw layman

Both lung fields are
clear

Both lungs look healthy
with no problems

No evidence of pleural
effusion

There is no extra fluid
around the lungs

The chest x-ray shows
subtle patchy lateral left
lower lobe opacities,
which are most likely
vascular structures and
deemed stable with no
definite new focal con-
solidation

The x-ray shows faint
cloudy spots in the
lower part of the left
lung, likely blood ves-
sels, and overall stable
with no new clear lung
infection

The impression states
that the opacities are
bilateral and indicative
of an infection that re-
quires follow up atten-
tion to ensure resolution

The impression notes
the cloudy spots are in
both lungs, likely indi-
cating an infection that
needs follow-up to en-
sure it’s resolved

Overall impression sug-
gests appropriate posi-
tioning of the tubes
and bibasilar atelectasis,
along with findings con-
sistent with small bowel
obstruction

The overall impression
suggests proper place-
ment of tubes and some
collapsed lung areas,
along with signs of
small bowel obstruction

A mildly displaced frac-
ture of the right ante-
rior sixth rib and possi-
ble additional right ante-
rior seventh rib fracture
are noted

There is a slightly dis-
placed fracture of the
right front sixth rib and
possibly another right
front seventh rib frac-
ture

There is increased soft
tissue density at the left
hilum and a fiducial
seed is seen in an un-
changed position

Increased tissue den-
sity is seen at the left
lung root and a tracking
marker is in the same
place as before

However, cephalization
of engorged pulmonary
vessels has probably im-
proved

The congested blood
vessels in the lungs have
likely improved

Moderate bilateral lay-
ering pleural effusions
are also present along
with a notable com-
pression deformity of a
lower thoracic vertebral
body, without informa-
tion about the age of the
patient

Moderate fluid in both
pleura is seen along
with a compression de-
formity in a lower chest
spine bone, without age
information on the pa-
tient

The chest x-ray image
reveals worsening dif-
fuse alveolar consoli-
dations with air bron-
chograms, particularly
in the right apex and en-
tire left lung

The x-ray shows
worsening of diffuse
lung cloudiness with
air-filled bronchial
tubes, especially in the
right lung apex and the
entire left lung

Table 8: Some examples of sentence-level dataset.
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raw layman

Bilateral nodular
opacities, which most
likely represent nipple
shadows, are observed.
There is no focal
consolidation, pleural
effusion, or pneumotho-
rax. Cardiomediastinal
silhouette is normal,
and there is no acute
cardiopulmonary pro-
cess. Clips project over
the left lung, potentially
within the breast, and
the imaged upper ab-
domen is unremarkable.
Chronic deformity of
the posterior left sixth
and seventh ribs is
noted.

There are spots seen
in both lungs that are
likely just nipple shad-
ows. There is no evi-
dence of a specific infec-
tion, fluid in the lungs,
or air outside the lungs.
The shape of the heart
and area around it looks
normal. There are no
immediate heart or lung
issues. There are sur-
gical clips in the area
of the left lung, likely
in the breast, and the
upper abdomen appears
normal. There is a long-
term deformity of the
sixth and seventh ribs
on the left side.

The chest x-ray shows
normal cardiac, medi-
astinal, and hilar con-
tours with clear lungs
and normal pulmonary
vasculature. No pleural
effusion or pneumotho-
rax is present. However,
multiple clips are seen
projecting over the left
breast, and remote left-
sided rib fractures are
also demonstrated. The
impression is that there
is no acute cardiopul-
monary abnormality de-
tected.

The chest x-ray shows a
normal heart shape and
clear lungs with no fluid
or air outside the lungs.
There are multiple surgi-
cal clips seen in the left
breast area, and old rib
fractures on the left side.
There are no immediate
heart or lung problems
detected.

The chest x-ray shows
no evidence of focal
consolidation, effusion,
or pneumothorax, and
the cardiomediastinal
silhouette is normal.
Multiple clips project-
ing over the left breast
and remote left-sided
rib fractures are noted.
No free air below the
right hemidiaphragm is
seen. The impression
is that there is no acute
intrathoracic process.

The chest x-ray does
not show any specific
lung infection, fluid, or
air outside the lungs.
The heart and surround-
ing area appear nor-
mal. Multiple surgical
clips are seen in the left
breast area, and old rib
fractures on the left side
are noted. There is no
free air under the right
side of the diaphragm.
There are no immediate
issues inside the chest.

Table 9: Some examples of report-level dataset.
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Data Model
Clinical Accuracy Relevance

Chexbert-F1 RadGraph-F1
B. M. R. Sem.

Acc Micro Macro R1 R2 R3

MIMIC
CXR

Baseline 0.737 0.576 0.076 0.026 0.023 0.016 0.073 0.299 0.337 0.577
LLM1+P1 0.771 0.602 0.086 0.012 0.010 0.007 0.085 0.366 0.348 0.587
LLM1+P2 0.846 0.776 0.138 0.028 0.024 0.017 0.087 0.384 0.347 0.758

PadChest

LLM1+P1 0.918 0.655 0.060 0.058 0.039 0.030 0.068 0.436 0.251 0.685
LLM1+P2 0.940 0.748 0.075 0.065 0.041 0.029 0.065 0.421 0.244 0.778
LLM2+P1 0.945 0.746 0.074 0.095 0.073 0.061 0.084 0.389 0.267 0.778
LLM2+P2 0.937 0.736 0.073 0.153 0.134 0.122 0.188 0.497 0.373 0.792

Table 10: Performance

Data Model Easy
Level↑

Level of Grade Required for Reading↓
M1 M2 M3 M4 M5 M6 M7 M8 M9

MIMIC
CXR

(Original) 43 9 11 11 11 14 5 11 5 11
Baseline 76 6 8 8 8 9 7 10 5 19
LLM1+P1 84 5 8 8 7 7 7 8 4 21
LLM1+P2 85 5 7 7 6 7 6 8 4 19

PadChest

(Original) 26 12 14 4 14 16 5 14 6 10
LLM1+P1 69 7 9 4 8 9 7 9 5 19
LLM1+P2 73 6 8 3 8 8 7 9 4 18
LLM2+P1 68 8 9 4 9 10 8 10 5 21
LLM2+P2 64 8 10 3 9 10 7 11 5 18

Table 11: Performance
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Figure 4: Scaling law of model’s semantic understanding training using report-level datasets. From up to down
shows the trend for models trained by 5k, 10k, 15k and 20k respectively.
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message = [ ]

introduction = """You are a writer of science journalism. 

Given a radiology reports, please finish the following tasks. 
Tasks: 1. Translation: Please translate each report into plain language that is easy to understand (layman's terms). The layman-translated
report requires writing factual descriptions, while also paraphrasing complex scientific concepts using a language that is accessible to the
general public. Meanwhile, it preserve the details as much as possible. Each translated sentence must correspond to the original sentence.
For example, a 4-sentence report should be translated into a 4-sentence layman's termed report. You must translate all the reports. 

Here are some examples of layman-version reports: 
"""

query = """Report to be translated:\n"""

for example in example_of_layman_reports:
    introduction.append(example)

messages.append({"role":"system", "content": introduction}) 

for report in radiology_reports:
    messages.append({"role":"user", "content": query}) 

Prompting GPT to Generate Layman Report of Radiology Image Reports

Figure 5: Example of prompting GPT to generate the layman report of the radiology image reports.
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