
Knowledge-Based Compositional Generalization Workshop, International Joint Conferences on Artificial Intelligence(IJCAI-23).1

Multi-Source Knowledge-Based Hybrid Neural Framework for Time Series
Representation Learning

Sagar Srinivas Sakhinana∗, {Krishna Sai Sudhir Aripirala, Shivam Gupta}†, Venkataramana
Runkana

TCS Research
{sagar.sakhinana, k.aripirala, g.shivam4, venkat.runkana}@tcs.com,

1 ABSTRACT
Accurately predicting the behavior of complex dynamical
systems, characterized by high-dimensional multivariate time
series(MTS) in interconnected sensor networks, is crucial for
informed decision-making in various applications to mini-
mize risk. While graph forecasting networks(GFNs) are ideal
for forecasting MTS data that exhibit spatio-temporal de-
pendencies, prior works rely solely on the domain-specific
knowledge of time-series variables inter-relationships to
model the nonlinear dynamics, neglecting inherent relational-
structural dependencies among the variables within the MTS
data. In contrast, contemporary works infer relational struc-
tures from MTS data but neglect domain-specific knowledge.
The proposed hybrid architecture addresses these limitations
by combining both domain-specific knowledge and implicit
knowledge of the relational structure underlying the MTS
data using Knowledge-Based Compositional Generalization.
The hybrid architecture shows promising results on multiple
benchmark datasets, outperforming state-of-the-art forecast-
ing methods. Additionally, the architecture models the time-
varying uncertainty of multi-horizon forecasts.

2 INTRODUCTION
Multivariate time series forecasting(MTSF) is a crucial task
with diverse applications in various sectors, including fi-
nance, healthcare, energy, and others. MTSF facilitates
strategic decision-making by predicting interrelated variables
that change over time. In retail and e-commerce, it is used to
forecast product demand, optimize supply chains, and man-
age inventory levels. Cloud providers utilize MTSF to ac-
curately predict web traffic and efficiently scale server fleets
to meet anticipated demand. Forecasting MTS data is chal-
lenging due to the complex interrelationships among multiple
variables and the unique characteristics of MTS data, such
as non-linearity, high-dimensionality and non-stationarity.
Over the past few years, Spatial-temporal graph neural net-
works(STGNNs) have gained popularity for modeling intri-
cate dependencies in MTS data, improving forecast accu-
racy. While explicit relationships among variables are pro-
vided by human experts through a predefined or explicit
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graph, implicit relationships are obtained using data-driven
neural relational inference methods([Kipf et al., 2018]). Im-
plicit relationships, characterized by their high complexity
and non-linearity, evolve over time and reveal hidden inter-
relations among variables unknown to human experts which
are not trivial, whereas explicit relations stemming from do-
main expertise remain static. Existing “human-in-the-loop”
STGNNs([Yu et al., 2017], [Li et al., 2017], [Guo et al.,
2020]) integrate domain-specific knowledge and learn MTS
data dynamics, but real-world situations often present un-
known or incomplete graph structures, resulting in subopti-
mal forecasting. These predefined structures may also inade-
quately capture non-static spatio-temporal dependencies, im-
peding the accurate inference of latent time-conditioned re-
lations that influence variable co-movements within the MTS
data. Moreover, STGNNs neglect the significance of edges in
explicit graph structure, hindering modeling of complex sys-
tems. Incorporating effective methods to represent edge in-
formation within STGNNs is necessary for accurately model-
ing complex dynamical systems. Additionally, STGNNs have
limitations in capturing the importance of subgraphs within
the larger explicit graph structure, which can be addressed
by developing new methods to incorporate subgraph dynam-
ics to model complex systems. Conversely, recent “human-
out-of-the-loop” STGNNs([Shang et al., 2021], [Deng and
Hooi, 2021], [Wu et al., 2020]) simultaneously learn the
discrete dependency graph structures and the MTS data dy-
namics, but neglect predefined inter-relationships from do-
main expertise, leading to subpar performance in graph time-
series forecasting. Moreover, implicitly learning the latent
graph structure from MTS data is constrained by the limita-
tions of pairwise connections among the variables. However,
the interconnected networks in complex dynamical systems
could have higher-order structural relations beyond pairwise
associations. Hypergraphs, a generalization of graphs, can
effectively model these relations in high-dimensional MTS
data. Additionally, while conventional STGNNs empha-
size pointwise forecasting, they do not offer any estimates
of uncertainty for the multi-horizon forecasts. We propose
the Multi-Source Knowledge-Based Hybrid Neural Frame-
work(for brevity, MKH-Net) to address these challenges.
This framework integrates the domain-specific knowledge
and data-driven knowledge using a joint-learning approach to
model the complex spatio-temporal dynamics underlying the



MTS data, resulting in better forecast accuracy and reliable
uncertainty estimates. The proposed framework has two main
components: spatial and temporal inference components. Us-
ing a space-then-time(STT, [Gao and Ribeiro, 2022]) ap-
proach, the framework performs the spatial message-passing
schemes prior to the temporal-encoding step. The spatial
inference component combines “implicit hypergraph”, “ex-
plicit subgraph”, and “dual-hypergraph” representation learn-
ing methods to learn the various aspects of the underly-
ing structure of interrelationships among variables in MTS
data, characterizing the complex sensor network-based dy-
namical systems. The “implicit hypergraph” method learns
the hierarchical interdependencies between variables in MTS
data by modeling the discrete hypergraph relational struc-
ture and performs the hypergraph representation learning
schemes to obtain latent hypernode-level representations,
which accurately capture the spatio-temporal dynamics of the
hypergraph-structured MTS data. The “explicit subgraph”
method extracts overlapping subgraph patches and uses sub-
graph message-passing schemes to learn spatio-temporal dy-
namics within the explicit graph-structured MTS data. The
‘dual-hypergraph” method captures the latent information of
edges in explicit graph-structured MTS data by utilizing the
Dual Hypergraph Transformation(DHT) method. This is
achieved through a powerful message-passing scheme that
is tailored specifically to the edges in the structured MTS
data, resulting in a more accurate modeling of the underlying
spatio-temporal dynamics. The proposed MKH-Net frame-
work uses a gating mechanism to perform a convex com-
bination of the multi-knowledge representations computed
by the different methods, resulting in more accurate latent
representations of the complex non-linear dynamics in MTS
data. The MKH-Net framework is capable of capturing var-
ious types of dependencies that exist across different obser-
vation scales, as correlations among variables may vary in
short-term versus long-term views of the MTS data. The
temporal learning component models the time-evolving dy-
namics of interdependencies among variables in MTS data,
enabling the framework to provide accurate multi-horizon
forecasts and precise predictive uncertainty estimates. To
put it briefly, the proposed framework offers an end-to-end
methodology for learning spatio-temporal dynamics in MTS
data with both explicit graph and implicit hypergraph struc-
tures. This approach utilizes multiple representation learn-
ing methods, including “explicit subgraph”, “implicit hyper-
graph”, and “dual-hypergraph”, to capture evolutionary and
multi-scale interactions among variables in the latent repre-
sentations to achieve better modeling accuracy. The frame-
work also models time-varying uncertainty in forecasts and
utilizes the learned latent representations for downstream
MTSF tasks, resulting in accurate multi-horizon forecasts and
reliable predictive uncertainty estimates. Additionally, the
framework is designed to offer better generalization and scal-
ability for large-scale spatio-temporal MTS forecasting tasks
found in real-world applications.

3 PROBLEM DEFINITION
Let us consider a historical time series dataset with n corre-
lated variables, observed over T time steps, represented by

the notation X=
(
x1, . . . ,xT

)
. Here, the subscript indicates

the time step, while the observations for all the n variables at
time step t are denoted by xt=

(
x
(1)
t ,x

(2)
t , . . . ,x

(n)
t

)
∈R(n),

where the superscript refers to the variables. In the context
of MTSF, we employ the rolling-window method for multi-
horizon forecasting, where a look-back window is predefined
at the current time step t to include the prior τ -steps of MTS
data, to predict the next υ-steps. Specifically, we aim to uti-
lize a historical window of n-correlated variables, represented
by the notation X(t−τ : t−1)∈Rn×τ , which have been observed
over the previous τ -steps prior to the current time step t, to
make predictions about the future values of n variables for
the next υ-steps, denoted as X(t:t+υ−1)∈Rn×υ. To capture
the spatio-temporal correlations among a multitude of corre-
lated time series variables, the MTSF problem is formulated
on graph and hypergraph structures. The historical inputs
are represented as continuous-time spatial-temporal graphs
denoted by Gt=

(
V, E ,X(t−τ : t−1),A(0)

)
, where Gt is com-

posed of a set of nodes(V) which represent the variables,
edges(E) that describe the connections among the variables,
and a node feature matrix X(t−τ : t−1) that changes over time.
The explicit static-graph structure based on prior knowledge
of time-series variables relationships is described by the ad-
jacency matrix A(0)∈{0, 1}|V|×|V|. To further capture the
complex relationships among MTS data, we consider the his-
torical inputs as a sequence of dynamic hypergraphs, de-
noted by HGt=

(
HV,HE ,X(t−τ : t−1), I

)
. Here, the hyper-

graph is represented by a fixed set of hypernodes(HV) and
hyperedges(HE), where the hypernodes denote the variables,
and the hyperedges capture the latent higher-order relation-
ships between the hypernodes. The time-varying hypern-
ode feature matrix is given by X(t−τ : t−1). The implicit hy-
pergraph structure is learned through an embedding-based
similarity metric learning approach. The incidence matrix
I∈Rn×m describes the hypergraph structure, where Ip, q=1
if the hyperedge q is incident with hypernode p, and oth-
erwise 0. The sparsity of the hypergraph is determined by
the number of hyperedges(m) in the hypergraph. The pro-
posed framework aims to learn a function F (θ) that can
map MTS data, X(t−τ : t−1), to their respective future values,
X(t:t+υ−1), given a Gt andHGt.[

x(t−τ), · · · ,x(t−1);Gt,HGt
]F (θ)−→

[
x(t+1), · · · ,x(t+υ−1)

]
The MTSF task formulated on the explicit graph (Gt) and

implicit hypergraph (HGt) can be expressed as follows:
min
θ
L
(
X(t:t+υ−1), X̂(t:t+υ−1);X(t−τ : t−1),Gt,HGt

)
Here, θ represents all the learnable parameters of the train-

able function F (θ). The model predictions are denoted by
X̂(t:t+υ−1), and L represents the loss function. We train our
learning algorithm using the mean absolute error(MAE) func-
tion, which is defined as follows:

LMAE (θ)=
1

υ

∣∣∣X(t:t+υ−1) − X̂(t:t+υ−1)

∣∣∣
4 OUR APPROACH
Our framework presents a neural forecasting architecture
composed of three main components: the projection layer,
spatial inference, and temporal inference components, which
are illustrated in Figure 1. The spatial inference component



includes three methods: “implicit hypergraph”, “explicit sub-
graph”, and “dual-hypergraph” representation learning meth-
ods. The “implicit hypergraph” method computes the depen-
dency hypergraph structure of multiple time series variables
and uses higher-order message-passing schemes to model the
hypergraph-structured MTS data. This approach computes
time-conditioned, optimal hypernode-level representations,
capturing complex relationships between variables over time.
The “explicit subgraph” method consists of two modules,
the patch extraction and the subgraph encoder. The patch
extraction module extracts overlapping subgraph patches
from a predefined graph, while the subgraph encoder mod-
ule uses spatial graph-filtering techniques to compute time-
evolving, optimal node-level representations, which effec-
tively capture the underlying spatio-temporal dynamics of the
graph-structured MTS data. The “dual-hypergraph” method
transforms edges(nodes) in an explicit graph into hypern-
odes(hyperedges) in a dual hypergraph, allowing hypernode-
level message-passing schemes to be applied for edge repre-
sentation learning of the explicit graphs. The temporal infer-
ence component of the framework combines multiple latent
representations from different methods and learns their tem-
poral dynamics. By jointly optimizing the different learning
components, the framework provides accurate multi-horizon
forecasts and reliable uncertainty estimates for various time-
series forecasting tasks.

Projection
Layer

Temporal 
Feature 

Extractor

Spatial 
Feature 

Extractor

Windowed Time Series Pointwise Forecasts

Figure 1: Overview of MKH-Net framework.

4.1 PROJECTION LAYER
The proposed framework includes a projection layer that uti-
lizes gated linear networks(GLUs, [Dauphin et al., 2017]) to
learn non-linear representations of the input data. The in-
put data is represented by X(t−τ : t−1)∈Rn×τ , and the projec-
tion layer uses GLUs to selectively pass information through
a gating mechanism and transform the input data into a new
feature matrix, X̄(t:t+υ−1)∈Rn×d, computed as follows,

X̄(t:t+υ−1)=
(
σ(W0X(t−τ : t−1))⊗W1X(t−τ : t−1)

)
W2

where W0,W1,W2∈Rτ×d denotes the trainable weight
matrices, and an element-wise multiplication operation de-
noted by ⊗. The non-linear activation function, σ, is applied
to enhance the representation learning process.

4.2 SPATIAL-INFERENCE
Figure 5 shows the spatial inference component of the frame-
work, which comprises of three distinct methods. Further de-
tails are discussed in the following sections.
Hypergraph inference and representation learning
The “implicit hypergraph” method is composed of two mod-
ules: hypergraph inference(HgI) and hypergraph represen-
tation learning(HgRL). HgI module uses a similarity metric
learning method to capture the hierarchical interdependence
relations among time-series variables and compute a discrete
hypergraph topology for a hypergraph-structured representa-
tion of MTS data. The differentiable embeddings, zi, zj∈

R(d), where 1≤i≤n and 1≤j≤m, represent the hypernodes
and hyperedges of the hypergraph, respectively, and capture
their global-contextual behavioral patterns in a d-dimensional
vector space. These embeddings enable the HgI module to
effectively model the dynamic relationships among the vari-
ables over time, making it a powerful tool for learning task-
relevant relational hypergraph structures from complex MTS
data. We compute the pairwise similarity between any pair zi
and zj as follows,

Pi,j=σ
(
[Si,j ||1− Si,j ]

)
;Si,j=

zTi zj + 1

2 ∥zi∥ · ∥zj∥
where ∥ denotes vector concatenation. The sigmoid activa-

tion function maps the pairwise scores to the range [0,1]. The
hyperedge probability over hypernodes of the hypergraph is
denoted by P(k)

i,j ∈Rnm×2, where k∈{0, 1}. The scalar value
of P(k)

i,j ∈[0, 1] encodes the relation between an arbitrary pair of
hypernodes and hyperedges (i, j). P(0)

i,j represents the proba-
bility of a hypernode i connected to hyperedge j, while P(1)

i,j

represents the probability that the hypernode i is not con-
nected to the hyperedge j. We utilize the Gumbel-softmax
trick, as presented in [Jang et al., 2016], which allows for
accurate and efficient sampling of discrete hypergraph struc-
tures from the hyperedge probability distribution Pi,j . This
technique enables the HgI module to effectively capture in-
tricate relationships among variables in MTS data. The con-
nectivity pattern of the sampled hypergraph structure is rep-
resented by an incidence matrix I∈Rn×m, which encapsu-
lates the relationships between hypernodes and hyperedges
in the hypergraph. The Gumbel-softmax trick enables learn-
ing of the hypergraph structure in an end-to-end differentiable
manner, facilitating the application of gradient-based opti-
mization methods during model training within an inductive-
learning approach. The incidence matrix is computed as,

Ii,j=exp
((
g
(k)
i,j + P(k)

i,j

)
/γ
)/∑

exp
((
g
(k)
i,j + P(k)

i,j

)
/γ
)

Where, the temperature parameter(γ) of the Gumbel-
Softmax distribution is set to 0.05. The random noise
sampled from the Gumbel distribution is denoted by
g
(k)
ij ∼Gumbel(0, 1)=log(− log(U(0, 1)), where U denotes

the uniform distribution with a range of 0 to 1. The
learned hypergraph is then regularized to be sparse by op-
timizing the probabilistic hypergraph distribution parame-
ters, which drops the redundant hyperedges over hypern-
odes. The forecasting task provides indirect supervisory
information, which helps to reveal the higher-order struc-
ture or hypergraph relation structure in the observed MTS
data. We utilize a sequence of dynamic hypergraphs to
represent the MTS data, where each hypergraph is denoted
by HGt=

(
HV,HE ,X(t−τ : t−1), I

)
. A hypergraph representa-

tion learning(HgRL) module is employed to compute opti-
mal hypernode-level representations that capture the spatio-
temporal dynamics within the hypergraph-structured MTS
data. These representations are then used for performing in-
ference on the downstream multi-horizon forecasting task.
The HgRL module is a neural network architecture that uti-
lizes both Hypergraph Attention Network(HgAT) and Hyper-
graph Transformer(HgT) to accomplish this task. HgT em-
ploys multi-head self-attention mechanisms to learn latent



hypergraph representations, h′
i
(t), without prior knowledge

about the hypergraph structure. On the other hand, HgAT
performs higher-order message-passing schemes on the hy-
pergraph topology to compute the latent hypernode repre-
sentations, h(t)

i . The combination of HgT and HgAT pro-
vides HgRL with a powerful backbone for capturing complex
relationships and dependencies among variables within the
hypergraph-structured MTS data in the differentiable latent
hypergraph representations. Further implementation details
and an in-depth explanation are available in the appendix. A
gating mechanism is implemented to regulate the information
flow from h′

i
(t) and h

(t)
i , which produces a weighted combi-

nation of representations h
(t)
i,IMP. The gating mechanism is

described by,
g′=σ

(
f ′
s(h

′
i
(t)
) + f ′

g(h
(t)
i )
)

h
(t)
i,IMP=σ

(
g′(h′

i
(t)
)) + (1− g′)(h

(t)
i )
)

where f ′
s and f ′

g are linear projections. Fusing representa-
tions can be useful for modeling the multi-scale interactions
underlying spatio-temporal hypergraph data and can help mit-
igate overfitting. By incorporating the most relevant informa-
tion, the proposed framework captures time-evolving under-
lying patterns in MTS data, resulting in more accurate and
robust forecasts. In brief, the hypergraph learning module
optimizes the discrete hypergraph structure using a similarity
metric learning technique and formulates the posterior fore-
casting task as message-passing schemes with hypergraph
neural networks to learn optimal hypergraph representations,
resulting in accurate and expressive representations of MTS
data, thereby improving forecast accuracy.
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Figure 2: The hypergraph inference(HgI) module learns complex
hierarchical structural-dynamic dependencies among multiple time
series variables in a sparse discrete hypergraph structure using sim-
ilarity metric learning. In this structure, hypernodes represent vari-
ables, and hyperedges represent higher-order relations among an
arbitrary number of hypernodes. The HgI module is fully differ-
entiable, allowing for efficient optimization using gradient-based
algorithms. Simultaneously, the hypergraph representation learn-
ing(HgRL) module encodes the structural spatio-temporal inductive
biases for modeling the nonlinear dynamics of interconnected sen-
sor networks. In short, the HgRL module learns a latent representa-
tions of the continuous-time spatio-temporal hypergraph structures
to capture the underlying patterns and trends in the MTS data. For
illustration purpose, in the above figure filled circles denote the hy-
pernodes and filled eclipses(e) denotes the hyperedges.

Subgraph Representation Learning
We represent the MTS data as continuous-time spatio-
temporal graphs, utilizing domain-specific knowledge, where
each graph is denoted by Gt=

(
V, E ,X(t−τ : t−1),A(0)

)
. Sub-

graphs, which are substructures within a larger graph ex-
hibit higher-order connectivity patterns, provide a powerful
mechanism for capturing the complex interactions among

time series variables in the graph-structured MTS data. As
a result, subgraphs are more relevant for learning the com-
plex spatio-temporal dependencies in the MTS data. By ex-
tracting higher-order connectivity patterns, subgraphs enable
the learning of more accurate and interpretable latent repre-
sentations, leading to improved performance on downstream
MTSF task. The subgraph representation learning(SgRL)
method involves two sequential modules: patch extraction
and subgraph encoder, which collaboratively extract and en-
code subgraphs, resulting in expressive node-level represen-
tations that capture both local neighborhood and larger-scale
structural information from the original explicit graph. Fig-
ure 3 depicts the SgRL method. The patch extraction module
partitions the explicit graph at each time step into overlap-
ping patches, also known as subgraph patches. Let’s consider
an explicit graph Gt=(V, E), an integer k and a positive in-
teger p. We aim to partition an explicit graph Gt with node
set V and edge set E into k subgraph patches, denoted by
G(1)t ,G(2)t , . . . ,G(k)t , where each subgraph patch consists of
|V|
k nodes in chronological order and their p-hop neighbors in

the original graph Gt. The task involves selecting the nodes
and edges of each subgraph to ensure that they are mutually
exclusive and form a connected subgraph with their p-hop
neighbors. In short, to achieve the partition of explicit graph
Gt=(V, E) into k subgraphs with p-hop neighbors, we can
perform the following steps:

• Divide the set of nodes V into non-overlapping k par-
titions V(1),V(2), . . . ,V(k), each containing |V|

k nodes of
the graph in chronological order. V=V(1) ∪ . . . ∪ V(k) and
V(i) ∩ V(j)=∅, ∀i ̸=j.

• For each partition V(i), find the set of p-hop neighbors
Np(u), u∈V(i) in the original graph Gt, where Np(u)
defines the p-hop neighborhood of node u. Basically,
we expand each partition to their p-hop neighbourhood
in order to preserve the structural information between
multiple partitions and utilize pair-wise graph connec-
tions: V(i)←V(i) ∪

{
Np(u)|u∈V(i)

}
.

• Define the subgraph patch G(i)t =(V(i) ∪Np(u), E(i)),
where u∈V(i), E(i) is the set of edges in E that have
both endpoints in V(i) ∪Np(u), u∈V(i).

Repeat steps 2-3 for all partitions V(i) to obtain the set of
subgraph patches G(1)t ,G(2)t , . . . ,G(k)t . The subgraphs, G(i)t
exhibit a diverse range of topological structures with varying
numbers of nodes, edges, and connectivity, rendering them
non-uniform in size. The subgraph encoder, which is appli-
cable to arbitrary subgraph patches, captures the structural re-
lationships between multiple-time series variables and gener-
ates fixed-length node-level vector representations of the sub-
graph patches. Subgraph encoding is particularly useful for
large spatio-temporal graphs that are impractical to process
as a whole, as it enables computation of node-level represen-
tations for subsets of the graph, rather than the entire graph.
This enables capturing the essential structural information of
spatio-temporal graphs while maintaining low computational
complexity and memory requirements. The subgraph encoder
uses a p-subtree GNN extractor to generate node-level repre-



sentations for each subgraph patch G(i)t . The encoder extracts
local structural and feature information by applying a GNN
model([Kipf and Welling, 2016]) to the subgraph with node
feature vector, x̄(i)

(u, t) for a given node u∈V(i). The output

node representation, denoted by h
(i,t)
u at u, serves as the sub-

graph representation at u, where the superscript i denotes the
subgraph patch. The p-subtree GNN extractor is a technique
used in graph neural networks(GNNs) for feature extraction.
For a node u in a patch, the p-subtree GNN extractor recur-
sively constructs all possible subtrees of radius p around it.
Each subtree is treated as a separate subgraph, and a GNN is
applied to each subgraph to aggregate features from the nodes
within the subtree. The resulting feature vector represents the
p-hop neighborhood of node u. The connectivity pattern for
a given subgraph patch G(i)t is described by the patch adja-
cency matrix A(i)∈{0, 1}|Vi|×|Vi|. To extract features from the
subgraph, a GNN model with p layers, denoted as GNN

(p)

G(i)
t

,

is applied to the subgraph patch G(i)t with node feature vector
x̄
(i)
(u, t) and patch adjacency matrix A(i), resulting in the out-

put node representation, h(i, t)
u at node u. In concise form,

we can express the subgraph representation learning function
as:

h(i,t)
u =GNN

(p)

G(i)
t

(u)

The p-subtree GNN extractor can represent the p-subtree
structure rooted at node u. Since node u may appear in mul-
tiple subgraph patches, we calculate the mean of its node rep-
resentations across all subgraph patches G(i)t , i∈k, to produce
a fixed-size vector representation h

(t)
u, SUB of each node u in

the original input graph Gt.
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Figure 3: The Subgraph representation learning(SgRL) method
comprises of two modules: the patch extraction and the subgraph
encoder. The patch extraction module partitions spatio-temporal
graphs into mutually exclusive k-sets and expands them to include
their p-hop neighborhood, creating k-overlapping subgraph patches.
The subgraph encoder module processes these subgraph patches to
compute node-level representations, which are then mean-pooled
across all subgraph patches to obtain the final node representations.
For illustration purpose, in the figure above, an arbitrary graph is
partitioned into k(3)-mutually exclusive patches. Each patch is then
expanded to include its p(1)-hop neighborhood, resulting in k(3)-
overlapping subgraph patches.

Dual Hypergraph Representation Learning
Spatio-temporal Graph Neural Networks(STGNNs) have
shown to be effective in modeling graph-structured data
by integrating both node and edge features. Nevertheless,
STGNNs have primarily focused on nodes and their connec-
tivity, neglecting the significant role of edges in graph struc-
ture. Even with explicit edge representation, STGNNs face
challenges in capturing critical edge information, resulting in
limitations to their success. Furthermore, STGNNs utilize
edge features as auxiliary information to enhance node-level
representations, leading to suboptimal edge information cap-
ture. Edges capture the interaction, dependency, or similar-
ity between nodes, which is essential in modeling the com-
plex sensor network-based dynamical systems. By incorpo-
rating the latent edge information, STGNNs can more accu-
rately represent the structure and dynamics of these complex
systems, leading to better predictions and decision-making.
Thus, more effective methods are necessary to represent edge
information within STGNNs to achieve comprehensive and
accurate spatio-temporal graph modeling. To overcome this
challenge, a simple yet powerful message-passing scheme
tailored specifically to edges has been proposed. This ap-
proach provides optimal edge representation, effectively ad-
dressing the limitations of previous STGNN approaches. The
proposed solution to address the limited edge representa-
tion in spatio-temporal graph modeling approaches involves
a Dual Hypergraph Transformation(DHT) method that trans-
forms edges into hypernodes and nodes into hyperedges, re-
sulting in dual hypergraphs that can capture higher-order
interactions among hypernodes. This graph-to-hypergraph
transformation is influenced by hypergraph duality([Berge,
1973], [Scheinerman and Ullman, 2011]). By using the DHT
method to represent edges as hypernodes in a hypergraph,
any existing hypergraph message-passing schemes designed
for hypernode-level representation learning can be applied for
learning the representation of the edges in the spatio-temporal
graphs. This hypergraph-based approach is particularly ef-
fective, as it enables more comprehensive and accurate graph
modeling of spatio-temporal graphs by better representing the
crucial edges information.
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Figure 4: The Dual Hypergraph Transformation(DHT) is an ef-
fective technique for transforming and analyzing complex spatio-
temporal graph structures. It involves the graph-to-hypergraph trans-
formation, which alters the roles of nodes and edges while preserv-
ing the shared connectivity pattern and original graph information.
This powerful approach is illustrated in the figure above, where
numbers(letters) represent the edges(nodes) in the original prede-
fined graph, and hypernodes(hyperedges) in the dual hypergraph.

Let Gt=
(
X(t:t+υ−1), I(0),E(t:t+υ−1)

)
denote the spatial-

temporal graphs. The connections between the nodes and
edges are obtained from the prior knowledge of time-series



relationships, and they are described by the incidence ma-
trix, I(0)∈{0, 1}|V|×|E|. X(t:t+υ−1)∈R|V|×d, E(t:t+υ−1)∈R|E|×d

denote the node features and empty edge features, respec-
tively. The Dual Hypergraph Transformation(DHT) is a
method of transforming spatio-temporal graphs to obtain new
dual hypergraphs. This is achieved by interchanging the
roles of nodes and edges in spatio-temporal graphs, allow-
ing for the use of hypernode-based message-passing meth-
ods to learn the edges representations while maintaining the
original spatio-temporal graphs information. To achieve this
transformation, the incidence matrix of the original spatio-
temporal graph Gt is transposed to obtain the incidence matrix
for the new dual spatio-temporal hypergraph G∗t . In addition
to the structural transformation through the incidence ma-
trix, the DHT interchanges node and edge features across Gt
and G∗t . In brief, the transformation maps a spatio-temporal
graph triplet representation to its corresponding dual spatio-
temporal hypergraph representation while preserving the in-
formation in the original graph features, as follows:
DHT :Gt=

(
X(t−τ : t−1), I(0),E(t−τ : t−1)

)
7→

G∗t =
(
E(t−τ : t−1), I(0)

T
,X(t−τ : t−1)

)
Here, E(t−τ : t−1), I(0)

T
, and X(t−τ : t−1) represent the hy-

pernode feature matrix, the incidence matrix, and the hy-
peredge feature matrix of the dual hypergraph, G∗t , respec-
tively. This precise and efficient approach to spatio-temporal
graph transformation can capture different aspects of the un-
derlying relational structure of interconnected dynamical sys-
tems and improves downstream forecasting accuracy. We
represent the MTS data as the hyperedge-attributed dual
hypergraphs(G∗t ), and the dual hypergraph-structured MTS
data are processed by a hypergraph representation learn-
ing(HgRL) module. The HgRL computes optimal hyperedge-
level representations h(t)

u, DHT that capture the spatio-temporal
dynamics within the dual hypergraph-structured MTS data.
These representations are further utilized for downstream
forecasting tasks, allowing for accurate and reliable multi-
horizon forecasts.
4.3 TEMPORAL-INFERENCE
The mixture-of-experts(MOE) mechanism in deep learning
combines the predictions of multiple subnetworks or ex-
perts, such as “implicit hypergraph”, “explicit subgraph”, and
“dual-hypergraph” representation learning methods, through
a gating mechanism that calculates a weighted sum of their
predictions based on the input. The objectives of training are
to identify the optimal distribution of weights for the gating
function and to train the experts using the specified weights.
In the context of cooperative game theory, the mixture of ex-
perts can be viewed as a cooperative game where the experts
work together to optimize the system’s performance by accu-
rately predicting the output given an input, rather than max-
imizing their individual payoffs. The gating mechanism can
be trained to optimize the weights or probabilities assigned to
each agent’s expertise, based on their individual performance
and the overall performance of the system, resulting in a glob-
ally optimal solution. To obtain fused representations in the
MOE mechanism, the multiple experts predictions are com-
bined using the weights calculated by the gating mechanism

as follows,
g′′=σ

(
f ′′
s (h

(t)
i,IMP + h

(t)
i,SUB) + f ′′

g (h
(t)
i,DHT)

)
h
(t)
i =σ

(
g′′(h

(t)
i,IMP + h

(t)
i,SUB)) + (1− g′′)(h

(t)
i,DHT)

)
The “implicit hypergraph”, “explicit subgraph”, and

“dual-hypergraph” methods compute the representations
h
(t)
i,IMP, h(t)

i,SUB,h
(t)
i,DHT, respectively, where f ′′

s and f ′′
g are

linear projections. The fused representations are input to a
subsequent temporal feature extractor that models the non-
linear temporal dynamics of inter-series dependencies among
variables in the spatio-temporal MTS data using a stack of
1 × 1 convolutions. Finally, the extractor predicts the point-
wise forecasts, X̂(t:t+υ−1). Our proposed framework uses
a spatial-then-time modeling approach to learn the multiple
structure representations and dynamics in MTS data. By first
encoding the spatial information of the relational structure,
including explicit graph, implicit hypergraph, and dual hyper-
graph our approach captures complex dependencies among
the variables. By incorporating the temporal inference com-
ponent, the framework analyzes the evolution of these de-
pendencies over time to improve interpretability and gener-
alization. This approach is beneficial for real-world applica-
tions involving complex spatial-temporal dependencies that
are challenging to model using traditional methods. Addi-
tionally, our framework variant(w/Unc- MKH-Net) provides
accurate and reliable uncertainty estimates of multi-horizon
forecasts by minimizing the negative Gaussian log likelihood.
Our proposed methods(MKH-Net, w/Unc- MKH-Net) en-
able simultaneous modeling of latent interdependencies and
analyzing their evolution over time in sensor network-based
dynamical systems in an end-to-end manner.
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Figure 5: Usage of multiple spatial feature extractors has signifi-
cant benefits by providing a comprehensive and diverse representa-
tion of MTS data and reducing the risk of overfitting to a specific
aspect of the data by incentivizing each extractor to specialize in
a different aspect. This collaborative mechanism design optimizes
forecasting error by leveraging the strengths of multiple extractors
and fusing their representations to enhance the accuracy and robust-
ness of framework predictions, resulting in more reliable outcomes.
In the above figure, subfigures (a), (b), and (c) illustrate the “dual-
hypergraph”, “explicit subgraph”, and “implicit hypergraph” repre-
sentation learning methods, respectively.

5 DATASETS
Our study involves conducting experiments to evaluate the
efficacy of two novel models(MKH-Net, w/Unc-MKH-Net)
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MAE RMSE MAPE
HA 31.58 52.39 33.78 38.03 59.24 27.88 45.12 65.64 24.51 34.86 59.24 27.88 4.59 8.63 14.35

ARIMA 35.41 47.59 33.78 33.73 48.80 24.18 38.17 59.27 19.46 31.09 44.32 22.73 7.27 13.2 15.38
VAR 23.65 38.26 24.51 24.54 38.61 17.24 50.22 75.63 32.22 19.19 29.81 13.10 4.25 7.61 10.28

FC-LSTM 21.33 35.11 23.33 26.77 40.65 18.23 29.98 45.94 13.20 23.09 35.17 14.99 4.16 7.51 10.10
TCN 19.32 33.55 19.93 23.22 37.26 15.59 32.72 42.23 14.26 22.72 35.79 14.03 4.36 7.20 9.71

TCN(w/o causal) 18.87 32.24 18.63 22.81 36.87 14.31 30.53 41.02 13.88 21.42 34.03 13.09 4.43 7.53 9.44
GRU-ED 19.12 32.85 19.31 23.68 39.27 16.44 27.66 43.49 12.20 22.00 36.22 13.33 4.78 9.05 12.66
DSANet 21.29 34.55 23.21 22.79 35.77 16.03 31.36 49.11 14.43 17.14 26.96 11.32 3.52 6.98 8.78
STGCN 17.55 30.42 17.34 21.16 34.89 13.83 25.33 39.34 11.21 17.5 27.09 11.29 3.86 6.79 10.06
DCRNN 17.99 30.31 18.34 21.22 33.44 14.17 25.22 38.61 11.82 16.82 26.36 10.92 3.83 7.18 9.81

GraphWaveNet 19.12 32.77 18.89 24.89 39.66 17.29 26.39 41.5 11.97 18.28 30.05 12.15 3.19 6.24 8.02
ASTGCN(r) 17.34 29.56 17.21 22.93 35.22 16.56 24.01 37.87 10.73 18.25 28.06 11.64 3.14 6.18 8.12
MSTGCN 19.54 31.93 23.86 23.96 37.21 14.33 29.00 43.73 14.30 19.00 29.15 12.38 3.54 6.14 9.00
STG2Seq 19.03 29.83 21.55 25.20 38.48 18.77 32.77 47.16 20.16 20.17 30.71 17.32 3.48 6.51 8.95
LSGCN 17.94 29.85 16.98 21.53 33.86 13.18 27.31 41.46 11.98 17.73 26.76 11.20 3.05 5.98 7.62

STSGCN 17.48 29.21 16.78 21.19 33.65 13.9 24.26 39.03 10.21 17.13 26.8 10.96 3.01 5.93 7.55
AGCRN 15.98 28.25 15.23 19.83 32.26 12.97 22.37 36.55 9.12 15.95 25.22 10.09 2.79 5.54 7.02
STFGNN 16.77 28.34 16.30 20.48 32.51 16.77 23.46 36.6 9.21 16.94 26.25 10.60 2.90 5.79 7.23
STGODE 16.50 27.84 16.69 20.84 32.82 13.77 22.59 37.54 10.14 16.81 25.97 10.62 2.97 5.66 7.36

Z-GCNETs 16.64 28.15 16.39 19.50 31.61 12.78 21.77 35.17 9.25 15.76 25.11 10.01 2.75 5.62 6.89
MKH-Net 13.177 19.937 11.679 19.194 28.925 12.259 21.084 35.087 8.768 13.605 21.241 7.762 2.42 5.16 6.67

w/Unc- MKH-Net 13.376 20.154 11.817 19.494 28.879 12.566 21.348 35.226 8.934 12.871 19.735 7.721 - - -

Table 1: The forecast errors were estimated based on model predictions on benchmark datasets for horizon@12. The symbol “-” indicates an
Out Of Memory(OOM) error.

on large-scale spatial-temporal datasets. These datasets,
comprising PeMSD3, PeMSD4, PeMSD7, PeMSD7(M), and
PeMSD8, contain real-world traffic information from the Cal-
trans Performance Measurement System (PeMS, [Chen et al.,
2001]), which records real-time traffic flow measurements.
To ensure fairness and consistency with prior research, we
conducted a preprocessing step on all benchmark datasets.
This involved aggregating the 30-second interval data into
5-minute averages, as per the method proposed by [Choi et
al., 2022]. Moreover, we made use of publicly accessible
datasets for traffic flow prediction(METR-LA and PEMS-
BAY) as presented by [Li et al., 2018a]. To ensure align-
ment with our methodology, we converted the datasets into 5-
minute interval averages, resulting in 288 observations daily.
By adopting this approach, we can effectively demonstrate
the potential and benefits of our proposed methodology for
analyzing and modeling complex spatio-temporal MTS data,
surpassing existing methods. For further information on the
benchmark datasets utilized, please refer to the appendix.
6 EXPERIMENTAL RESULTS
Table 1 presents a thorough comparison of the proposed mod-
els(MKH-Net and w/Unc-MKH-Net), against various base-
line models on the MTSF task across five distinct bench-
mark datasets(PeMSD3, PeMSD4, PeMSD7, PeMSD7M,
and PeMSD8). We evaluated the models performance using
forecast errors for a widely recognized benchmark of 12(τ )-
step-prior to 12(υ)-step-ahead forecasting task. Our eval-
uation employed a multi-metric approach in multi-horizon
prediction tasks for a comprehensive evaluation of the mod-
els performance compared to baseline models. To ensure a
comprehensive and robust evaluation of the model’s perfor-
mance, various performance metrics, such as mean absolute
error(MAE), root mean squared error(RMSE), and mean ab-
solute percentage error(MAPE), were employed in the as-
sessment. The results of the baseline models from [Choi et

al., 2022] are reported in this current study. Our experimen-
tal results demonstrate that the proposed models(MKH-Net,
w/Unc-MKH-Net) consistently outperform baseline mod-
els with lower forecast errors across the various benchmark
datasets. The proposed model(MKH-Net) achieved a signifi-
cant reduction of 28.39%, 8.50%, 0.24%, 15.41%, and 6.86%
in the RMSE metric compared to the next-best baseline mod-
els on the PeMSD3, PeMSD4, PeMSD7, PeMSD8, and
PeMSD7(M) datasets, respectively. In addition to pointwise
forecasts, the w/Unc-MKH-Net model(MKH-Net integrated
with local uncertainty estimation) predicts time-varying esti-
mates of uncertainty in model predictions. Despite its slightly
inferior performance to the MKH-Net model, it still out-
performs several robust baselines in the literature, as evi-
denced by the reduced prediction error. The empirical re-
sults highlight the effectiveness of the proposed neural fore-
casting architecture in capturing the complex and nonlinear
spatio-temporal dynamics present in MTS data, resulting in
improved forecasts. Further information on the experimental
methodology, ablation studies, and additional experimental
results can be found in the appendix. The appendix also in-
cludes a detailed analysis of the MKH-Net capability to han-
dle missing data, and provides a more in-depth analysis of
the w/Unc-MKH-Net ability to estimate uncertainty. More-
over, the appendix provides comprehensive visualizations of
model predictions with uncertainty estimates compared to the
ground truth and offers additional information on existing
works and a brief overview of baselines. Lastly, the appendix
addresses the subject of compositional generalization in the
context of graph time series forecasting.
7 CONCLUSION
Our proposed framework integrates implicit hypergraph, ex-
plicit subgraph, and dual-hypergraph representation learning
methods to provide a thorough understanding of the spatio-
temporal dynamics in MTS data, enabling accurate multi-



horizon forecasting. Our approach has been validated by ex-
perimental results on real-world datasets, demonstrating its
effectiveness through improved multi-horizon forecasts and
reliable uncertainty estimations.
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[Rampášek and Wolf, 2021] Ladislav Rampášek and Guy
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8 APPENDIX
8.1 HYPERGRAPH ATTENTION

NETWORK(HgAT)
The Hypergraph Attention Network(HgAT) operator extends
attention-based convolution operations to spatio-temporal
hypergraphs, allowing for more flexibility and expressive-
ness in modeling complex relationships among time se-
ries variables in large MTS datasets. By incorporating
both local and global attention-based convolution opera-
tions, the HgAT operator efficiently learns hypergraph rep-
resentations that captures the complex spatio-temporal dy-
namics within the hypergraph-structured MTS data, mak-
ing it a powerful and flexible tool for spatio-temporal data
analysis and modeling. This hypergraph encoder performs
inference on hypergraph-structured MTS data, denoted by
HGt=

(
HV,HE , X̄(t:t+υ−1), I

)
, to compute the hypernode rep-

resentation matrix, H(t:t+υ−1)∈Rn×d, wherein each row de-

notes the hypernode representations, h
(t)
i ∈R(d) encapsu-

lating the intricate dynamics of the hypergraph-structured
MTS data. Here, HGt at time step t, is characterized
by the incidence matrix, I∈Rn×m, and feature matrix,
X̄(t:t+υ−1)∈Rn×d. The HgAT operator consistently captures
the time-evolving dependencies of multiple variables in hy-
pernode representations by encoding both structural and fea-
ture attributes of spatio-temporal hypergraphs, thereby mod-
eling the intricate interdependencies and relationships among
the variables. Let Nj,i represents a subset of hypernodes i
associated with a specific hyperedge j. The intra-edge neigh-
borhood of a hypernode i, described as Nj,i\i, comprises a
localized group of semantically-correlated time series vari-
ables, where the hyperedge j captures the higher-order re-
lationships among the incident hypernodes. Meanwhile, the
inter-edge neighborhood of a hypernode i, denoted as Ni,j ,
encompasses the set of hyperedges j connected with hypern-
ode i, further enriching the relationships between the hyper-
nodes and hyperedges. The HgAT operator utilizes the re-
lational inductive bias encoded within the hypergraph’s con-
nectivity, and performs the intra-edge and inter-edge neigh-
borhood aggregation schemes to explicitly model the spatio-
temporal correlations among time series variables. The intra-
edge neighborhood aggregation delves into the interrelations
between a particular hypernode i and its neighboring hyper-
nodes Nj,i\i connected by a specific hyperedge j, while the
inter-edge neighborhood aggregation considers the relation-
ships between a specific hypernode i and all other hyper-
edges Ni,j incident with it. We perform the attention-based
intra-edge neighborhood aggregation to learn the latent hy-
peredge representations, which helps us better understand the
hypergraph-structured MTS data, described as follows.
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where the hyperedge representations are denoted by hj∈

R(d), with the layer denoted by ℓ. Each hypernode is initially
represented by its corresponding feature vector, h

(t,0,z)
i =

x̄
(t)
i , where x̄

(t)
i ∈R(d) denotes the ith row of the feature ma-

trix X̄(t:t+υ−1)∈Rn×d. The symbol σ represents the sigmoid

function. The HgAT operator generates multiple representa-
tions of the input data, h(t,ℓ−1,z)

j represented by superscript
z each with its own set of parameters. These representations
are then combined by summation, akin to the multi-head self-
attention mechanism([Vaswani et al., 2017]). This approach
enables the HgAT operator to capture various underlying as-
pects of the hypergraph-structured MTS data. The attention
coefficient αj,i is computed by determining the relative im-
portance of the hypernode i that is incident with hyperedge j
and is computed by,
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where ej,i denotes the unnormalized attention score. The

HgAT method utilizes an attention-based inter-edge neigh-
borhood aggregation scheme, which allows for the capture of
complex dependencies and relationships between hyperedges
and hypernodes. This aggregation scheme computes expres-
sive hypernode representations by summing over ReLU ac-
tivations of linear transformations of previous layer hypern-
ode representations and weighted hyperedge representations
as described below,
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Where W(z)

0 ,W(z)
1 ∈Rd×d denotes the trainable weight ma-

trices. The ReLU activation function is utilized to intro-
duce non-linearity for updating the hypernode-level represen-
tations. The normalized attention scores βi,j determine the
importance of each hyperedge j that is incident with hypern-
ode i, enabling the HgAT operator to focus on the most rele-
vant hyperedges, computed by,
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Where W(z)
2 ∈Rd×d and W(z)

3 ∈R2d are trainable weight ma-
trix and vector, respectively. ⊕ denotes the concatenation op-
erator. The unnormalized attention score is denoted by ϕi,j .
We utilize batch normalization and dropout techniques to en-
hance the generalization performance of the HgAT operator
and mitigate overfitting, thereby increasing its reliability and
accuracy for downstream MTSF task. A gating mechanism
is used to selectively combine features from x̄

(t)
i and h

(t,ℓ)
i ,

which is regulated through a differentiable approach and are
described below,
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where fs and fg represent linear projections. This design
choice allows the HgAT operator to capture the relationships
between the different time-series variables and their changes
over time, which leads to improved forecast accuracy. In
brief, the HgAT operator is an effective tool for encoding and
analyzing spatio-temporal hypergraphs.



8.2 HYPERGRAPH TRANSFORMER(HgT)
The proposed Hypergraph Transformer (HgT) operator is an
extension of transformer networks ([Vaswani et al., 2017]),
designed to handle arbitrary sparse hypergraph structures
with full attention as a desired structural inductive bias.
The HgT operator allows the model to attend to all hypern-
odes in the hypergraph, enabling the learning of fine-grained
interrelations unconstrained by domain-specific hierarchical
structural information underlying the multivariate time se-
ries data. This approach facilitates the learning of optimal
hypergraph representations by allowing the model to span
large receptive fields for global reasoning of the complex
dependencies within hypergraph-structured MTS data. Un-
like existing methods, such as stacking multiple neural net-
work layers with residual connections ([Fey, 2019], [Xu et
al., 2018]), virtual hypernode mechanisms ([Gilmer et al.,
2017], [Ishiguro et al., 2019], [Pham et al., 2017]), or hi-
erarchical pooling schemes ([Rampášek and Wolf, 2021],
[Gao and Ji, 2019], and [Lee et al., 2019]), the HgT op-
erator does not rely on structural priors to model the long-
range correlations in the hypergraph-structured MTS data.
The permutation-invariant HgT module leverages global con-
textual information to model pairwise relations between all
hypernodes in hypergraph-structured MTS data. As a result,
the HgT module serves as a drop-in replacement for existing
methods in modeling hierarchical dependencies and relation-
ships among time-series variables in spatio-temporal hyper-
graphs, resulting in more robust and generalizable represen-
tations for a variety of downstream tasks. The transformer
encoder([Vaswani et al., 2017]) comprises alternating layers
of multiheaded self-attention(MSA) and multi-layer percep-
tron(MLP) blocks that capture both local and global contex-
tual information. Layer normalization (LN([Ba et al., 2016]))
and residual connections are applied after each block to im-
prove performance and regularize the HgT operator. Inspired
by ResNets([He et al., 2016]), the transformer encoder is de-
signed to address vanishing gradients and over-smoothing is-
sues by incorporating skip-connections through an initial con-
nection strategy, allowing the HgT operator to learn complex
and deep representations of the hypergraph-structured MTS
data.

h′
i
(t,ℓ)

= MSA
(
LN
(
h
(t,ℓ−1)
i

))
+ h

(t,ℓ−1)
i

h′
i
(t,ℓ)

= MLP
(
LN
(
h′
i
(t,ℓ)))

+ x̄
(t)
i

The proposed method initializes each hypernode’s repre-
sentation to its corresponding feature vector, h(t,0)

vi = x̄
(t)
i ∈

R(d). The HgT method is an effective approach for sum-
marizing hypergraph-structured MTS data, overcoming the
limitations of the representational capacity in HgAT opera-
tor. The HgT operator captures task-specific interrelations
between hypernodes beyond the original sparse structure and
distills long-range information in downstream layers to learn
expressive, task-specific hypergraph representations to im-
prove forecast accuracy.

8.3 ADDITIONAL RESULTS
Figure 6 shows how different models(MKH-Net and some
baseline models) perform on two datasets(METR-LA and
PEMS-BAY) for the MTSF task. The models performance is

evaluated using a range of metrics, including MAE, RMSE,
and MAPE, with corresponding forecast errors reported for
3-, 6-, and 12-steps-ahead forecast horizons. A lower fore-
cast error signifies superior performance, underscoring the
models effectiveness on the MTSF task. The results for
the baseline models are reported from a previous study by
[Jiang et al., 2021]. The experimental study found that our
proposed model, namely MKH-Net, outperformed the base-
line models in the aforementioned evaluation metrics across
different forecast horizons. Specifically, the results showed
that MKH-Net model consistently achieved higher accuracy
and lower error rates than the baseline models. On the
PEMS-BAY dataset, the proposed model showed much lower
forecast errors compared to the next-to-best baseline model.
Specifically, the forecast errors for the MKH-Net model were
32.92%, 22.45%, and 4.16% lower than those of the next-
to-best baseline model for forecasting 3-, 6-, and 12-steps-
ahead, respectively, as measured by the MAPE metric. Sim-
ilarly, on the METR-LA dataset, the proposed model also
outperformed the next-best baseline models. The MKH-Net
model showed improvements of 45.16%, 26.53%, and 5.47%
in terms of lower forecast errors over the next-best baseline
model for forecasting 3-, 6-, and 12-steps-ahead, respectively,
as measured by the MAPE metric.
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Figure 6: The figure compares the pointwise forecast error of the
proposed model(MKH-Net), with that of the baseline models for
multiple prediction horizons on both the METR-LA and PeMS-BAY
benchmark datasets. The results show that proposed model con-
sistently outperformed the baseline models by a significant margin,
demonstrating its robustness and effectiveness on MTSF task.



8.4 ABLATION STUDY
The MKH-Net framework, serving as the baseline for our
ablation study, seamlessly integrates spatial and temporal in-
ference components to capture the intricate inter and intra-
time-series correlations, thus effectively modeling the non-
linear dynamics of complex interconnected sensor networks.
Further, the spatial inference component of the framework
consists of three main methods, namely the “explicit sub-
graph”, the “implicit hypergraph”, and the “dual-hypergraph”
representation learning methods. We undertake an exten-
sive ablation study to assess the influence of each learning
component within the MKH-Net framework on the MTSF
task. The impact of individual components on the overall
framework performance can be observed by selectively re-
moving or modifying them, providing valuable insight into
their unique contributions towards the framework’s effective-
ness. This in-depth analysis offers valuable insights and iden-
tifies the critical components that contribute to better frame-
work performance. We systematically eliminated these com-
ponents to generate various ablated variants and scrutinized
the impact of each component on the framework’s overall
performance for MTSF task by comparing the results against
the baseline. This approach enabled a comprehensive under-
standing of each component’s contribution to the framework’s
effectiveness on the MTSF task. Our ablation study enabled
us to comprehend the relationship between various ablated
variants and the baseline, contributing to an improved under-
standing of the various mechanisms underlying their gener-
alization performance. We provide the detailed information
on each ablated variant that was created by systematically re-
moving specific components as follows,

• “w/o Spatial”: A variant of MKH-Net framework that
excluded the spatial inference component. This ablated
variant performance demonstrates the importance of uti-
lizing message-passing schemes for learning on prede-
fined graphs, implicit hypergraph, and dual-hypergraph
relational structures to better capture the inter-series cor-
relations underlying the MTS data.

• “w/o Temporal”: A variant of MKH-Net that excluded
the temporal inference component. This ablated vari-
ant verifies the effectiveness of incorporating temporal
inference component to model the time-varying inter-
series dependencies in complex systems.

• “w/o Explicit Subgraph”: A variant of MKH-Net
framework without the explicit subgraph representation
learning method for modeling the spatio-temporal dy-
namics of complex interconnected systems. The re-
sults emphasized the critical role of learning on the sub-
graphs.

• “w/o Implicit Hypergraph”: A variant of MKH-Net
framework without the implicit hypergraph representa-
tion learning method. This ablated variant reinforced the
importance of learning the implicit hypergraph structure
underlying MTS data and its optimal representations,
highlighting the critical role of this module in the overall
framework performance.

• “w/o Dual Hypergraph”: A variant of MKH-Net

framework without the dual-hypergraph representation
learning method. This ablated variant signifies the im-
portance of performing dual-hypergraph transformation
to reveal hidden patterns and relationships in complex
MTS data for better capturing the spatio-temporal dy-
namics within the MTS data.

Tables 2, 3, 4 and 5 presents the findings from ablation
studies conducted on the benchmark datasets. We utilized
different forecast accuracy measures—including Mean Ab-
solute Error(MAE), Root Mean Squared Error(RMSE), and
Mean Absolute Percentage Error(MAPE)—to ensure a holis-
tic comprehension of the ablated variants performance vis-
à-vis the baseline. For multistep-ahead forecasting, the ac-
curacy of pointwise forecasts was compared to the observed
data(ground-truth) over the prediction interval, and the results
were expressed in terms of the aforementioned forecast accu-
racy metrics. To provide further clarification, we included
the relative percentage difference between the ablated variant
and the baseline performance in parentheses. We ensured the
accuracy of our findings by conducting multiple(quintuple)
experiments and reporting the average results. Additionally,
we evaluated the ablated variants ability to handle long-term
predictions compared to the baseline by setting the forecast
horizon to 12. Tables 2, 3, 4 and 5 clearly shows that the
variant models exhibit reduced forecast accuracy and signif-
icantly underperform compared to the baseline. Upon exam-
ination, it becomes evident that the spatial inference compo-
nent within the MKH-Net framework holds greater signif-
icance than the temporal inference component for attaining
state-of-the-art performance on the benchmark datasets. For
the PeMSD8 dataset, the “w/o Spatial” variant shows a sub-
stantial decline in performance relative to the baseline, evi-
denced by a marked increase of 8.65% in RMSE, 10.93% in
MAE, and 24.16% in MAPE. In contrast, the “w/o Temporal”
variant exhibits a marginally inferior performance compared
to the baseline, with a modest increase of 6.26% in RMSE,
8.36% in MAE, and 11.34% in MAPE. Analogously, we see
similar patterns on the PeMSD4 dataset. The “w/o Spatial”
variant, perform much worse than the benchmark, with an in-
crease of 11.64% in RMSE, 15.23% in MAE, and 5.78% in
MAPE. Conversely, the “w/o Temporal” variant demonstrates
a slight decrement in performance compared to the baseline,
with a negligible increase of 5.93% in RMSE, 7.27% in MAE,
and 6.02% in MAPE. A higher increase in the ablated vari-
ants error metrics, juxtaposed against the baseline, substanti-
ates the relative significance of the mechanisms underpinning
the omitted components of the baseline. In conclusion, the
predominant backbone contributing to the improved perfor-
mance of the MKH-Net framework on multi-horizon fore-
casting is the spatial inference component, which is responsi-
ble for capturing the intricate interdependencies among mul-
tiple time series variables and learning the dynamics of inter-
acting systems. The importance of the spatial inference com-
ponent is demonstrated by the significant drop in performance
when it is excluded compared to the baseline, highlighting
its indispensable nature. The spatial inference component is
composed of three essential methods, namely the “explicit
graph”, “implicit hypergraph”, and “dual hypergraph” repre-
sentation learning methods, which form the foundation of our



neural forecast architecture. The “w/o Explicit Subgraph”
variant performed worse than the baseline, showing an in-
crease of 2.22%, 1.23%, and 5.97% on PeMSD4, and 5.14%,
4.26%, and 5.76% on PeMSD8, with respect to the RMSE,
MAE, and MAPE metrics, respectively. The results support
the rationale of learning on the subgraph structures to achieve
better performance in multi-horizon forecasting tasks. The
“w/o Implicit HyperGraph” variant performance drops com-
pared to the baseline with a marginal increase of 2.32%,
3.28%, and 1.02% on PeMSD4; 4.39%, 5.17%, 3.80% on
PeMSD8 w.r.t. RMSE, MAE, and MAPE metrics, respec-
tively. Incorporating the hypergraph inference and represen-
tation learning method into the framework was found to be
crucial, as the results demonstrated a notable improvement in
forecast accuracy. The variant “w/o Dual HyperGraph” per-
formed worse than the baseline on several metrics, showing
an increase of up to 2.49%, 3.45%, and 1.72% on PeMSD4;
3.91%, 7.48%, 2.19% on PeMSD8 w.r.t. RMSE, MAE, and
MAPE metrics, respectively. The results supports learning
on dual-hypergraph transformation that help the framework
learn more expressive representations, leading to better per-
formance in multi-horizon forecasting tasks. Tables 2, 3,
4 and 5 shows additional results from the ablation study
on benchmark datasets. The results demonstrate that the
proposed MKH-Net framework generalizes well, even with
complex patterns across a broad spectrum of datasets, and
scales well on large-scale graph datasets. Overall, the abla-
tion studies support the hypothesis of joint optimization of
spatial-temporal learning components to achieve improved
performance in multi-horizon time series forecasting tasks.

8.5 POINTWISE PREDICTION ERROR FOR
MULTI-HORIZON FORECASTING

The proposed neural forecasting framework(MKH-Net), has
been evaluated for its ability to generate accurate multistep-
ahead forecasts on multiple benchmark datasets. The MKH-
Net framework performance is evaluated using metrics such
as RMSE, MAPE, and MAE, with lower values indicating
better model performance. Figure 7 shows the multistep-
ahead forecast errors of the MKH-Net framework on bench-
mark datasets. The results show that the MKH-Net outper-
forms the baselines across all prediction horizons, suggesting
that the framework can effectively capture nonlinear spatio-
temporal dependencies in structured MTS data to improve
forecast accuracy by exploiting relational inductive biases.

8.6 IRREGULAR TIME SERIES
FORECASTING

Large, complex sensor networks found in various real-world
applications often suffer from low-quality data due to in-
termittent sensor failures and faulty sensors during data ac-
quisition. To evaluate the effectiveness of the MKH-Net
framework in handling missing data, we simulate two types
of missingness patterns - point-missing and block-missing
patterns - which mimic the missingness patterns observed
in real-world data of large, complex sensor networks. In
the point-missing pattern, observations of each variable are
randomly dropped within a historical window, with a miss-
ing ratios of 10%, 30% and 50%. Similarly, in the block-

missing pattern, the available data for each variable is ran-
domly masked within a historical window, where missing
ratios can range from 10% to 50%. Additionally, a sensor
failure is simulated with a probability of 0.15%, resulting in
blocks of missing data for the multivariate time series data.
The experimental studies demonstrate the robustness and reli-
ability of the MKH-Net framework in handling missing data,
which is ubiquitous in real-world applications. We split sev-
eral benchmark datasets into three subsets - training, valida-
tion, and testing, based on their chronological order. The
METR-LA and PEMS-BAY datasets were split in a ratio of
7:1:2, while the other datasets were split in a ratio of 6:2:2.
The MKH-Net framework performance is evaluated using
multiple forecasting metrics to understand its ability to han-
dle MTS data with missingness and to analyze the impact of
increasing missing data percentage on the framework perfor-
mance on the MTSF task. The MKH-Net framework, trained
on fully observed data, is selected as the benchmark for the
MTSF task. Table 6,7 report the irregular-time-series fore-
casting results on the benchmark datasets. The MKH-Net
framework performance degrades slightly compared to the
benchmark when there is a lower percentage of missing data.
With a further increase in the percentage of missing data, the
framework performance deteriorates further, resulting in re-
duced forecast accuracy across all datasets, regardless of the
missing data pattern. The proposed framework demonstrates
robustness to missing data by utilizing observed data instead
of relying on imputed values for model predictions. More-
over, the framework generates more reliable out-of-sample
forecasts by capturing the complex dependencies and patterns
within multivariate time series data, present in interconnected
networks, resulting in improved forecast accuracy.

8.7 SENSITIVITY ANALYSIS
We conducted a hyperparameter study to determine the im-
pact of specific hyperparameters on the performance of the
proposed framework. The goal is to determine the optimal set
of hyperparameter values that lead to the best performance
on benchmark datasets. We have tuned four hyperparame-
ters - embedding size(d), number of hyperedges(|HE|), batch
size(b), and learning rate(lr) - over specific ranges of val-
ues. The ranges were as follows: embedding dimension(d)
∈{2, 6, 10, 18, 24}, the number of hyperedges(|HE|) ∈
{2, 5, 8}, batch size(b) ∈{2, 6, 10, 18, 24, 32, 64}, and the
learning rate(lr) ∈{1×10−1, 1×10−2, 1×10−3, 1×10−4}.
The ranges were chosen to avoid memory errors and limit
model size. The hyperparameters of the framework were op-
timized using grid search, while the model performance was
evaluated using multiple metrics such as MAE and RMSE.
The study revealed the impact of varying the critical hy-
perparameters, including embedding size and the number of
hyperedges in a predetermined range across all datasets on
the MKH-Net framework performance. These experimental
findings provided crucial insights into the effect of these spe-
cific hyperparameters on the framework’s ability to generate
accurate forecasts in multivariate time series analysis, facili-
tating a better understanding of its overall performance. The
optimal set of hyperparameter configurations that yielded the
best performance for each dataset are discussed below,



Method

Pe
M

SD
3

RMSE MAE MAPE

Pe
M

SD
4

RMSE MAE MAPE
MKH-Net 19.937 13.177 11.679 28.925 19.194 12.259

“w/o Spatial” 22.840(14.56%↑) 14.813(12.42%↑) 12.491(6.95%↑) 32.293(11.64%↑) 22.117(15.23%↑) 12.967(5.78%↑)
“w/o Temporal” 21.813(9.40%↑) 13.958(5.93%↑) 11.739(0.51%↑) 30.641(5.93%↑) 20.589(7.27%↑) 12.997(6.02%↑)

“w/o Explicit Subgraph” 20.502(2.83%↑) 13.742(4.29%↑) 11.979(2.57%↑) 29.568(2.22%↑) 19.430(1.23%↑) 12.991(5.97%↑)
“w/o Dual Hypergraph” 20.383(2.24%↑) 13.190(0.10%↑) 11.890(1.80%↑) 29.646(2.49%↑) 19.857(3.45%↑) 12.470(1.72%↑)

“w/o Implicit Hypergraph” 20.190(1.27%↑) 13.160(0.13%↓) 11.741(0.53%↑) 29.596(2.32%↑) 19.824(3.28%↑) 12.384(1.02%↑)

Table 2: The table presents the results of an ablation study on multi-horizon forecasting using the PeMSD3 and PeMSD4 benchmark datasets.
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RMSE MAE MAPE
MKH-Net 35.087 21.984 9.368 21.241 13.605 7.762

“w/o Spatial” 37.684(7.40%↑) 23.189(5.48%↑) 10.186(8.73%↑) 23.079(8.65%↑) 15.092(10.93%↑) 9.637(24.16%↑)
“w/o Temporal” 36.898(5.16%↑) 22.637(2.97%↑) 9.897(5.65%↑) 22.570(6.26%↑) 14.742(8.36%↑) 8.642(11.34%↑)

“w/o Explicit Subgraph” 35.547(1.31%↑) 22.243(1.18%↑) 9.739(3.96%↑) 22.332(5.14%↑) 14.185(4.26%↑) 8.209(5.76%↑)
“w/o Dual Hypergraph” 35.769(1.94%↑) 22.135(0.69%↑) 9.875(5.41%↑) 22.072(3.91%↑) 14.622(7.48%↑) 7.932(2.19%↑)

“w/o Implicit Hypergraph” 35.284(0.56%↑) 22.208(1.02%↑) 9.551(1.95%↑) 22.174(4.39%↑) 14.309(5.17%↑) 8.057(3.80%↑)

Table 3: The table presents the results of an ablation study on multi-horizon forecasting using the PeMSD7 and PeMSD8 benchmark datasets.
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RMSE MAE MAPE
MKH-Net 6.162 3.428 7.097 7.495 4.594 8.578

“w/o Spatial” 7.887(27.99%↑) 3.998(16.63%↑) 8.134(14.61%↑) 8.646(15.36%↑) 5.190(12.03%↑) 9.473(10.43%↑)
“w/o Temporal” 7.044(14.31%↑) 3.647(6.39%↑) 7.964(12.22%↑) 8.040(7.27%↑) 4.913(6.94%↑) 8.793(2.51%↑)

“w/o Explicit Subgraph” 6.736(9.32%↑) 3.541(3.30%↑) 7.424(4.61%↑) 7.928(5.78%↑) 4.972(8.23%↑) 8.827(2.90%↑)
“w/o Dual Hypergraph” 6.891(11.83%↑) 3.692(7.70%↑) 7.615(7.30%↑) 7.694(2.66%↑) 4.704(2.40%↑) 8.616(0.44%↑)

“w/o Implicit Hypergraph” 6.576(6.72%↑) 3.615(5.46%↑) 7.459(5.10%↑) 7.782(3.83%↑) 4.689(2.07%↑) 8.696(1.37%↑)

Table 4: The table presents the results of an ablation study on multi-horizon forecasting using the PeMSD7(M), METR-LA benchmark
datasets.

Method

Pe
M

SD
7(

M
)

RMSE MAE MAPE
MKH-Net 3.042 1.638 3.035

“w/o Spatial” 3.539(16.34%↑) 1.779(8.61%↑) 3.963(30.58%↑)
“w/o Temporal” 3.266(7.36%↑) 1.685(2.43%↑) 3.541(16.67%↑)

“w/o Explicit Subgraph” 3.193(4.96%↑) 1.697(3.60%↑) 3.297(8.637%↑)
“w/o Dual Hypergraph” 3.134(3.02%↑) 1.686(2.93%↑) 3.189(5.07%↑)

“w/o Implicit Hypergraph” 3.114(2.37%↑) 1.671(2.01%↑) 3.195(5.27%↑)

Table 5: The table presents the results of an ablation study on multi-horizon forecasting using the PeMS-BAY benchmark dataset.

• For PeMSD3, we set the batch size(b) to 6, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 16. Additionally, the number of hyperedges is 8.

• For PeMSD4, we set the batch size(b) to 32, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 18. Additionally, the number of hyperedges is 5.

• For PeMSD7, we set the batch size(b) to 6, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 18. Additionally, the number of hyperedges is 8.

• For PeMSD8, we set the batch size(b) to 18, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 16. Additionally, the number of hyperedges is 8.

• For PeMSD7(M), we set the batch size(b) to 18, the ini-
tial learning rate(lr) to 1 × 10−3, and the embedding
size(d) to 12. Additionally, the number of hyperedges
is 4.

• For METR-LA, we set the batch size(b) to 6, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 16. Additionally, the number of hyperedges is 6.

• For PEMS-BAY, we set the batch size(b) to 6, the initial
learning rate(lr) to 1× 10−3, and the embedding size(d)
to 16. Additionally, the number of hyperedges is 8.

The fraction of hypernodes connected to hyperedges in a
hypergraph provides information about the “edge density” of
the network. A higher fraction of hypernodes connected to
hyperedges indicates a denser network, while a lower frac-
tion suggests a sparser network. Controlling the density of
the hypergraph is possible by changing the number of hy-
peredges. This experiment was carried out to determine the
optimal number of hyperedges for an MTSF task by examin-
ing the impact of the number of predefined hyperedges on the
learned hypergraph structures. This study helps to understand
how the density of the hypergraph changes as the number of
hyperedges increases or decreases for a given dataset on the
MTSF task. Figure 8 shows the experimental results. In an-
other experiment, we fixed the number of hyperedges to 5
and studied how the fraction of incident hypernodes varies
for each hyperedge across the datasets in the MTSF task. We
observed that the fraction of hypernodes connected to the hy-



1 2 3 4 5 6 7 8 9 10 11 12
Horizon

4
6
8

10
12
14
16
18
20
22

M
AE

PeMSD3

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(a) MAE on PeMSD3

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

4
6
8

10
12
14
16
18

M
AP

E

PeMSD3

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(b) MAPE on PeMSD3

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

5

10

15

20

25

30

35

RM
SE

PeMSD3

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(c) RMSE on PeMSD3

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

7.5
10.0
12.5
15.0
17.5
20.0
22.5
25.0
27.5

M
AE

PeMSD4

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(d) MAE on PeMSD4

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

6
8

10
12
14
16
18

M
AP

E

PeMSD4

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(e) MAPE on PeMSD4

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

10

15

20

25

30

35

40
RM

SE
PeMSD4

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(f) RMSE on PeMSD4

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

5
10
15
20
25
30
35
40
45

RM
SE

PeMSD7

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(g) RMSE on PeMSD7

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

5

10

15

20

25

30

M
AE

PeMSD7

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(h) MAE on PeMSD7

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

2

4

6

8

10

12

14

M
AP

E

PeMSD7

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(i) MAPE on PeMSD7

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

4
6
8

10
12
14
16
18
20
22

M
AE

PeMSD8

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(j) MAE on PeMSD8

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

2

4

6

8

10

12

14
M

AP
E

PeMSD8

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(k) MAPE on PeMSD8

1 2 3 4 5 6 7 8 9 10 11 12
Horizon

5

10

15

20

25

30

35

RM
SE

PeMSD8

MKH-Net
STGODE
STGNCDE
ZCNETS
AGCRN

(l) RMSE on PeMSD8

Figure 7: The figure provides a comprehensive overview of the pointwise prediction errors for multi-horizon forecasting tasks, presented in
relation to multiple evaluation metrics. It reports the results of evaluations conducted on benchmark datasets.

peredges remained the same across the benchmark datasets.
However, further exploration is necessary to gain better in-
sights and understand the trends.

8.8 TIME SERIES FORECASTING
VISUALIZATION

Figure 9 provides a visual depiction of the ground truth,
pointwise forecasts, and time-varying uncertainty estimates
obtained from the proposed w/Unc- MKH-Net framework.
This representation offers valuable insights into the frame-
work performance, facilitating a comprehensive analysis and
interpretation of the results. While existing methods for mul-
tivariate time series forecasting can model nonlinear spatial-
temporal dependencies within interconnected sensor net-
works, they typically fall short in providing accurate mea-
sures of uncertainty for multi-horizon forecasts. In contrast,
the proposed w/Unc- MKH-Net framework(MKH-Net with
local uncertainty estimation) effectively utilizes relational in-
ductive bias through the spatio-temporal propagation archi-

tecture to quantitatively estimate uncertainty of model pre-
dictions. This framework is successful in accurately estimat-
ing uncertainty, as demonstrated through multifaceted visu-
alizations, providing a significant improvement over exist-
ing methods that only provide pointwise forecasts for MTSF.
The results highlight the effectiveness of the w/Unc- MKH-
Net framework in time series representation learning for the
MTSF task, making it a valuable addition to the field of mul-
tivariate time series analysis for uncertainty estimation.

8.9 FORECASTING UNCERTAINITY
The MKH-Net framework presents a supervised learning al-
gorithm that employs the mean absolute error(MAE) as its
loss function for model training. The MAE error is calcu-
lated by comparing the pointwise forecasts of the model pre-
dictions(denoted as X̂(t:t+υ−1)) to the corresponding ground-
truth data (denoted as X(t:t+υ−1)), as expressed in the equa-
tion below:

LMAE (θ)=
1

υ

∣∣∣X(t:t+υ−1) − X̂(t:t+υ−1)

∣∣∣
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MKH-Net 0% 19.937 13.177 11.679 28.925 19.194 12.259 35.092 21.988 9.371 21.224 13.577 7.725

Point
10% 22.411 15.146 13.266 31.511 21.836 14.000 35.252 22.954 9.687 24.844 16.759 9.582
30% 23.737 16.082 13.885 33.609 23.651 14.808 35.377 25.054 10.325 26.319 18.018 10.299
50% 25.168 17.053 14.499 35.910 25.211 15.719 37.486 25.681 11.027 29.180 19.929 11.434

Block
10% 22.656 15.198 13.155 32.316 22.148 14.135 38.923 25.534 11.003 25.246 16.931 9.696
30% 23.646 15.896 13.594 34.024 23.784 14.836 39.042 25.638 11.528 27.274 19.700 11.002
50% 25.607 17.272 14.634 36.068 25.320 15.738 44.386 28.176 12.102 29.138 20.419 11.582

Table 6: The table presents the pointwise forecasting errors obtained on the irregular PeMSD3, PeMSD4, PeMSD7, and PeMSD8 benchmark
datasets.
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RMSE MAE MAPE

MKH-Net 0% 5.817 3.329 6.972 7.495 4.594 8.578 3.069 1.659 3.070

Point
10% 6.617 3.802 7.736 8.624 5.534 9.283 3.289 1.940 3.585
30% 6.758 4.294 9.193 9.008 5.917 10.059 3.633 2.209 4.011
50% 7.054 4.569 9.352 9.390 6.298 10.857 3.817 2.364 4.273

Block
10% 9.316 4.503 8.492 8.906 5.605 9.779 3.265 1.900 3.502
30% 11.787 4.793 8.590 9.330 6.003 10.011 3.495 2.118 3.892
50% 14.264 6.227 10.713 9.463 6.286 10.375 3.710 2.294 4.181

Table 7: The table presents the pointwise forecasting errors obtained on the irregular PeMSD7(M), METR-LA and PeMS-BAY benchmark
datasets.

The training process strives to minimize the MAE loss
function, denoted as LMAE (θ), through the fine-tuning of the
model parameters θ. The w/Unc- MKH-Net serves as a vari-
ant of the MKH-Net, specifically designed to evaluate the
uncertainty in model predictions, thereby facilitating more
trustability for decision-making in real-world applications.
The w/Unc- MKH-Net framework offers a robust approach
for predicting time-varying uncertainty in multistep-ahead
forecasts, enhancing the overall reliability of the model’s out-
put. The forecasted predictions, represented as X̂(t:t+υ−1),
are characterized by a heteroscedastic Gaussian distribu-
tion with mean and variance denoted by µϕ

(
X̄(t:t+υ−1)

)
and

σ2
ϕ

(
X̄(t:t+υ−1)

)
, respectively. Here, X̄(t:t+υ−1) refers to the in-

put time series obtained from the projection layer. It is math-
ematically described as follows,

X̂(t:t+υ−1)∼ N
(
µϕ

(
X̄(t:t+υ−1)

)
, σ2

ϕ

(
X̄(t:t+υ−1)

))
The predicted mean and standard deviation of the het-

eroscedastic Gaussian distribution are obtained from the fol-
lowing equation,

µϕ

(
X̄(t:t+υ−1)

)
, σ2

ϕ

(
X̄(t:t+υ−1)

)
=fθ

(
Ht:t+υ−1

)
The neural network, denoted as fθ, receives the output of

the temporal inference component, represented by Ht:t+υ−1,
as its input. Utilizing this input, the network predicts the
mean

(
µϕ

(
X̄(t:t+υ−1)

))
and standard deviation

(
σ2
ϕ

(
X̄(t:t+υ−1)

))
of a normal distribution for future observations, symbolized
as X̂(t:t+υ−1). The maximum likelihood estimate(MLE) of the
predicted Gaussian distribution is represented by X̂(t:t+υ−1).
It is mathematically described as follows,

X̂(t:t+υ−1)=µϕ

(
X̄(t:t+υ−1)

)
In short, µϕ

(
X̄(t:t+υ−1)

)
provides an estimation of the ex-

pected value of the Gaussian distribution of future values,

i.e., X̂(t:t+υ−1), given the observed values from time points
t− τ to t− 1, i.e., X̄(t:t+υ−1). Furthermore, σ2

ϕ

(
X̄(t:t+υ−1)

)
represents the model’s prediction uncertainty for the subse-
quent υ time steps, starting from the current tth time point.
The regular Gaussian likelihood of future values, given pa-
rameters µϕ

(
X̄(t:t+υ−1)

)
and σ2

ϕ

(
X̄(t:t+υ−1)

)
described as fol-

lows:

N (X̂(t:t+υ−1);µϕ

(
X̄(t−τ : t−1)

)
, σϕ

(
X̄(t−τ : t−1)

)
)=

1

σϕ

(
X̄(t−τ : t−1)

)√
2π

e

−
1

2

X(t:t+υ−1) − µϕ

(
X̄(t−τ : t−1)

)
σϕ

(
X̄(t−τ : t−1)

) 
2

The uncertainty modeling framework aims to optimize the
Gaussian negative log likelihood loss(i.e., negative log gaus-
sian probability density function(pdf)), as described in [Nix
and Weigend, 1994]. This optimization process relies on the
mean and variance estimates of the model and forms a solid
foundation for understanding and quantifying the inherent
uncertainty in the model’s predictions. We apply logarithm
transformation on both sides of the equation, it is described
as follows,

log N (X̂(t:t+υ−1);µϕ

(
X̄(t:t+υ−1)

)
, σϕ

(
X̄(t:t+υ−1)

)
)

=log

[
1

σϕ

(
X̄(t:t+υ−1)

)√
2π

]
+log

e
−
1

2

X(t:t+υ−1) − µϕ

(
X̄(t:t+υ−1)

)
σϕ

(
X̄(t:t+υ−1)

) 
2

=log
1

σϕ

(
X̄(t:t+υ−1)

)+log
1√
2π
−1

2

(
X(t:t+υ−1) − µϕ

(
X̄(t:t+υ−1)

)
σϕ

(
X̄(t−τ : t−1)

) )2

=− log σϕ

(
X̄(t:t+υ−1)

)
+C−1

2

(
X(t:t+υ−1) − µϕ

(
X̄(t:t+υ−1)

)
σϕ

(
X̄(t:t+υ−1)

) )2
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Figure 8: The figure showcases the results of a sensitivity analysis on the embedding dimension and number of hyperedges.

We drop the constant(C) and the Gaussian negative log
likelihood loss is described by,

LGaussianNLLLoss=

Ttrain∑
t=1

[
log σϕ

(
X̄(t:t+υ−1)

)2
2

+

(
X(t:t+υ−1) − µϕ

(
X̄(t:t+υ−1)

))2
2σϕ

(
X̄(t:t+υ−1)

)2
]

Where Ttrain denotes the time points in the training set.
The negative Gaussian log-likelihood quantifies the likeli-
hood of the observations, considering the estimated mean
and variance of the Gaussian distribution. A lower nega-
tive Gaussian log-likelihood value signifies a better fit of the
Gaussian distribution to the observed values, thus indicating
a more accurate representation of the underlying data. The

w/Unc- MKH-Net framework, utilizes a Gaussian likelihood
function for modeling the future values, and the mean and
variance of the gaussian distribution are modeled by the neu-
ral network. The mean is the predicted value, and the vari-
ance represents the uncertainty of the predictions. By mini-
mizing the negative log-likelihood of the Gaussian distribu-
tion, we determine the set of model parameters that provide
the best fit to the data and also provides the uncertainty es-
timates. To put it briefly, the MKH-Net framework mini-
mizes the LMSE(Least Mean Square Error) to find the set of
model parameters that best fit the data. On the other hand,
the w/Unc- MKH-Net framework(MKH-Net with local un-
certainty estimation) minimizes the LGaussianNLLLoss(negative
log-likelihood of a Gaussian distribution) to estimate uncer-
tainty quantitatively.
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(a) Node 12 in PeMSD3
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(b) Node 99 in PeMSD3
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(i) Node 26 in PeMSD7
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(j) Node 66 in PeMSD7
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(k) Node 139 in PeMSD7
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(l) Node 277 in PeMSD7
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(m) Node 85 in PeMSD8
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(n) Node 104 in PeMSD8
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(o) Node 155 in PeMSD8
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(p) Node 162 in PeMSD8
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(q) Node 37 in METR-LA
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(r) Node 88 in METR-LA
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(s) Node 137 in METR-LA
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(t) Node 189 in METR-LA
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(u) Node 58 in PeMS-BAY
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(v) Node 155 in PeMS-BAY
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(w) Node 237 in PeMS-BAY
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Figure 9: The figure provides a visualization of traffic forecasting results on benchmark datasets.



8.10 DATASETS

Dataset Variables Timepoints Time-Range Split-Ratio Granularity
PeMSD3 358 26,208 09/2018 - 11/2018

6 / 2 / 2 5
m

ins

PeMSD4 307 16,992 01/2018 - 02/2018
PeMSD7 883 28,224 05/2017 - 08/2017
PeMSD8 170 17,856 07/2016 - 08/2016

PeMSD7(M) 228 12,672 05/2012 - 06/2012
METR-LA 207 34,272 03/2012 - 06/2012 7 / 1 / 2
PEMS-BAY 325 52,116 01/2017 - 05/2017

Table 8: Summary of the various traffic-related benchmark datasets.

We evaluated the effectiveness of our novel MKH-Net
framework by comparing it to existing benchmark models on
various real-world datasets. These datasets include PeMSD3,
PeMSD4, PeMSD7, PeMSD7(M), PeMSD8, METR-LA,
and PEMS-BAY. To generate the pre-defined graphs(explicit
graphs) for traffic-related benchmark datasets, kernel-based
similarity metric functions were used, based on the distance
between sensors on the road network([Choi et al., 2022], [Li
et al., 2018a]). Table 8 provides more details of the bench-
mark datasets.

8.11 EXPERIMENTAL SETUP
The traffic-related benchmark datasets were divided into three
mutually exclusive subsets with different ratios: a training set
for model learning, a validation set for hyperparameter tun-
ing, and a test set to evaluate model performance on unseen
data. The PEMS-BAY and METR-LA datasets were split
with a 7/1/2 ratio, while all other datasets were split with a
6/2/2 ratio into training, validation, and test sets, respectively.
The time-series data preprocessing step involved scaling each
time-series variable to have zero mean and unit variance. Var-
ious forecast accuracy metrics such as MAE(Mean Absolute
Error), RMSE(Root Mean Squared Error), and MAPE(Mean
Absolute Percentage Error) were computed on the original
scale of the MTS data during the training and evaluation of
forecasting models. The MKH-Net framework was trained
for a predefined number of 30 epochs to update the trainable
parameters of the model iteratively, with the goal of mini-
mizing the forecast error. We used Validation MAE for early
stopping to prevent overfitting. This approach helps to avoid
suboptimal solutions and select the best model that can gen-
eralize well to unseen data. As a result, the overall perfor-
mance of the model is improved. The MKH-Net frame-
work performance was evaluated on the test set to estimate
its ability to generalize to new and unseen data. To optimize
the learning process, a learning rate scheduler was utilized,
which reduced the learning rate by half after 5 epochs of no
improvement in the validation set performance. The Adam
optimizer was used to train the model to fine-tune the learn-
able parameters and improve convergence. An initial learning
rate of 1 × 10−3 was set to minimize the MAE loss for the
MKH-Net model and the negative Gaussian log-likelihood
for the w/Unc- MKH-Net model between the ground truth
and the model predictions. The models were trained on pow-
erful GPUs, including the NVIDIA Tesla T4, Nvidia Tesla
v100, and GeForce RTX 2080 GPUs, to speed up the training
process and enable the use of larger models and datasets built

upon the PyTorch framework. Multiple independent experi-
mental runs were performed, and the ensemble average was
reported to provide a reliable evaluation of the models perfor-
mance. The hyperparameters of the learning algorithm were
the embedding size(d), number of hyperedges(|HE|), batch
size(b), and learning rate(lr). The optimum hyperparameter
values for each dataset were reported in Section 8.7.

8.12 BASELINES
In the context of evaluating the performance of the pro-
posed neural forecasting models(MKH-Net and w/Unc-
MKH-Net) on the MTSF(multivariate time series forecast-
ing) task, it is customary to use widely recognized algorithms
as benchmarks. These benchmark algorithms are usually cho-
sen based on their widespread use in the literature and their
established performance on benchmark datasets.

• HA [Hamilton, 2020], involves using the average of a
predefined historical window of observations to predict
the next value in a time series.

• ARIMA is a statistical analysis model for handling the
non-stationary time series data. However, they do have
some limitations, such as difficulty in handling long-
term trends or seasonal patterns that change over time.

• VAR([Hamilton, 2020]) is an extension of the univariate
autoregressive(AR) model, designed to capture the inter-
dependencies among multiple time series variables, en-
abling the analysis and forecasting of complex systems.

• TCN( [Bai et al., 2018]) architecture comprises a stack
of causal convolutions and dilation layers for handling
sequential data in multistep-ahead time series prediction
tasks. The use of causal convolutions allows TCN to in-
corporate past information into the model, making it ef-
fective for handling time series data. The dilation layers
increase the receptive field of the convolutional filters
exponentially, allowing the model to learn long-range
correlations in the MTS data.

• FC-LSTM( [Sutskever et al., 2014]) framework, which
is an encoder-decoder architecture based on LSTM units
with a peephole connection has been an effective tech-
nique for multi-horizon forecasting task. It captures the
complex and nonlinear relationships between multiple
time series variables in MTS data, including both short-
term and long-term relationships.

• GRU-ED( [Cho et al., 2014]) an encoder-decoder archi-
tecture based on GRU units is an effective framework for
handling sequential data for multistep-ahead time series
prediction by capturing relevant information from previ-
ous time steps.

• DSANet( [Huang et al., 2019]) is a correlated time se-
ries prediction model that uses CNN networks to cap-
ture long-range intra-temporal dependencies of multiple
time series and does not rely on recurrence to capture
temporal dependencies in MTS data. It also utilizes
self-attention blocks that can adaptively capture inter-
dependencies for predicting multiple-steps-ahead fore-
casts in the MTS data.



• DCRNN( [Li et al., 2018b]), is a powerful technique
that leverages bidirectional random walks on graphs and
integrates graph convolution with recurrent neural net-
works to capture the spatial-temporal dependencies in
the MTS data. This unique approach enables the predic-
tion of multistep-ahead forecasts in MTS data through
an encoder-decoder architecture, with an improved fore-
cast accuracy than conventional approaches.

• STGCN( [Yu et al., 2018a]) combines the graph con-
volution and gated temporal convolution to effectively
capture the spatial-temporal correlations between multi-
ple time series variables for predicting multistep-ahead
forecasts in MTS data.

• GraphWaveNet( [Wu et al., 2019a]), is a framework
that jointly learns an adaptive dependency matrix us-
ing a wave-based propagation mechanism and graph
representations with dilated causal convolution layers
to capture spatial-temporal dependencies for predicting
multistep-ahead forecasts in the time series. This ap-
proach allows the model to effectively capture depen-
dencies between multiple time series variables, resulting
in imroved forecast accuracy.

• ASTGCN( [Guo et al., 2019]), utilizes an attention-
based spatio-temporal graph convolutional network to
capture inter- and intra-dependencies for predicting
multiple-steps-ahead forecasts in the time series. This
approach allows the model to effectively capture spatial-
temporal relationships between multiple time series vari-
able using attention mechanisms.

• STG2Seq( [Bai et al., 2019]) predicts multistep-ahead
forecasts in MTS data by using a combination of gated
graph convolutional networks(GGCNs) and a sequence-
to-sequence(seq2seq) architecture with attention mech-
anisms. This approach captures dynamic temporal cor-
relations within the time series variables, as well as the
cross-channel information (correlations among multiple
variables), to effectively model the complex relation-
ships between multiple time series variables.

• STSGCN( [Song et al., 2020]) predicts multistep-ahead
forecasts in MTS data by stacking multiple layers
of spatial-temporal graph convolutional networks. It
captures localized intra- and inter-dependencies in the
graph-structured MTS data to model the complex rela-
tionships between multiple time series variables.

• LSGCN( [Huang et al., 2020]) predicts multistep-ahead
forecasts in MTS data by integrating a graph attention
mechanism into a spatial gated block. This approach
captures dynamic spatial-temporal dependencies among
multiple time-series variables using attention mecha-
nisms, resulting in significantly improved forecast ac-
curacy.

• AGCRN( [Bai et al., 2020a]) predicts multistep-ahead
forecasts in MTS data by using data-adaptive graph
structure learning method. It captures node-specific
intra- and inter-correlations to effectively model com-
plex spatial-temporal dependencies and relationships be-
tween multiple time series variables.

• STFGNN( [Li and Zhu, 2021]) predicts multistep-ahead
forecasts in MTS data by fusing representations obtained
from the temporal graph module and gated convolution
module. They operate for different time periods in paral-
lel and learn spatial-temporal correlations to effectively
model the complex relationships between multiple time
series variables.

• Z-GCNETs( [Chen et al., 2021]) predicts multistep-
ahead forecasts in MTS data by integrating a time-
aware zigzag topological layer into time-conditioned
graph convolutional networks(GCNs). It captures hid-
den spatial-temporal dependencies and learns salient
time-conditioned topological information to effectively
model the complex relationships between multiple time
series variables while considering their topological prop-
erties.

• STGODE( [Fang et al., 2021]) predicts multistep-ahead
forecasts by using a tensor-based ordinary differential
equation(ODE) to capture inter- and intra-dependency
relationships between multiple time series variables in
the MTS data. This approach allows for deeper networks
to be constructed and captures the complex spatial-
temporal dynamics of the data, resulting in significantly
improved forecast accuracy.

8.13 RELATED WORK
Multivariate time series forecasting is a critical task that
has widespread applications in diverse domains for strate-
gic decision-making. By predicting multiple variables that
are related and evolve over time, it allows for informed de-
cisions about strategy formulation, resource allocation, and
other essential business processes. The manufacturing sec-
tor employs it for production planning, energy management
and inventory management, while finance uses it for in-
vestment planning and risk management. The retail and e-
commerce benefits from its use in supply chain management,
product pricing, and so on. Its versatility makes it an in-
dispensable tool for informed decision-making in modern
businesses. The conventional time series forecasting tech-
niques such as VAR([Watson, 1994]), ARIMA([Makridakis
and Hibon, 1997]), and state-space models(SSMs, [Hynd-
man et al., 2008]) have limitations in handling correlated
MTS data with complex dependencies and non-linear rela-
tionships among multiple time series variables. Over the
last few years, novel deep learning methods, such as FC-
LSTM([Sutskever et al., 2014]) and TPA-LSTM([Shih et
al., 2019]) have emerged as potential alternatives for over-
come the limitations of traditional statistical techniques in
handling complex spatial-temporal dependencies in multi-
variate time series forecasting. These methods employ an
implicit recurrent process to model intra-temporal correla-
tions, enabling them to better capture the non-linear tempo-
ral dynamics of time series variables in MTS data. While
these deep learning-based methods have shown promising re-
sults in handling complex temporal dependencies in multi-
variate time series forecasting, they may not explicitly ac-
count for the inter-correlations among different time series
variables. Consequently, these models may face limitations



in capturing the entire complexity of MTS data. Recent re-
search has proposed various methods to address the limi-
tations of deep learning-based methods in modeling inter-
correlations among different time series variables in addi-
tion to intra-correlations within the variables. These meth-
ods include convolutional LSTM(ConvLSTM), recurrent at-
tention networks(RAN), dynamic self-attention(DSA), tem-
poral convolutional networks(TCN), and transformer-based
architectures. In specific, LSTNet is a well-known hybrid
method for multivariate time series forecasting, which uti-
lizes a combination of convolutional and recurrent neural
networks to capture the inter-dependencies among variables
and intra-temporal dependencies within time series variables.
However, the method is inefficient in precisely modeling the
complex relationships and dependencies among the multi-
ple variables of MTS data due to its global aggregation of
pair-wise semantic relations. Hence, further advancements
are necessary to address these limitations and enhance the
accuracy of MTSF tasks. Recent advances in multivari-
ate time series forecasting have embraced Graph neural net-
works(GNNs) as a promising approach for modeling the rela-
tional dependencies between time series variables in the MTS
data. Researchers such as [Wu et al., 2019b; Bai et al., 2020b;
Wu et al., 2020; Yu et al., 2018b; Chen et al., 2022] and [Li
et al., 2018a]) have contributed to this growing trend, and the
approach has become increasingly popular. The graph-based
modeling approaches for MTSF require a predefined graph
that represents the dependencies between variables as edges
in the graph. GNNs then leverage this graph to predict the
dynamics of multiple time series variables, enabling them to
capture the complex relationships and dependencies within
the MTS data. Despite the effectiveness of graph-based ap-
proaches in MTSF task, in most real-world scenarios, an ex-
plicit graph structure is often unavailable or inaccurate. Ad-
ditionally, the use of a predefined graph structure for mod-
eling the high-dimensional dynamics of interconnected sys-
tems may impose limitations, as it fails to encapsulate the
full complexity of the underlying relational graph structure
among variables, ultimately resulting in suboptimal forecast-
ing. Additionally, the forecast models that rely on prede-
fined graphs often assume a fixed relationship between vari-
ables. This approach neglects the potential to incorporate the
relational graph structure that accounts for the dynamic re-
lationships among variables underlying the spatio-temporal
MTS data. To achieve more accurate predictions, it is cru-
cial to develop models that can effectively capture the non-
linear dynamic relationships and dependencies between vari-
ables. A novel category of GNN-based models has been pro-
posed in recent research, that utilize a time-varying adaptive
attention mechanism to model the complex dynamic correla-
tions among variables within MTS data. Researchers such as
[Shang et al., 2021], [Deng and Hooi, 2021] and, [Wu et al.,
2020] have contributed to this growing field. These GNN-
based models aim to jointly learn the implicit graph structure
and representations of the spatio-temporal graph MTS data,
instead of solely relying on predefined graphs. However, in-
corporating prior or domain knowledge of the interconnected
sensor networks can further enhance performance on MTSF
task in real-world scenarios when an explicit graph structure

is completely available and reliable. Incorporating relevant
prior knowledge can help to overcome the limitations of data-
driven neural relational inference methods, which rely solely
on the MTS data. This is particularly beneficial in scenar-
ios when the data is limited or noisy, leading to improved
forecast accuracy and robustness. Additionally, incorporat-
ing prior knowledge can help to constrain the search space,
regularize the model, and improve its overall robustness.
Nonetheless, the GNN-based approaches model the multi-
hop relationships among time series variables, which can
lead to over-smoothing and under-learning(over-squashing)
issues. Additionally, existing higher-order graph convolu-
tion algorithms in literature or simply, modeling the graph
as a simplicial complex are often ineffective in capturing the
higher-order correlations in spatio-temporal graph data. Con-
sequently, these models may encounter difficulties in cap-
turing higher-order relationships among the time series vari-
ables, leading to potentially less accurate and reliable fore-
casts. Despite the promising results of deterministic GNN-
based models in improving pointwise forecast accuracy, they
often generate poor estimates of uncertainty. To address this
issue, researchers have put forth a range of deep learning
methods, such as Bayesian neural networks, Gaussian pro-
cesses, ensemble learning techniques, bootstrapping, jack-
knife resampling methods, and post-hoc uncertainty evalua-
tions. However, more research is needed to advance and im-
prove GNN-based models to effectively estimate uncertainty
for MTSF tasks. In summary, there is a need for interpretable
and tractable uncertainty estimates of graph-based forecast-
ing neural network predictions. In this work, we have devel-
oped a unique approach to overcome the limitations of ex-
isting methods in estimating uncertainty for the MTSF task.
Our approach effectively models the complex inter-series cor-
relations among the variables and long-term(intra-series) de-
pendencies within the variables in MTS data, resulting in
improved forecast accuracy. Furthermore, our framework
reduces computational requirements, making it suitable for
handling larger datasets while achieving better forecast accu-
racy. The use of cost-effective GPU hardware accelerates the
training process and reduces memory requirements, making
the framework more practical for real-world use.

8.14 COMPOSITIONAL GENERALIZATION
FOR GRAPH TIME SERIES
FORECASTING

Understanding the compositional structure of multivariate
time series data is crucial for accurately modeling com-
plex systems across various sectors, including retail and e-
commerce, logistics and tranportation, finance, and more. To
achieve this, it is essential for developing domain-agnostic
frameworks that can adapt to new dynamic complex systems,
with multiple interconnected variables that evolve over time
which can be influenced by various factors such as time, sea-
sonality, and external events. In graph time series forecasting,
compositional generalization refers to the ability of a neu-
ral forecasting architecture to accurately model the complex
relationships and dependencies between multiple time series
variables in complex systems. By capturing the non-linear re-
lationships between different time series variables and mod-



eling their underlying dynamics, compositional generaliza-
tion enables accurate forecasting in complex systems and im-
proves the accuracy of multi-horizon predictions. This is be-
cause the framework can adapt to new graph structures and
make accurate predictions even when data is incomplete or
missing. Our proposed framework is specifically tailored for
graph time series forecasting using Knowledge-Based Com-
positional Generalization(KBCG), which combines domain-
specific knowledge with implicit knowledge of the relational
structure learned from MTS data. The framework is designed
to handle multi-horizon forecasting tasks that may involve
varying numbers of time series variables and have complex,
compositional structures underlying the MTS data. KBCG
is used to learn a basis set of multi-relational structures that
capture the underlying compositional structure of the time se-
ries data. It starts by decomposing the time series data into its
latent factors, which include different types of dependencies
that occur at various observation scales. For example, the cor-
relations among variables in the short-term view of the MTS
data may differ from those in the long-term view. The de-
pendencies are then modeled using a set of multi-relational
structures that capture the complex spatio-temporal depen-
dencies among the multiple variables and the underlying dy-
namics in the time series data. The latent representations
generated by multi-relational structures representation learn-
ing methods are more flexible and expressive than other ap-
proaches. These representations are combined using a set of
weights, which determine the contribution of each basis re-
lational structure to the final latent representation that cap-
tures the underlying dynamics of the time series data with
greater accuracy. Overall, KBCG provides a way to learn
the compositional structure of multivariate time series data
(i.e., underlying relationships and dependencies between dif-
ferent time series variables within a system) through the com-
plex multi-relational structures by combining both domain-
specific knowledge and implicit knowledge of the relational
structure learned from the time series data. As a result, the
accuracy of multi-horizon forecasts is improved. KBCG is
a powerful tool for graph time series forecasting and can be
applied in a wide range of applications, such as traffic predic-
tion, financial forecasting, and weather forecasting and many
more.


	ABSTRACT
	INTRODUCTION
	PROBLEM DEFINITION
	OUR APPROACH
	PROJECTION LAYER
	SPATIAL-INFERENCE
	Hypergraph inference and representation learning
	Subgraph Representation Learning
	Dual Hypergraph Representation Learning

	TEMPORAL-INFERENCE

	DATASETS
	EXPERIMENTAL RESULTS
	CONCLUSION
	APPENDIX
	HYPERGRAPH ATTENTION NETWORK(HgAT)
	HYPERGRAPH TRANSFORMER(HgT)
	ADDITIONAL RESULTS
	ABLATION STUDY
	POINTWISE PREDICTION ERROR FOR MULTI-HORIZON FORECASTING
	IRREGULAR TIME SERIES FORECASTING
	SENSITIVITY ANALYSIS
	TIME SERIES FORECASTING VISUALIZATION
	FORECASTING UNCERTAINITY
	DATASETS
	EXPERIMENTAL SETUP
	BASELINES
	RELATED WORK
	COMPOSITIONAL GENERALIZATION FOR GRAPH TIME SERIES FORECASTING


