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ABSTRACT

We consider solving the low-rank matrix sensing problem in the over-
parameterized setting, where the specified rank is larger than the true rank. Pre-
cisely, our main objective is to recover a matrix X∗ ∈ Rn1×n2 with rank r⋆
using an over-parameterized form LR⊤, where L ∈ Rn1×r, R ∈ Rn2×r and
min{n1, n2} ≥ r > r⋆ with the true rank r⋆ being unknown. The commonly used
methods tackling such a problem such as Factorized Gradient Descent (FGD) can
only demonstrate sub-linear convergence behavior, and their performance could
significantly deteriorate when the matrix condition number is relatively large. To
address this issue, we propose the alternating preconditioned gradient descent
(APGD) method that an inexpensive right preconditioner with a constant damping
parameter is applied to the original gradient. We prove that even starting from a
random initialization, APGD can recover the target matrix at a linear convergence
rate in the over-parameterized situation, independent of the condition number. No-
tably, unlike previous FGD-based methods, APGD alternates between updating
the two factor matrices, which eliminates the reliance on a small step size, thereby
enabling faster convergence. Through a series of experiments, we demonstrate
that APGD achieves the fastest convergence speed compared to other methods,
and further possesses strong robustness with respect to step size, condition num-
ber and other parameters.

1 INTRODUCTION

Low-rank matrix sensing is a fundamental problem encountered in various fields, including image
processing (Candès et al., 2011; Li et al., 2019; Arora et al., 2019), phase retrieval (Vaswani et al.,
2017; Nayer & Vaswani, 2021), quantum tomography (Rambach et al., 2021), etc. The primary ob-
jective is to recover a rank r⋆ matrix X⋆ ∈ Rn1×n2(r⋆ ≪ min{n1, n2}) from linear measurements
{(yi, Ai)}mi=1 of the form

yi = ⟨Ai, X⋆⟩, i = 1, ...,m. (1)

This model can be concisely expressed as y = A(X⋆), where A(X⋆) =
[⟨A1, X⋆⟩ , ⟨A2, X⋆⟩ , · · · , ⟨Am, X⋆⟩] is the so-called measurement operator. A prevalent
method for recovering a low-rank matrix X ∈ Rn1×n2 involves solving the following problem:

argmin rank(X) s.t. y = A(X). (2)

However, such an optimization problem is NP-hard due to the nonconvex rank constraint. To address
this challenge, researchers have proposed relaxing the rank constraint to a convex nuclear norm
constraint (Recht et al., 2010; Candes & Plan, 2011; Candes & Recht, 2012; Candès & Tao, 2010).
Although this kind of convex relaxation approach provides a tractable solution, it fails to fully exploit
the low-rankness of X⋆, and as a result, the computational cost significantly increases as the matrix
size grows. To mitigate the computational overhead, a common approach is to decompose the matrix
X into a factorized form LR⊤, where L ∈ Rn1×r, R ∈ Rn2×r and r is the estimated rank, also
known as the Burer-Monteiro method (Burer & Monteiro, 2003; 2005), and then solve

argmin
L,R

f(L,R) =
1

2
∥A(LR⊤)− y∥22. (3)

1
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This problem can be efficiently solved by the widely used factorized gradient descent method (Tu
et al., 2016; Zhuo et al., 2021; Jin et al., 2023; Xiong et al., 2024).

Lt+1 = Lt − η∇Lf(Lt, Rt), Rt+1 = Rt − η∇Rf(Lt, Rt), η denotes the step-size .

However, the following challenges remain in practice:

• ill-conditioning It is well known that gradient methods are susceptible to the condition
number κ of a matrix, defined as the ratio of the largest to the smallest singular value.
The number of gradient descent iterations increases at least linearly with the condition
number (Zheng & Lafferty, 2015). Unfortunately, most practical datasets exhibit very large
condition numbers, e.g., (Cloninger et al., 2014) notes that certain applications of matrix
sensing have condition numbers as high as κ = 1015.

• Over-parameterization A major challenge is the lack of prior information about the true
rank r⋆. Therefore, in the Burer-Monteiro method, we typically set r⋆ ≤ r ≤ min{n1, n2},
a scenario referred to as over-parameterization. However, recent studies (Zhuo et al., 2021;
Zhang et al., 2021; Xiong et al., 2024) have shown that in the case of over-parameterization,
the convergence behavior of factorized gradient methods can be significantly affected.

• Initialization For factorized gradient descent method, obtaining an initial point is the first
step. Many previous studies (Zhuo et al., 2021; Tong et al., 2021; Zhang et al., 2021) rely
on spectral initialization to obtain a good initial point that is close to the true solution X⋆.
However, recent researches (Stöger & Soltanolkotabi, 2021; Lee & Stöger, 2023; Xiong
et al., 2024) have shown that small random initialization can achieve similar results to
spectral initialization. Nevertheless, small initialization typically requires a larger number
of iterations and is less practical in some big data applications.

Given these challenges, the main goal of this work is to address the following question: Can
one develop an efficient and robust method for solving ill-conditioned matrix sensing in the
over-parameterized setting at a linear convergence rate with a proper random initialization ?

1.1 OUR CONTRIBUTION

To answer the aforementioned question, we consider using an alternating preconditioned gradient
descent (APGD) method to solve the over-parameterized matrix sensing problem. Preconditioning
is a commonly used method to address issues related to uneven distributions of matrix singular val-
ues (Nocedal & Wright, 1999; Carr et al., 2021; Zheng et al., 2021). Recently, this approach has
also been applied to matrix sensing problems (Tong et al., 2021; Zhang et al., 2021; Xu et al., 2023).
However, existing preconditioned gradient descent methods are mostly tailored for symmetric posi-
tive definite matrices, which is not a very practical assumption.

To this end, we consider in this work recovering arbitrary matrices. After decomposing the non-
symmetric matrix into two factor matrices, a natural idea is to update these two matrices alternately
(Tanner & Wei, 2016; Ward & Kolda, 2023; Jia et al., 2024). Compared to the vanilla gradient
descent, the advantage of alternating gradient descent is that it allows for larger step sizes, thus
speeding up convergence. As a result, we developed the alternating preconditioned gradient descent

Algorithm 1 Solving (3) by alternating preconditioned gradient descent (APGD)
Input: Observation {yi,Ai}mi=1, step size η, estimated rank r, initialization scale c1, damping pa-
rameter α
Initialization: Let L0 = c1

3
√
n1+r

L̃0 ∈ Rn1×r, R0 = c1
3
√
n2+r

R̃0 ∈ Rn2×r, where the entries of

L̃0, R̃0 are i.i.d. Gaussian entries with distribution N (0, 1)

1: for t = 0 to T − 1 do
2: Lt+1 = Lt − η∇Lf(Lt, Rt) · (R⊤

t Rt + αI)−1

3: Rt+1 = Rt − η∇Rf(Lt+1, Rt) · (L⊤
t+1Lt+1 + αI)−1

4: end for
5: return: XT = LTR

⊤
T

2
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algorithm for solving (3), as shown in Algorithm 1. APGD starts from a randomly initialized point
that is not too small and alternately updates the two factor matrices Lt and Rt. In each iteration,
APGD applies a right preconditioner to the original gradient, thereby accelerating the convergence.
Moreover, initialization is a critical aspect of optimization algorithms. Previous methods largely
relied on spectral initialization or extremely small random initialization. We are the first to prove that
with an easy-to-use random initialization, APGD can solve the asymmetric over-parameterization
matrix sensing problem at a linear convergence rate.

Theorem 1. (Informal) In the over-parameterization (r ≥ r⋆) situation, under some mild assump-
tions, starting from a random initialization which is not too small, APGD achieves a ϵ accuracy
minima, i.e. ∥LtRt −X⋆∥F ≤ ϵ, with Ω(log r

ϵ ) iterations.

We summarize our contributions as follows:

• Firstly, we propose a preconditioned alternating gradient descent algorithm, which can con-
verge from a random initial point to the true solution at a linear rate. Even in cases with a
large condition number and severe rank overestimation, APGD achieves the fastest conver-
gence. Compared to previous methods, APGD maintains convergence even with large step
sizes, offering a faster convergence rate. Moreover, unlike other globally convergent algo-
rithms, APGD does not rely on extremely small initialization, thus reducing the number of
iterations.

• Secondly, we develop a two-phase analytical framework that divides the convergence of
APGD into an initial phase and a local convergence phase. Using this framework, we ana-
lyze the convergence rate of APGD under over-parameterization and random initialization,
demonstrating that APGD exhibits linear convergence. We believe this framework can also
be extended to other tasks such as matrix completion, one-bit matrix sensing, and phase
retrieval.

• Thirdly, we conduct a series of experiments, showing that APGD achieves the fastest con-
vergence speed compared to other methods. Additionally, we perform sensitivity tests on
APGD’s parameters, such as step size, and damping parameter, initialization scale, demon-
strating that APGD exhibits strong robustness to parameter variations.

Table 1: Comparison of related works. The second column indicates whether the over-rank case is
considered. In the third column, ’local’ refers to initial points very close to the ground truth, ’small
random’ refers to initial values with a very small scale, and ’random’ refers to initial values with a
scale comparable to the ground truth. The fourth column shows the number of iterations required
for the algorithm to converge to an ϵ-global minima, where κ represents the condition number. The
fifth column indicates whether the asymmetric factorization is considered.

methods over rank init. iteration complexity asymmetry
(Tong et al., 2021) % local log 1

ϵ !

(Zhuo et al., 2021) ! local 1
ϵ %

(Zhang et al., 2021) ! local log 1
ϵ %

(Stöger & Soltanolkotabi, 2021) ! small random κ8 + κ6 log(κnϵ ) %

(Xu et al., 2023) ! small random log κ · log(κn) + log 1
ϵ %

(Xiong et al., 2024) ! small random log κ+ log κn
ϵ !

(Lee & Stöger, 2023) % random log n+ log 1
ϵ !

ours ! random log r
ϵ !

2 RELATED WORK

In recent years, a major research direction in the field of matrix sensing has been the development of
fast and efficient non-convex algorithms, with the factorized gradient descent algorithm, particularly
the Burer-Monteiro (BM) factorization (Tu et al., 2016; Zhuo et al., 2021; Chen & Wainwright,
2015; Sun & Luo, 2016), being a representative example. Despite the significant progress made
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in the study of the FGD algorithm, it still performs poorly in cases of ill-conditioning and over-
parameterization, which has led to extensive research efforts addressing these issues. Additionally,
the initialization of FGD has become another prominent research focus. We present a comparison
of several works most relevant to our approach in Table 1.

ill-conditioning
Gradient-based methods are highly sensitive to the condition number of matrices, and the iter-
ation complexity of the FGD algorithm grows linearly with the matrix condition number, i.e.
O(κ log 1/ϵ), as the condition number increases, the convergence rate of FGD significantly slows
downZheng & Lafferty (2015); Zhang et al. (2023). In recent years, there has been a series of studies
focused on addressing this problem using preconditioning methods (Mishra et al., 2012; Wei et al.,
2016; Mishra & Sepulchre, 2016; Tanner & Wei, 2016; Tong et al., 2021; Zhang et al., 2021; 2023;
2022; Bian et al., 2023). Most of these works rely on a good initial point and only conduct local
convergence analysis.

Over-parameterization In earlier years, a series of works (Tu et al., 2016; Tong et al., 2021; Chen &
Wainwright, 2015; Li et al., 2018) demonstrated that under the exact rank assumption, the factorized
gradient descent method could converge to the ground truth at a linear rate. However, since it is
difficult to obtain the rank of the matrix to be recovered in practice, recent research has focused
on matrix recovery in the overestimated rank setting (Zhuo et al., 2021; Li et al., 2018; Stöger &
Soltanolkotabi, 2021; Soltanolkotabi et al., 2023). However, over-parameterization exacerbates the
ill-conditioning of the problem, leading to slower convergence rates. Studies by Zhang et al. (2021;
2023); Xu et al. (2023); Cheng & Zhao (2024) have investigated the issue of slow convergence in
over-parameterized settings.

Initialization
Early methods demonstrated that, starting from an initial point obtained through spectral initializa-
tion (Chen & Wainwright, 2015; Sun & Luo, 2016), which is close to the ground truth, the factoriza-
tion gradient descent algorithm can converge to the optimal solution. In the past two to three years,
some studies (Bhojanapalli et al., 2016; Zhang et al., 2019; Ge et al., 2016; 2017; Zhu et al., 2021)
have shown that, under certain conditions, all local minima of the low-rank matrix sensing problem
are also global minima. Consequently, global convergence with random initialization has become a
research focus Jin et al. (2023); Ding et al. (2022); Jiang et al. (2023); Soltanolkotabi et al. (2023);
Chen et al.. (Stöger & Soltanolkotabi, 2021) revealed that in the noiseless case, gradient descent
with small random initialization performs similarly to spectral initialization.

3 MAIN RESULTS

3.1 PRELIMINARIES

Notations Singular values of a rank-r matrix X are donated as ∥X∥ = σ1(X) ≥ σ2(X) ≥ · · · ≥
σr(X) > 0. We denote the condition number of X as κ(X) = σ1(X)/σr(X).
Definition 3.1. (Restricted Isometry Property) The linear mapA is said to satisfies Restricted Isom-
etry Property (RIP) with parameters (r, δr) if there exits constants 0 ≤ δr < 1 and m > 0 such that
for every rank-r matrix M , it holds that

(1− δr)∥M∥2F ≤ ∥A(M)∥22 ≤ (1 + δr)∥M∥2F .
Lemma 1. If all the entries of the measurement matrices {Ai}mi=1 are (sub-)gaussian random vari-
ables with zero mean and variance 1/m and m ≥ D(n1 + n2)r, then the linear map A satisfies the
restricted isometry property of order r with constant δr > 0 with probability exceeding 1− Ce−dm

for fixed constants D, d > 0 (Candes & Plan, 2011).

Assumption 1. (Assumption of initialization) Suppose that we sample L̃0 ∈ Rn1×k, R̃0 ∈ Rn2×k

with i.i.d. N(0, σ1(X⋆)) entries. Then we take L0 = c1
3
√
n1+k

L̃0 and R0 = c1
3
√
n2+k

R̃0 with c1 ≥
cinit.

Under this initialization, we only need to know the dimensions n1, n2 of the target matrix X⋆

and an overestimated rank r ≥ r⋆; the true rank r⋆ of the matrix is not required. Similar random
initialization methods have also been adopted in other works (Jiang et al., 2022), and it holds with
high probability as proved in Appendix C.
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Assumption 2. (Assumption of the linear mapA) The linear mapA satisfies the rank-2r RIP with
parameter δ2r ≤

√
2− 1.

RIP is a commonly used condition in the field of compressed sensing, which states that the operator
A(·) approximately preserves the distances between low-rank matrices. It serves as a bridge between
fully observed and partially observed data. We can first analyze the population case and then extend
the results to the sample case using the RIP. Assumption 2 ensures that σmin(Lt) and σmin(Rt)
exhibit a linear convergence rate in the initial phase.

3.2 MAIN THEOREM

Theorem 2. Assume that we have the assumption 1 and assumption 2 hold, and 0 < η < 2
1+δ2r

,
α = O(ϵ2), then solving matrix sensing problem (3) with algorithm 1 leads to:

f(Lt+1, Rt+1) ≤ (1− ηc)
2f(Lt, Rt),

and

∥LTR
⊤
T −X⋆∥F ≤ (1− ηc)

T

√
1 + δ2r
1− δ2r

∥L0R
⊤
0 −X⋆∥F

with ηc = η(1− 1
2 (1 + δ2r)ηµP ), µP = 1−δ2r

4 .
Remark 3.1. Iteration complexity From Theorem 2, it is clear that the iteration complexity of
APGD is independent of the condition number κ. Second, APGD is capable of larger step sizes, and
the maximum step size is related to the RIP constant δ2r; the smaller the δ2r, the larger the range of
step size.
Remark 3.2. Robustness to step size It is worth noting that the step size constraint here is 0 < η <

2
1+δ2r

, which is quite a loose bound. This shows that our method is able to iterate with a larger
step size and thus converge faster. Other gradient descent-based methods typically require much
smaller step sizes, resulting in slower convergence. In Zhang et al. (2021), the step size is restricted
as η ≤ 1

16+Clb
; in Tong et al. (2021), the step size is restricted as 0 < η < 2/3; in Zhuo et al.

(2021), the step size is set as η = 1
100σ1

; in Xu et al. (2023), the step size is restricted as 0 < η ≤ cη ,
where cη is some sufficiently small constant.
Remark 3.3. Robustness to damping parameter Note that we only require the damping parameter
α = O(ϵ2), which is a quite loose upper bound. This makes APGD highly robust to the damping
parameter. In contrast, other methods impose stricter requirements on the range of values for the
damping parameter. For example, the PrecGD algorithm (Zhang et al., 2021) requires Clb∥LtR

⊤
t −

X⋆∥F ≤ αt ≤ Cub∥LtR
⊤
t − X⋆∥F and necessitates dynamic updates of αt during iterations.

Similarly, the ScaledGD(λ) method proposed by Xu et al. (2023) requires 0.01cασ2
min(X⋆) ≤ α ≤

cασ
2
min(X⋆) with some sufficiently small cα, which is also a relatively strict constraint.

4 PROOF SKETCH

4.1 SUB-LINEAR CONVERGENCE OF (ALTERNATING) GRADIENT DESCENT

It’s proved by Zhang et al. (2021; 2023) that vanilla gradient descent convergence at a sub-linear
rate of

f(Xt+1) ≤ (1− ησmin(Xt))f(Xt), σmin(Xt) = σr(Xt), r = rank(Xt)

when solving the over-parameterized matrix sensing problem. As X converges to X⋆, σmin(X)
approaches 0, leading to a severe decrease in the rate of convergence.

As for the alternating gradient descent, it would be similarly affected. By direct algebraic calcula-
tions coupled with the (2r, δ2r)-RIP condition, we get

f(Lt+1, Rt) =
1

2
∥A(Lt+1R

⊤
t −X⋆)∥22

=
1

2
∥A([Lt − η∇Lf(Lt, Rt)]R

⊤
t −X⋆)∥22

≤ f(Lt, Rt) + 0.5η2∥A(∇Lf(Lt, Rt)R
⊤
t )∥22 − η∥∇Lf(Lt, Rt)∥2F

≤ f(Lt, Rt)− η
[
2− η(1 + δ2r)σ

2
1(Rt)

]
(1− δ2r)σ

2
min(Rt)f(Lt, Rt).

(4)

5
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Similarly, we have

f(Lt+1, Rt+1) ≤ f(Lt+1, Rt)− η
[
2− η(1 + δ2r)σ

2
1(Lt+1)

]
(1− δ2r)σ

2
min(Lt+1)f(Lt+1, Rt).

(5)
It can be observed that, similar to the vanilla gradient descent, as the X converges to X⋆, σmin(R)
and σmin(L) approach 0, leading to the sub-linear convergence.

To solve this problem, our approach is to add the right preconditioners to the original gradient,
which acts as a sort of Newton’s method. However, unlike Newton’s method, instead of computing
the inverse of the huge-sized Hessian matrix (which is of the size (n1 + n2)r × (n1 + n2)r), we
only need to compute the inverse of two r × r matrices, which greatly reduces the computational
overhead. In the following, we will present how our method works, mainly by making the lower
bound of the gradient’s Frobenius norm independent of σmin(L) and σmin(R) via the preconditioner.

4.2 CONVERGENCE ANALYSIS

To begin with our analysis, we first rewrite equation (4) updated by APGD. Then we get the follow-
ing lemma.
Lemma 2. Suppose that the linear map A(·) satisfy the RIP with parameters (2r, δ2r), considering
the APGD in Algorithm 1, then we have

f(Lt+1, Rt) ≤ f(Lt, Rt)− η(1− η

2
(1 + δ2r))∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F

f(Lt+1, Rt+1) ≤ f(Lt+1, Rt)− η(1− η

2
(1 + δ2r))∥∇Rf(Lt+1, Rt)(L

⊤
t+1Lt+1 + αI)−1/2∥2F

Next we need to obtain an upper bound on the preconditioned gradient as

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ µP f(Lt, Rt)

∥∇Rf(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ µP f(Lt+1, Rt),

(6)

where µP is constant independent of σmin(L) and σmin(R), then we can obtain linear convergence

f(Lt+1, Rt+1) ≤ (1− ηc)
2f(Lt, Rt), ηc = η(1− η

2
(1 + δ2r))µP . (7)

Based on the recovery error, we divide the convergence analysis of APGD into two stages, : initial
stage, where ∥LtR

⊤
t −X⋆∥F ≥ ρσr⋆(X⋆) and local convergence stage where ∥LtR

⊤
t −X⋆∥F <

ρσr⋆(X⋆).

4.2.1 STAGE 1

In the initial stage, the recovery error is relatively large and L⊤
t Lt, R

⊤
t Rt are non singular, which in-

dicate the damping parameter α can be infinitesimal. Specifically, we can bound the preconditioned
gradient as

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F = ∥A∗A(LtR

⊤
t −X⋆)Rt(R

⊤
t Rt + αI)−1/2∥2F

≥ (1− δ2r)σ
2
min

(
Rt(R

⊤
t Rt + αI)−1/2

)
∥LtR

⊤
t −X⋆∥2F

=
2(1− δ2r)

1 + α/σ2
min(Rt)

f(Lt, Rt),

(8)
whereA∗ denotes the adjoint operator ofA. And ∥∇Rf(Lt+1, Rt)(L

⊤
t+1Lt+1+αI)−1/2∥2F can be

bounded similarly.

If we take a infinitesimal α, then we have 2(1−δ2r)
1+α/σ2

min(Rt)
≥ (1 − δ2r). Based on this, we give the

following lemma bounding the preconditoned gradient.

Lemma 3. Assume that we have assumption 1 holds with c1 ≥ cinit =
√

2α
σ1(X⋆)σ2

r⋆
(X⋆)

and the

linear map A satisfies the rank-2r RIP condition with δ2r ≤
√
2 − 1, and then take α = O(ϵ2),

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

where ϵ denotes the final recovery error, then we have

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ (1− δ2r)f(Lt, Rt)

∥∇Rf(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ (1− δ2r)f(Lt+1, Rt).

(9)

for all t such that ∥LtR
⊤
t −X⋆∥F ≥ ρσr⋆(X⋆)

Remark 4.1. (Intuition of initialization) Suppose that we take infinitesimal initialization, i.e., c1 →
0, then we have σ2

min(Rt) → 0. If we take α ≤ σ2
min(Rt), i.e., α → 0, this would lead to

the singularization of (R⊤
t Rt + αI). And if we take α ≥ σ2

min(Rt), this would slow down the
convergence. In contrast to near-zero initialization, we emphasize that the initialization scale c1
must have a lower bound cinit. This lower bound ensures that, in the first stage, APGD can converge
stably and rapidly to a point that is very close to the ground truth.

However, as LtR
⊤
t converges to X⋆, min(σmin(Rt), σmin(Lt)) converges to 0, leading to the sin-

gularization of R⊤
t Rt. Therefore, inequality (8) would be loose for bounding the preconditoned

gradient. When ∥LtR
⊤
t −X⋆∥F ≤ ρσr⋆(X⋆), we enter the stage 2.

4.2.2 STAGE 2

In this stage, since min(σmin(Rt), σmin(Lt)) is relatively small, inequality (8) would be impossible
to lower bound the preconditioned gradient. As a result, a new approach has been adopted in this
phase. First, we introduce a lemma to lower bound the original gradient.
Lemma 4. Suppose that the linear mapA satisfies the RIP with parameters (2r, δ2r), and ∥LtR

⊤
t −

X⋆∥F ≤ ρσr⋆(X⋆) with 0 < ρ < 1, then we have

∥∇Lf(Lt, Rt)∥F ≥ ∥LtR
⊤
t −X⋆∥F ∥Y ⋆

1 R
⊤
t ∥F (cos θ − δ2r) (10)

where

cos θ =
⟨LtR

⊤
t −X⋆, Y1R

⊤
t ⟩

∥LtR⊤
t −X⋆∥F ∥Y1R⊤

t ∥F
≥

√
1− ρ2 (11)

and Y ⋆
1 is a corresponding maximizer for (10) satisfies ∥Y ⋆

1 ∥F = 1. And we also have

∥∇Lf(Lt+1, Rt)∥F ≥ ∥Lt+1R
⊤
t −X⋆∥F ∥Lt+1Y

⋆
2
⊤∥F (cosβ − δ2r) (12)

where

cosβ =
⟨Lt+1R

⊤
t −X⋆, Lt+1Y

⊤
2 ⟩

∥Lt+1R⊤
t −X⋆∥F ∥Lt+1Y ⊤

2 ∥F
≥

√
1− ρ2 (13)

and Y ⋆
2 is a corresponding maximizer for (12) satisfies ∥Y ⋆

2 ∥F = 1.
Remark 4.2. This lemma shows that ∥∇Lf(Lt, Rt)∥F is highly related to cos θ and ∥Y1R

⊤
t ∥F ,

while cos θ captures the alignment between the row space of LtR
⊤
t −X⋆ and R⊤

t . As LtR
⊤
t is close

to X⋆, we have cos θ ≥
√

1− ρ2, which indicates the error matrix LtR
⊤
t − X⋆ is well aligned

with the row space of Rt. However, Rt can be ill-conditioned since Rt is over-parameterized,
error matrix LtR

⊤
t − X⋆ is well aligned with an ill-conditioned space, leading to ∥Y ⋆

1 R
⊤
t ∥F ≥

σr(Rt)∥Y ⋆
1 ∥F . Obviously, σr(Rt) can cause the sub-linear convergence. So what we have to do is

find a well-conditioned subspace of the row space of Rt. (Here we have only analyzed Rt, in fact it
is similar to Lt.)

Since Lt, Rt contain ill-conditioned singular values, a straightforward idea is to exclude the effect
of these ill-conditioned singular values so that LtRt − X⋆ can align towards the well-conditioned
directions. Assume that Lt contains k large and well conditioned singular values and r − k poor-
conditioned singular values (near zero). Let L = ULSLV L⊤

, R = URSRV R⊤ be the SVD of
L, R, and we denote

Lk = UL
k S

L
k V

L
k

⊤
, Rk = UR

k SR
k V R

k

⊤
.

Then we rewrite inequalities (10) and (12) as

∥∇Lf(Lt, Rt)∥F ≥ ∥LtR
⊤
t −X⋆∥F ∥Y ⋆

1 Rt
⊤
k ∥F (cos θk − δ2r) (14)

7
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where

cos θk =
⟨LtR

⊤
t −X⋆, Y1Rt

⊤
k ⟩

∥LtR⊤
t −X⋆∥F ∥Y1Rt

⊤
k ∥F

(15)

and
∥∇Rf(Lt+1, Rt)∥F ≥ ∥Lt+1R

⊤
t −X⋆∥F ∥Lt+1kY

⋆
2
⊤∥F (cosβk − δ2r) (16)

where

cosβk =
⟨Lt+1R

⊤
t −X⋆, Lt+1kY

⊤
2 ⟩

∥Lt+1R⊤
t −X⋆∥F ∥Lt+1kY

⊤
2 ∥F

. (17)

Motivated by (Zhang et al., 2021; 2023), we introduced two local norms and corresponding dual
norms

∥A∥R,α
def
= ∥AP

1/2
R,α∥F , ∥A∥

∗
R,α

def
= ∥AP

−1/2
R,α ∥F , PR,α

def
= R⊤R+ αI

∥A∥L,α
def
= ∥AP

1/2
L,α∥F , ∥A∥

∗
L,α

def
= ∥AP

−1/2
L,α ∥F , PL,α

def
= L⊤L+ αI.

(18)

With these two local norms, we can give a lemma based on equations (15-18), bounding the precon-
ditioned gradient with well-conditioned direction.

Lemma 5. Suppose that the linear map A satisfies the RIP with parameters (2r, δ2r), then we have

∥∇Lf(Lt, Rt)∥∗R,α ≥ max
k∈{1,2,...,r}

(cos θk − δ2r)√
1 + α/σ2

k(Rt)
∥LtR

⊤
t −X⋆∥F ,

where

cos θk =
⟨LtR

⊤
t −X⋆, Y1Rt

⊤
k ⟩

∥LtR⊤
t −X⋆∥F ∥Y1Rt

⊤
k ∥F

, Rt = URSRV R⊤
, Rtk = UR

k SR
k V R

k

⊤
, (19)

and

∥∇Rf(Lt+1, Rt)∥∗L,α ≥ max
k∈{1,2,...,r}

(cosβk − δ2r)√
1 + α/σ2

k(Lt+1)
∥Lt+1R

⊤
t −X⋆∥F ,

where

cosβk =
⟨Lt+1R

⊤
t −X⋆, Lt+1Y

⊤
2 ⟩

∥Lt+1R⊤
t −X⋆∥F ∥Lt+1Y ⊤

2 ∥F
, Lt+1 = ULSLV L⊤

, Lt+1k = UL
k S

L
k V

L⊤
k , (20)

Remark 4.3. From Lemma 5, it is evident that as long as cos θk, cosβk is sufficiently large and an
appropriate damping parameter α is chosen, a stable lower bound for the preconditioned gradient
can be achieved, ensuring linear convergence. In the following, we will demonstrate that when the
distance between LtR

⊤
t and X⋆ is sufficiently small, cos θk and cosβk will be large, indicating that

they are well-aligned.

Lemma 6. Suppose that the linear map A satisfies the RIP with parameters (2r, δ2r) with δ2r ≤√
2− 1, and ∥LtR

⊤
t −X⋆∥F ≤ ρσr⋆(X⋆), ρ = (1−δ2r)

2 , then we have

∥∇Lf(Lt, Rt)∥∗R,α ≥
1− δ2r

2
√
2

(
1 + c4

α

∥LtR⊤
t −X⋆∥2F

)−1/2

∥LtR
⊤
t −X⋆∥F ,

∥∇Rf(Lt+1, Rt)∥∗L,α ≥
1− δ2r

2
√
2

(
1 + c5

α

∥Lt+1R⊤
t −X⋆∥2F

)−1/2

∥Lt+1R
⊤
t −X⋆∥F ,

where c4 and c5 are constants.

Remark 4.4. From Lemma 6, it can be seen that by selecting an proper damping parameter α,
we can obtain a µp that depends only on RIP constant δ2r. Combining this with the first stage, it
becomes clear that APGD, starting from the initial point, can consistently converge at a linear rate.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

5 EXPERIMENTS

In this section, we conduct simulation experiments to empirically validate our theoretical results.
Our experiments demonstrate that with random initialization, APGD exhibits condition number-
independent linear convergence rates in matrix factorization and matrix sensing problems, even in
over-parameterized settings. We compared our method with the vanilla gradient descent, alternating
gradient descent, ScaledGD(λ) and PrecGD, and showed that our approach achieves the fastest
convergence rate. Furthermore, compared to ScaledGD(λ), our method is more robust to the choice
of preconditioner damping parameters α and step size η.

Introduction of comparison methods Firstly, we provide a brief introduction to the compari-
son methods. The methods under comparison include three FGD based methods: ScaledGD(λ)
(Xu et al., 2023), PrecGD (Zhang et al., 2021; 2024), and vanilla GD, along with a variant of
FGD method, namely alternating gradient descent. ScaledGD(λ), is a preconditioning method that
achieves linear convergence from very small random initializations using a constant, very small
damping parameter. PrecGD is another preconditioning algorithm that starts from spectral initial-
ization and then leverages an exponentially decaying damping parameter to effectively recover X⋆

from noisy observations. Alternating GD is a modified version of vanilla GD that alternately updates
the two factor matrices.
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Figure 1: Comparison of the four methods in four different cases with n1 = n2 = 20, r⋆ = 5,
m = 10n1r⋆. And the step size of APGD, Alternating GD is 0.9, and the step size of ScaledGD(λ)
is set to be 0.6 for the best results. (a) exact rank (r⋆ = r) and well condition (κ(X⋆) = 1) case. (b)
over rank (r = 2r⋆) and well condition (κ(X⋆) = 1) case. (c) exact rank (r⋆ = r) and ill-condition
(κ(X⋆) = 100) case. (d) over rank (r = 2r⋆) and ill-condition (κ(X⋆) = 100) case.

Experimental setup The entries of the sensing matrix Ai are sampled i.i.d with distribution
N (0, 1

m ). And the target rank-r⋆ matrix X⋆ ∈ Rn1×n2 with condition number κ is generated
by U⋆ΣV

⊤
⋆ , where U⋆ and V⋆ are both orthogonal matrix and Σ is a diagonal matrix with condition

number κ.

Comparison with several existing methods We compared the performance of these five methods
under four different scenarios with vanilla GD serves as the baseline, as shown in Figure 1. For
PrecGD, we utilized the spectral initialization as described in the original work, while for the re-
maining four methods, we used random initialization with c1 = 0.1. From Figure 1, we can draw
the following conclusions:

• From Figure 1(a), we can observe that under well-conditioned and exact rank settings, the
convergence rates of APGD and alternating GD are similar, while ScaledGD(λ), PrecGD,
and GD exhibit comparable convergence rates. Alternating methods converges significantly
faster than non-alternating methods, highlighting the advantages of alternating methods.

• Over-parameterization and ill-conditioning have a pronounced impact on both alternating
GD and GD, whereas their effects on ScaledGD(λ), PrecGD, and APGD are less sig-
nificant. Among these, APGD demonstrates a noticeably faster convergence rate than
ScaledGD(λ).

• The effect of over-parameterization on ScaledGD(λ), PrecGD, and APGD is greater than
that of ill-conditioning, which aligns with theoretical results.

9
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Verify the initialization scale We investigated the impact of initialization scale on APGD and
ScaledGD(λ). As shown in Figure 2, when the initialization scale is sufficiently small, ScaledGD(λ)
first exhibits divergence, with the extent of divergence increasing as the scale decreases, thereby
slowing down the convergence rate. This phenomenon has also been observed by Zhang et al.
(2024). For APGD, the convergence is similarly affected by the initialization scale, where a smaller
c1 leads to slower convergence.
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Figure 2: Validating the effect of initialization scale on APGD and ScaledGD(λ). We set n1 =
n2 = 20, r⋆ = 5, k = 10, κ = 100, m = 10n1r⋆.
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Figure 3: Comparison of the sensitivity of APGD and ScaledGD(λ) to different parameters (damp-
ing parameter α, step size η). We set n1 = n2 = 20, r⋆ = 5, k = 10, κ = 100, m = 10n1r⋆.

Verify the robustness of the choice of hyper-parameters Here, we evaluate the sensitivity of
APGD and ScaledGD(λ) to the damping parameter and step size. As shown in Figure 3, APGD
demonstrates strong robustness to both parameters, while ScaledGD(λ) is more sensitive to them.
Additionally, APGD allows for larger step sizes, enabling faster convergence.

6 CONCLUSION

We propose the APGD algorithm, to solve the low-rank asymmetric matrix sensing problem in the
over-parameterized setting, where the true rank is unknown and overestimated. We theoretically
and empirically demonstrate that APGD exhibits a faster convergence rate compared to previous
FGD algorithms and preconditioning methods, and also possesses of great robustness to parame-
ter sensitivity. Specifically, We develop a new two-stage analytical framework to investigate the
global convergence behavior of APGD, proving that it can converge to the global optimum from the
universal random initialization at a linear rate. We believe the developed framework can be natu-
rally extended to analyze other related problems, such as 1-bit matrix sensing and low-rank matrix
completion, which will be part of our future work.
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Reproducibility Statement First, all the lemmas and theorems in the main text are provided with
corresponding proofs in the appendix. Additionally, for the experiments mentioned in the paper, we
have included the relevant code in the supplementary materials.
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The appendix contains five chapters on the additional experiments, the proof of initialization,
the proof of the first stage, the proof of the second stage, and the proof of Theorem 2.

A ADDITIONAL EXPERIMENTS

A.1 EXPERIMENTS IN THE NOISY SETTING

In this section, we present additional experiments in the noisy settings. Although our theoretical
analysis only covers the noiseless case, APGD also converges quickly in the presence of Gaus-
sian noise. We compared our method with two others, including ScaledGD(λ) and a preconditioned
method PrecGD Zhang et al. (2024) via spectral initialization. As shown in Figure 3, APGD achieves
the fastest convergence in both the exact rank and over rank settings, while achieving the same re-
covery error as the other two methods. Additionally, PrecGD using spectral initialization converges
faster than the randomly initialized ScaledGD(λ).
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Figure 4: Comparison of the three methods: APGD, ScaledGD(λ) and PrecGD in the noisy setting
with gaussian noise of different variance: 1e-2, 1e-3, 1e-4. APGD and ScaledGD(λ) use the random
initialization, while PrecGD use the spectral initialization. We set n1 = n2 = 20, r⋆ = 5, m =
10n1r⋆, κ = 100. The step size of APGD is 1, while step size of other two methods is 0.5. (a):
exact rank case; (b): over rank case with r = 2r⋆ = 10.

The PrecGD we refer to is the preconditioned gradient descent method proposed by Zhang et al.
(2024), which is based on spectral initialization and utilizes an exponentially decaying damping
parameter. The iterative process of their algorithm is as follows:

Xt+1 = Xt − η∇f(Xt)(X
⊤
t Xt + βtI)

−1, βt = β0β
t−1.

Our primary focus is on comparing the sensitivity of APGD and PrecGD to the damping parameter
under noisy conditions. As shown in Figure 4, both APGD and PrecGD demonstrate robustness
to the damping parameter in the presence of noise. However, APGD exhibits a significantly faster
convergence rate than PrecGD, despite PrecGD using spectral initialization to obtain a closer initial
point.

A.2 EXPERIMENTS WITH REGULARIZATION

As done in the work of (Tu et al., 2016), adding a regularization term is a method for solving the
asymmetric matrix recovery problem. Here, we validate the feasibility of combining preconditioning
with a regularization term. The objective function with the added regularization term becomes

argmin
L,R

f(L,R) =
1

2
∥A(LR⊤)− y∥22 + λ∥L⊤L−R⊤R∥2F ,

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

0 5 10 15 20 25 30
Iterations

10-2

10-1

100

R
el

at
iv

e 
E

rr
or

(a)

0 5 10 15 20 25 30
Iterations

10-2

10-1

100

R
el

at
iv

e 
E

rr
or

(b)

Figure 5: Comparison of the sensitivity of APGD and PrecGD to damping parameter. APGD use the
random initialization, while PrecGD use the spectral initialization. We set n1 = n2 = 20, r⋆ = 5,
m = 10n1r⋆, κ = 100, r = 2r⋆ = 10. The step size of APGD is 1, while step size of PrecGD
is 0.5. (a): Examine the sensitivity of PrecGD to the damping parameter β0, while also verifying
the sensitivity of APGD to the damping parameter α; (b): Examine the sensitivity of PrecGD to the
damping parameter β, while also verifying the sensitivity of APGD to the damping parameter α;.

where λ is the regularization coefficient. Accordingly, we have the improved APGD algorithm

Lt+1 = Lt − η∇Lf(Lt, Rt) · (R⊤
t Rt + αI)−1 − ηλLt(L

⊤
t Lt −R⊤

t Rt)

Rt+1 = Rt − η∇Rf(Lt+1, Rt) · (L⊤
t+1Lt+1 + αI)−1 − ηλRt(R

⊤
t Rt − L⊤

t+1Lt+1) (for APGD)
(21)

and the ScaledGD(λ) algorithm

Lt+1 = Lt − η∇Lf(Lt, Rt) · (R⊤
t Rt + αI)−1 − ηλLt(L

⊤
t Lt −R⊤

t Rt)

Rt+1 = Rt − η∇Rf(Lt, Rt) · (L⊤
t Lt + αI)−1 − ηλRt(R

⊤
t Rt − L⊤

t Lt) (for ScaledGD(λ))
(22)

We conducted experiments comparing the performance of the original algorithms with the ones that
include the regularization term. The experimental results, shown in Figure 6, indicate that adding
the regularization term helps accelerate convergence for both APGD and ScaledGD(λ).
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Figure 6: Evaluate the effect of the regularization term on APGD and ScaledGD(λ). APGD and
ScaledGD(λ) use the random initialization with c1 = 0.1; We set n1 = n2 = 20, r⋆ = r = 5,
m = 3n1r⋆, κ = 100. The step size of all algorithms are 0.1. The value of the regularization is 1.
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B COMPARISON WITH OTHER WORKS

Comparison with Xu et al. (2023) The work most closely related to ours is Xu et al. (2023), which
proposed a ScaledGD(λ) algorithm that can converge to the global minimum from a sufficiently
small initialization at a linear rate. Our approach differs from theirs in several ways. First, they
focus on the recovery of symmetric positive semidefinite matrices, which is not practical, whereas
we focus on the recovery of arbitrary matrices. Second, while they employ a preconditioned gradient
method, we use an alternating preconditioned gradient method, which is more robust to step sizes
and converges faster. Third, their method relies on an extremely small initialization, adding an extra
term log κ · log(κn) to the iteration complexity, whereas our method does not require such small
initial values, thereby reducing the number of iterations needed.

Comparision with Zhang et al. (2021; 2023) In the second stage, our analytical approach is similar
to that of Zhang et al. (2021; 2023), but have significant differences. One major difference is that
Zhang et al. (2021; 2023) used a preconditioned gradient descent method, and their analysis relies
on a good choice of damping parameter α. Specifically, the convergence of preconditioned gradient
descent is (1 − µ

l ). Thus, in their analysis, µ should be lower bounded, while l needs to be upper
bounded and these two bounds are highly related to damping parameter α, leads to the upper bound
and lower bound of α in each iteration, i.e. Clb∥LtR

⊤
t −X⋆∥F ≤ αt ≤ Cub∥LtR

⊤
t −X⋆∥F .

However, in our analysis only the lower bound of µ is related to α, and the upper bound of l is only
related to RIP constant δ2r. And this is what the alternating gradient method gives us. Therefore,
we can take α ≤ O(∥LTR

⊤
T −X⋆∥2F ) for all t ≤ T iterations.

C PROOF OF INITIALIZATION

Lemma 7. Let A be an n1 × n2 matrix with i.i.d Gaussian entries with distribution N(0, 1). Then
there exists an universal constant C such that

∥A∥ ≤ 3
√
n1 + n2

with probability at least 1− 2 exp−n1+n2

2 .

Lemma 8. Suppose that we sample L̃0 ∈ Rn1×r, R̃0 ∈ Rn2×r with i.i.d. N(0, σ1(X⋆)) entries.
For any fixed c1 > 0, if we take L0 = c1

3
√
n1+r

L̃0 and R0 = c1
3
√
n2+r

R̃0, then with probability at

least 1− 2e
n1+r

2 − 2e
n2+r

2 , we have

σ1(L0) ≤ c1
√
σ1(X⋆), σ1(R0) ≤ c1

√
σ1(X⋆)

1

2
∥L0R

⊤
0 −X⋆∥2F ≤ C2σ

2
1(X⋆), C2 =

1

2
rc41 +

1

2
r⋆ +

√
rr⋆c

2
1.

Proof. By Lemma 7, we have

σ1(L0) ≤ c1
√

σ1(X⋆) and σ1(R0) ≤ c1
√

σ1(X⋆)

holds with probability at least (1− 2e
n1+r

2 − 2e
n2+r

2 ).

Then we have

∥L0R
⊤
0 −X⋆∥2F ≤

1

2

(
∥L0R

⊤
0 ∥2F + ∥X⋆∥2F + 2∥L0R

⊤
0 ∥F ∥X⋆∥F

)
≤

(
r∥L0R

⊤
0 ∥2 + r⋆∥X⋆∥2 + 2

√
rr⋆∥L0R

⊤
0 ∥∥X⋆∥

)
≤

(
rc41σ

2
1(X⋆) + r⋆σ

2
1(X⋆) + 2

√
r⋆kc

2
1σ

2
1(X⋆)

)
= (

√
rc21 +

√
r⋆)

2σ2
1(X⋆).

(23)

And we have

σk(L0) ≥
c1cρ1

√
σ1

6
√
n1(n1 + r)

, σk(R0) ≥
c1cρ2

√
σ1

6
√
n2(21 + r)

holds with probability at least pρ = (1−(Ccρ1)
n1−r+1−e−n1/c)(1−(Ccρ2)

n2−r+1−e−n2/c).
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D PROOF OF STAGE 1

In begin with stage 1, we first analyze the relationship between f(Lt+1, Rt+1) and f(Lt, Rt).

D.0.1 PROOF OF LEMMA 2

Lemma 9. (Rewrite Lemma 2) Suppose that the linear map A(·) satisfy the δ2r-RIP, considering
the APGD in (48), we have

f(Lt+1, Rt) ≤ f(Lt, Rt)− η(1− η

2
(1 + δ2r))∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F

f(Lt+1, Rt+1) ≤ f(Lt+1, Rt)− η(1− η

2
(1 + δ2r))∥∇Rf(Lt+1, Rt)(L

⊤
t+1Lt+1 + αI)−1/2∥2F

(24)

Proof.

f(Lt+1, Rt) =
1

2
∥A(LtR

⊤
t −X⋆)∥22

=
1

2

∥∥A ([
Lt − η∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1

]
R⊤

t −X⋆

)∥∥2
2

=
1

2
∥A(LtR

⊤
t −X⋆)∥22︸ ︷︷ ︸

(a)

+
η2

2

∥∥A (
∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t

)∥∥2
2︸ ︷︷ ︸

(b)

−η
〈
A(LtR

⊤
t −X⋆),A

(
∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t

)〉︸ ︷︷ ︸
(c)

(25)

For (b), we have

(b) =
η2

2

∥∥A (
∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t

)∥∥2
2

(i)

≤ η2

2
(1 + δ2r)∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t ∥2F
(ii)

≤ η2

2
(1 + δ2r)∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F ∥(R⊤

t Rt + αI)−1/2R⊤
t ∥22

(iii)

≤ η2

2
(1 + δ2r)∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F ,

(26)

where (i) using the assumption that the linear map A(·) satisfy the δ2r-RIP and
rank(∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t ) ≤ rank(Rt); (ii) using the fact that ∥AB∥F ≤
∥A∥F ∥B∥2; (iii) using the fact that σmax[(R

⊤
t Rt + αI)−

1
2R⊤

t ] =
σmax(Rt)√
σ2
max(Rt)+α

≤ 1.

For (c), we have

(c) = −η
〈
A(LtR

⊤
t −X⋆),A

(
∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t

)〉
= −η⟨A∗A(LtR

⊤
t −X⋆),∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1R⊤

t ⟩
= −η⟨A∗A(LtR

⊤
t −X⋆)Rt︸ ︷︷ ︸

∇Lf(Lt,Rt)

,∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1⟩

= −η∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F .

(27)

Combining equations (25), (26) and (27), we have

f(Lt+1, Rt) ≤ f(Lt, Rt)− η(1− η

2
(1 + δ2r))∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F . (28)

By a similar approach, we can prove to obtain

f(Lt+1, Rt+1) ≤ f(Lt+1, Rt)−η(1−
η

2
(1+δ2r))∥∇Rf(Lt+1, Rt)(L

⊤
t+1Lt+1+αI)−1/2∥2F . (29)

Thereby, we complete the proof of Lemma 9.
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Then, we want to lower bound σmin(Lt), σmin(Rt). We first start from the low-rank matrix factor-
ization problem, and then extend the results to the low-rank matrix sensing problem with the help of
RIP condition.

D.1 PROOF OF LOW-RANK MATRIX FACTORIZATION

In order to lower bound σmin(Lt), σmin(Rt), we first considering the low-rank matrix factorization
problem

minΦ(L,R) =
1

2
∥LR⊤ −X⋆∥2F subject to L ∈ Rn1×k, R ∈ Rn2×k, (30)

where rank(X⋆) = r ≤ k. We consider to solve this problem by Alternating Scaled Gradient
Descent (APGD):

Lt+1 = Lt − η∇LΦ(Lt, Rt) · (R⊤
t Rt + αI)−1

Rt+1 = Rt − η∇RΦ(Lt+1, Rt) · (L⊤
t+1Lt+1 + αI)−1.

(31)

Lemma 10. Consider the APGD in (31), then we have

Φ(Lt+1, Rt) ≤ Φ(Lt, Rt)− η(1− η

2
)∥∇LΦ(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F ,

Φ(Lt+1, Rt+1) ≤ Φ(Lt+1, Rt)− η(1− η

2
)∥∇RΦ(Lt+1, Rt)(L

⊤
t+1Lt+1 + αI)−1/2∥2F .

(32)

Proof. According to the APGD, we have

Φ(Lt+1, Rt) =
1

2
∥X⋆ − Lt+1R

⊤
t ∥2F

=
1

2
∥X⋆ −

[
Lt − η∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1
]
R⊤

t ∥2F

=
1

2
∥X⋆ − LtR

⊤
t ∥2F︸ ︷︷ ︸

(a)

+
η2

2
∥∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1R⊤
t ∥2F︸ ︷︷ ︸

(b)

−ηtr
{
(LtR

⊤
t −X⋆)

[
∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1R⊤
t

]⊤}︸ ︷︷ ︸
(c)

(33)

For (b), we have

(b) =
η2

2
∥∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1R⊤
t ∥2F

≤ η2

2
∥∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−
1
2 ∥2F · ∥(R⊤

t Rt + αI)−
1
2R⊤

t ∥22
(i)

≤ η2

2
∥∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−
1
2 ∥2F ,

(34)

where (i) using the fact that σmax[(R
⊤
t Rt + αI)−

1
2R⊤

t ] =
σmax(Rt)√
σ2
max(Rt)+α

≤ 1.

For (c), we have

(c) = −ηtr
{
(LtR

⊤
t −X⋆)

[
∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1R⊤
t

]⊤}
= −ηtr

(LtR
⊤
t −X⋆)Rt︸ ︷︷ ︸

∇LΦ(Lt,Rt)

·(R⊤
t Rt + αI)−1/2

[
∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−1/2
]⊤

= −η∥∇LΦ(Lt, Rt) · (R⊤
t Rt + αI)−

1
2 ∥2F .

(35)
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Combining equations (33), (34) and (35), we have

Φ(Lt+1, Rt) ≤ Φ(Lt, Rt)−
(
η − η2

2

)
∥∇LΦ(Lt, Rt) · (R⊤

t Rt + αI)−
1
2 ∥2F . (36)

By a similar approach, we can prove to obtain

Φ(Lt+1, Rt+1) ≤ Φ(Lt+1, Rt)− (η − η2

2
)∥∇RΦ(Lt+1, Rt)(L

⊤
t+1Lt+1 + αI)−1/2∥2F . (37)

Thereby, we complete the proof of Lemma 10.

Lemma 11. By choosing a sufficiently small α ≤ min{σ2
min(Lt), σ

2
min(Rt)}Tt=1, we have

∥∇LΦ(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ Φ(Lt, Rt),

∥∇RΦ(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ Φ(Lt+1, Rt).

(38)

Proof. We have

∥∇LΦ(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F = ∥(LtR

⊤
t −X⋆)Rt(R

⊤
t Rt + αI)−1/2∥2F

≥ σ2
min

(
Rt(R

⊤
t Rt + αI)−1/2

)
∥LtR

⊤
t −X⋆∥2F

=
2

1 + α/σ2
min(Rt)

Φ(Lt, Rt)

≥ Φ(Lt, Rt),

(39)

where the last inequality follows from the choice of α : α ≤ min{σ2
min(Lt), σ

2
min(Rt)}Tt=1. By a

similar approach, we can prove to obtain

∥∇RΦ(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ Φ(Lt+1, Rt). (40)

Thereby, we complete the proof of Lemma 11.

Lemma 12. Assume we have Lemma 8 holds, and 0 < η < 2, then for any t ≤ T , where T is the
last iteration that ∥LTR

⊤
T −X⋆∥F ≥ ρσr(X⋆), we have

σ2
r(Lt+1) ≥ (1− γ)σ2

r(Lt), σ
2
r(Rt+1) ≥ (1− γ)σ2

r(Rt)

where 0 < γ ≤ ηc1 and ηc1 = η − 0.5η2.

Proof. Note that we have the APGD:

Lt+1 = Lt + η(X⋆ − LtR
⊤
t )Rt(R

⊤
t Rt + αI)−1︸ ︷︷ ︸

PLt

Rt+1 = Rt + η(X⋆ − Lt+1R
⊤
t )

⊤Lt+1(L
⊤
t+1Lt+1 + αI)−1︸ ︷︷ ︸

PRt

.

Define an auxiliary matrix MLt and MRt as

MLt
= (I + FLt

)⊤L⊤
t Lt(I + FLt

), FLt
= (L⊤

t Lt)
−1L⊤

t PLt

MRt
= (I + FRt

)⊤R⊤
t Rt(I + FRt

), FRt
= (R⊤

t Rt)
−1R⊤

t PRt

. (41)

Below, we provide the analysis of Lt+1. The analysis for Rt+1 is analogous to that of Lt+1 and is
thus omitted for brevity. It’s easy to verify that

L⊤
t+1Lt+1 −MLt

= P⊤
Lt
(I − Lt(L

⊤
t Lt)

−1L⊤
t )PLt

⪰ 0. (42)

Therefore, if we want to lower bound λk(L
⊤
t+1Lt+1), we can lower bound λk(MLt

). In order to
lower bound λk(MLt

), we introduce an auxiliary lemma (Eisenstat & Ipsen, 1995).
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Lemma 13. Let A ∈ Rd×d be a symmetric matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λd. Moreover,
suppose B is a non-singular matrix. Let D = B⊤AB with eigenvalues λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂d. Then
we have

|λi − λ̂i| ≤ |λi|∥I −B⊤B∥, for all i.

By this lemma, we have

λk(MLt
) ≥ (1− ∥FLt

+ F⊤
Lt

+ FLt
F⊤
Lt
∥)λk(L

⊤
t Lt). (43)

Then we need to prove that ∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ < 1. Firstly we assume that ∥FLt

∥ < 1, then
we have

∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ ≤ 3∥FLt

∥ ≤ 3η∥LtR
⊤
t −X⋆∥

σk(Lt)σk(Rt) + ασk(Lt)/σk(Rt)
.

We use induction to prove that ∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ ≤ γ < 1. For t = 0, we have

∥FL0
+ F⊤

L0
+ FL0

F⊤
L0
∥ ≤ 3η∥L0R

⊤
0 −X⋆∥

σk(L0)σk(R0)
≲

c3η(c
2
1σ1(X⋆) + σ1(X⋆))

σk(L0)σk(R0)
. (44)

By the initialization assumption, we have

σk(L0) ≥
c1cρ1

√
σ1

6
√
n1(n1 + r)

, σk(R0) ≥
c1cρ2

√
σ1

6
√
n2(n2 + r)

.

By taking cρ1 = 6
√
n1(n1 + r), cρ2 = 6

√
n2(n2 + r), we have

∥FL0
+ F⊤

L0
+ FL0

F⊤
L0
∥ < 1,

if we take η <
c21

c3(c21+1)
and c3 = 1 + 1/c21. Then there exits 0 < γ < 1 such that ∥FL0

+ F⊤
L0

+

FL0
F⊤
L0
∥ ≤ γ. Then we assume that

∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ ≤ 3η∥LtR

⊤
t −X⋆∥F

σk(Lt)σk(Rt)
≤ γ

and prove that
∥FLt+1

+ F⊤
Lt+1

+ FLt+1
F⊤
Lt+1
∥ ≤ γ.

For ∥FLt+1
+ F⊤

Lt+1
+ FLt+1

F⊤
Lt+1
∥, we have

∥FLt+1 + F⊤
Lt+1

+ FLt+1F
⊤
Lt+1
∥ ≤

3η∥Lt+1R
⊤
t+1 −X⋆∥F

σk(Lt+1)σk(Rt+1)
≤ 3η(1− ηc1)∥LtR

⊤
t −X⋆∥F

(1− γ)σk(Lt)σk(Rt)
≤ γ,

(45)
where the last inequality we use the assumption that ηc1 ≥ γ.

D.2 PROOF OF LOW-RANK MATRIX SENSING

Based on the results obtained in the matrix factorization problem, we further consider the lower
bound of σr(Rt) and σr(Lt) in the matrix sensing problem.
Lemma 14. Assume we have the same setting as Theorem 1, and ηc ≥ γ, then we have

σ2
r(LT 1) ≥

ρ2σ2
r⋆(X⋆)σ

2
r(L0)

2
, σ2

r(RT 1) ≥
ρ2σ2

r⋆(X⋆)σ
2
r(R0)

2
, (46)

where ∥LT1
R⊤

T1
−X⋆∥F ≥ ρσmin(X⋆) and ∥LT1+1R

⊤
T1+1 −X⋆∥F < ρσmin(X⋆).

Proof. We consider the low-rank matrix sensing problem

min f(Lt, Rt) =
1

2
∥A(LtR

⊤
t −X⋆)∥22, (47)
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where A : Rn1×n2 → Rm denotes the linear map. This problem ca be solved by APGD:

Lt+1 = Lt − ηA∗A(LtR
⊤
t −X⋆)Rt · (R⊤

t Rt + αI)−1

Rt+1 = Rt − ηA∗A(Lt+1R
⊤
t −X⋆)

⊤Lt · (L⊤
t+1Lt+1 + αI)−1.

(48)

Note that we have the APGD:

Lt+1 = Lt + η(X⋆ − LtR
⊤
t )Rt(R

⊤
t Rt + αI)−1︸ ︷︷ ︸

L̃t+1

+PLt

PLt
=(ηA∗A(X⋆ − LtR

⊤
t )Rt · (R⊤

t Rt + αI)−1 − η(X⋆ − LtR
⊤
t )Rt(R

⊤
t Rt + αI)−1)

Rt+1 = Rt + η(X⋆ − Lt+1R
⊤
t )

⊤Lt+1(L
⊤
t+1Lt+1 + αI)−1︸ ︷︷ ︸

R̃t+1

+PRt

PRt
=(ηA∗A(X⋆ − Lt+1R

⊤
t )

⊤Lt+1 · (L⊤
t+1Lt+1 + αI)−1 − η(X⋆ − Lt+1R

⊤
t )

⊤Lt+1(L
⊤
t+1Lt+1 + αI)−1).

Define an auxiliary matrix MLt and MRt as

MLt
= (I + FL)L̃t+1

⊤
L̃t+1(I + FLt

)⊤, FLt
= P⊤

Lt
(L̃t+1

⊤
L̃t+1)

−1L̃t+1

⊤
. (49)

It’s easy to verify that

L⊤
t+1Lt+1 −MLt = P⊤

Lt
(I − L̃t+1(L̃t+1

⊤
L̃t+1)

−1L̃t+1

⊤
)PLt ⪰ 0. (50)

Therefore, if we want to lower bound λr(L
⊤
t+1Lt+1), we can lower bound λr(MLt

).

Similar to the matrix factorization case, we need to bound ∥FLt
+ FLt

+ FLt
F⊤
Lt
∥. Note that we

have

∥FLt + FLt + FLtF
⊤
Lt
∥ ≤ 3∥FLt∥ ≤

3η∥PLt
∥

σr(L̃t+1)
≤ 3η

√
δ2r∥LtR

⊤
t −X⋆∥√

1− γσr(Lt)σr(Rt)
(51)

due to the rank-2r RIP condition with constant δ2r. We then use induction to prove that

∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ ≤ γ.

For t = 0, if we take δ2r ≤ 1− γ and combining the result in Lemma 12, then we have

∥FL0
+ F⊤

L0
+ FL0

F⊤
L0
∥ ≤ γ.

Assume we have ∥FLt
+ F⊤

Lt
+ FLt

F⊤
Lt
∥ ≤ γ, then we proceed to prove ∥FLt+1

+ F⊤
Lt+1

+

FLt+1
F⊤
Lt+1
∥ ≤ γ. We have

∥FLt+1
+ F⊤

Lt+1
+ FLt+1

F⊤
Lt+1
∥ ≤

3η∥PLt+1
∥F

σr(L̃t+2)
≤

√
δ2r · 1+δ2r

1−δ2r
(1− ηc)

(1− γ)3/2
· ∥LtR

⊤
t −X⋆∥F

σr(Lt)σr(Rt)
.

(52)

Since we have δ2r ≤
√
2− 1, then we have δ2r(

1+δ2r
1−δ2r

) ≤ 1− ηc and ηc ≥ γ, then we can directly
use the result of Lemma 12, i.e.,

∥FLt
+ FLt

+ FLt
F⊤
Lt
∥ ≤ γ.

Then we have

σr(L
⊤
t+1Lt+1) ≥ σr(MLt) ≥ (1− γ)σr(L̃t+1

⊤
L̃t+1) ≥ (1− γ)2σr(L

⊤
t Lt) (53)

As for σr(Rt), it can be proved in a similar way, so we omit its proof and given the result directly:

σr(R
⊤
t+1Rt+1) ≥ (1− γ)2σr(R

⊤
t Rt) (54)

Then for stage 1, we have

f(Lt+1, Lt+1) ≤ (1− ηc)
2f(Lt, Rt), ηc = η(1− η

2
(1 + δ2r))(1− δ2r). (55)
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Let T1 be the last iteration that ∥LT1
R⊤

T1
− X⋆∥F ≥ ρσr⋆(X⋆), then ∥LT1+1R

⊤
T1+1 − X⋆∥F ≤

ρσr⋆(X⋆). We have

∥LT1R
⊤
T1
−X⋆∥F ≤

√
1 + δ2r(1− ηc)

T1(
√
rc21 +

√
r⋆)σ1(X⋆) ≤ ρσr⋆(X⋆), (56)

where T1 = Ω(log(κr)). Then we can establish the lower bound for σr(LT ) and σr(RT ).

σ2
r(LT 1) ≥ (1− γ)(2T1)σ2

r(L0) ≥ (1− ηc)
(2T1)σ2

r(L0)

≥
∥LT1R

⊤
T1
−X⋆∥2F

1 + δ2r
σ2
r(L0) ≥

ρ2σ2
r⋆(X⋆)σ

2
r(L0)

2

σ2
r(RT 1) ≥ (1− γ)(2T1)σ2

r(R0) ≥ (1− ηc)
(2T1)σ2

r(R0)

≥
∥LT1

R⊤
T1
−X⋆∥2F

1 + δ2r
σ2
r(R0) ≥

ρ2σ2
r⋆(X⋆)σ

2
r(R0)

2
.

(57)

Therefore, by taking α = O(ϵ) and c1 ≥ cinit =
√
2ακ
ρ , we have

α ≤ min{σ2
r(LT 1), σ

2
r(RT 1)}.

D.3 PROOF OF LEMMA 3

Lemma 15. (Recall Lemma 3) Suppose that the linear map A(·) satisfy the δ2r-RIP, then by choos-
ing a infinitesimal α ≤ min{σ2

min(Lt), σ
2
min(Rt)}Tt=1, we have

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ (1− δ2r)f(Lt, Rt),

∥∇Rf(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ (1− δ2r)f(Lt+1, Rt).

(58)

Proof.

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F = ∥A∗A(LtR

⊤
t −X⋆)Rt(R

⊤
t Rt + αI)−1/2∥2F

≥ σ2
min

(
Rt(R

⊤
t Rt + αI)−1/2

)
∥A∗A(LtR

⊤
t −X⋆)∥2F .

(59)
For ∥A∗A(LtR

⊤
t −X⋆)∥F , we have

∥A∗A(LtR
⊤
t −X⋆)∥F = max

Y :∥Y ∥F≤1
⟨A∗A(LtR

⊤
t −X⋆), Y ⟩

= max
Y :∥Y ∥F≤1

⟨A(LtR
⊤
t −X⋆),A(Y )⟩

(i)

≥ ⟨A(Et),A(
Et

∥Et∥F
)⟩ = ∥A(Et)∥22

∥Et∥F
(ii)

≥
√
(1− δ2r)∥A(Et)∥2,

(60)

where in (i) we denote LtR
⊤
t −X⋆ as Et for convenience and construct a specific Y = Et

∥Et∥F
; (ii)

using the fact that ∥Et∥F ≤ 1√
1−δ2r

∥A(Et)∥2.

Therefore, we have

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ 2σ2

min

(
Rt(R

⊤
t Rt + αI)−1/2

)
(1− δ2r)f(Lt, Rt)

=
2

1 + α/σ2
min(Rt)

(1− δ2r)f(Lt, Rt)

(i)

≥ (1− δ2r)f(Lt, Rt),

(61)

where (i) due to the choice of α : α ≤ min{σ2
min(Lt), σ

2
min(Rt)}Tt=1.

By a similar approach, we can prove to obtain

∥∇Rf(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ (1− δ2r)f(Lt+1, Rt). (62)

Thereby, we complete the proof of Lemma 15.
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E PROOF OF STAGE 2

E.1 PROOF OF LEMMA 4

Lemma 16. (Rewrite Lemma 4) Suppose that the linear map A satisfies the RIP with parameters
(2r, δ2r), and ∥LtR

⊤
t −X⋆∥F ≤ ρσr⋆(X⋆) with 0 < ρ < 1/2, then we have

∥∇Lf(Lt, Rt)∥F ≥ ∥LtR
⊤
t −X⋆∥F ∥Y ⋆

1 R
⊤
t ∥F (cos θ − δ2r) (63)

where

cos θ =
⟨LtR

⊤
t −X⋆, Y1R

⊤
t ⟩

∥LtR⊤
t −X⋆∥F ∥Y1R⊤

t ∥F
≥

√
1− ρ2 (64)

and Y ⋆
1 is a corresponding maximizer for (63) satisfies ∥Y ⋆

1 ∥F = 1. And we also have

∥∇Lf(Lt+1, Rt)∥F ≥ ∥Lt+1R
⊤
t −X⋆∥F ∥Lt+1Y

⊤
2 ∥F (cosβ − δ2r) (65)

where

cosβ =
⟨Lt+1R

⊤
t −X⋆, Lt+1Y

⊤
2 ⟩

∥Lt+1R⊤
t −X⋆∥F ∥Lt+1Y ⋆

2
⊤∥F

≥
√

1− ρ2 (66)

and Y ⋆
2 is a corresponding maximizer for (63) satisfies ∥Y ⋆

2 ∥F = 1.

Proof. In order to prove lemma 4, we should rewrite the Frobenius norm of gradient via the defini-
tion of Frobenius norm and RIP condition, which is Lemma 17.

Lemma 17. Suppose that the linear mapA satisfies the RIP with parameters (2r, δ2r), then we have

∥∇Lf(Lt, Rt)∥F ≥ max
∥Y1∥F≤1

⟨LtR
⊤
t −X⋆, Y1R

⊤
t ⟩ − δ2r∥LtR

⊤
t −X⋆∥F ∥Y1R

⊤
t ∥F

∥∇Rf(Lt+1, Rt)∥F ≥ max
∥Y2∥F≤1

⟨Lt+1R
⊤
t −X⋆, Lt+1Y

⊤
2 ⟩ − δ2r∥Lt+1R

⊤
t −X⋆∥F ∥Lt+1Y

⊤
2 ∥F .

(67)

Proof. This lemma is an extension of Lemma 14 in Zhang et al. (2021). The proof of this lemma
can be obtained from the proof of Lemma 14 with simple modifications.

With Lemma 17, we need to prove the lower bounds of cos θ and cosβ. We start from upper
bounding sin θ and sinβ, then use the relationship between cos θ and sin θ to bound cos θ and cosβ.
We have the following upper bounds for sin θ and sinβ.

Lemma 18. Let L = ULSLV L⊤ and R = URSRV R⊤ be the SVD of L and R, respectively, and
UL
k and UR

k denote the matrix of first k columns of UL and UR correspondingly. Suppose that
∥LR⊤ −X⋆∥F ≤ ρσr⋆(X⋆). Then for all r ≥ k ≥ r⋆, we have

∥(I − UL
k U

L
k

⊤
)X⋆∥F

∥LR⊤ −X⋆∥F
≤ ρ,

∥X⋆(I − UR
k UR

k

⊤
)∥F

∥LR⊤ −X⋆∥F
≤ ρ. (68)

This lemma is an extension of Lemma 6 in Cheng & Zhao (2024). The proof of this lemma can be
obtained from the proof of Lemma 6 with simple modifications. Then we have

sin θ =
∥(LtR

⊤
t −X⋆)(I − URUR⊤

)∥F
∥LtR⊤

t −X⋆∥F
≤ ρ→ cos θ ≥

√
1− ρ2.

sinβ =
∥(I − ULUL⊤

)(Lt+1R
⊤
t −X⋆)∥F

∥Lt+1R⊤
t −X⋆∥F

≤ ρ→ cosβ ≥
√
1− ρ2,

(69)

completing the proof.
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E.2 PROOF OF LEMMA 5

As we establish the lower bound for the original gradient, using this result, we then proceed the
proof of the lower bound for the gradient under the new local norms.
Lemma 19. (Rewrite Lemma 5) Suppose that the linear map A satisfies the RIP with parameters
(2r, δ2r), then we have

∥∇Lf(Lt, Rt)∥∗R,α ≥ max
k∈{1,2,...,r}

(cos θk − δ2r)√
1 + α/σ2

k(Rt)
∥LtR

⊤
t −X⋆∥F ,

where

cos θk =
⟨LtR

⊤
t −X⋆, Y1Rt

⊤
k ⟩

∥LtR⊤
t −X⋆∥F ∥Y1Rt

⊤
k ∥F

, Rt = URSRV R⊤
, (Rt)k = UR

k SR
k V R⊤

k , (70)

and

∥∇Rf(Lt+1, Rt)∥∗L,α ≥ max
k∈{1,2,...,r}

(cosβk − δ2r)√
1 + α/σ2

k(Lt+1)
∥Lt+1R

⊤
t −X⋆∥F ,

where

cosβk =
⟨Lt+1R

⊤
t −X⋆, Lt+1Y

⊤
2 ⟩

∥Lt+1R⊤
t −X⋆∥F ∥Lt+1Y ⊤

2 ∥F
, Lt+1 = ULSLV L⊤

, (Lt+1)k = UL
k S

L
k V

L⊤
k , (71)

Proof. By the definition of local norm, we have

∥∇Lf(Lt, Rt)∥∗R,α ≥ max
∥Y1∥R,α≤1

⟨LtR
⊤
t −X⋆, Y1R

⊤
t ⟩ − δ2r∥LtR

⊤
t −X⋆∥F ∥Y1R

⊤
t ∥F ,

= ∥LtR
⊤
t −X⋆∥F ∥Y ⋆

1 (R
⊤
t )k∥F (cos θk − δ2r).

For ∥Y ⋆
1 (R

⊤
t )k∥F , we have

∥Y ⋆
1 (R

⊤
t )k∥F ≥ σk(Rt)∥Y ⋆

1 ∥F = σk(Rt(R
⊤
t Rt + αI)−1/2)∥Y ⋆

1 ∥R,α =
1√

1 + α/σ2
k(Rt)

,

leading to

∥∇Lf(Lt, Rt)∥∗R,α ≥ max
k∈{1,2,...,r}

(cos θk − δ2r)√
1 + α/σ2

k(Rt)
∥LtR

⊤
t −X⋆∥F

Similarly, we have

∥∇Rf(Lt+1, Rt)∥∗L,α ≥ max
k∈{1,2,...,r}

(cosβk − δ2r)√
1 + α/σ2

k(Lt+1)
∥Lt+1R

⊤
t −X⋆∥F .

E.3 PROOF OF LEMMA 6

Lemma 20. Suppose that the linear map A satisfies the RIP with parameters (2r, δ2r), and
∥LtR

⊤
t −X⋆∥F ≤ ρσr⋆(X⋆), then we have

∥∇Lf(Lt, Rt)∥R,α

∥LtR⊤
t −X⋆∥F

≥ 1− δ2r
2

(
1 + α

c6σ1(X⋆)(r − r⋆)

(1− δ2r)2∥LtR⊤
t −X⋆∥2F

)−1/2

,

∥∇Lf(Lt+1, Rt)∥L,α

∥Lt+1R⊤
t −X⋆∥F

≥ 1− δ2r
2

(
1 + α

c7σ1(X⋆)(r − r⋆)

(1− δ2r)2∥Lt+1R⊤
t −X⋆∥2F

)−1/2

.

Proof. We set ρ = 1−δ2r
2 with δ2r ≤

√
2 − 1. We first start from the exact rank case (r = r⋆). By

Weyl’s inequality, we have

σr⋆(LtR
⊤
t ) = σr⋆(X⋆ + LtR

⊤
t −X⋆)

≥ σr⋆(X⋆)− ∥LtR
⊤
t −X⋆∥F ≥ (

√
2/(1− δ2r))∥LtR

⊤
t −X⋆∥F .

(72)
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And then we want to establish a relationship between cos θk and σk+1(LtR
⊤
t ). Note that we have

∥(I − UL
k U

L
k

⊤
)X⋆∥F

∥LR⊤ −X⋆∥F
≤ ρ,

∥X⋆(I − UR
k UR

k

⊤
)∥F

∥LR⊤ −X⋆∥F
≤ ρ (73)

from lemma 18. Then we have

sin2 θk =
∥(LtR

⊤
t −X⋆)(I − UR

k UR
k

⊤
)∥2F

∥LtR⊤
t −X⋆∥2F

≤ ρ2 +
(r − k)σ2

k+1(LtR
⊤
t )

∥LtR⊤
t −X⋆∥2F

sinβ2
k =
∥(I − UL

k U
L
k

⊤
)(Lt+1R

⊤
t −X⋆)∥2F

∥Lt+1R⊤
t −X⋆∥2F

≤ ρ2 +
(r − k)σ2

k+1(Lt+1R
⊤
t )

∥Lt+1R⊤
t −X⋆∥2F

.

(74)

Then we establish the relationship as following.

Lemma 21. Suppose that we have ∥LtR
⊤
t −X⋆∥2F ≤ ρ2σ2

r⋆(X⋆), ρ = 1−δ2r
2 with δ2r ≤

√
2− 1,

then we have
σk+1(LtR

⊤
t )(r − k)

∥LtR⊤
t −X⋆∥2F

− (1− δ2r)
2

4
≥ (1 + δ2r)

2

4
− cos2 θk.

Proof. This lemma is a variant version of Lemma 27 in Zhang et al. (2023). By setting L = δ2r+1,
and µ = 1 − δ2r, the proof of this lemma can be generalized from the proof of Lemma 27 Zhang
et al. (2023).

We start from k = r⋆. From equation 73, we have

σr⋆(Rt) ≥
1

1 +
√

2c5σ1(X⋆)
∥LtR

⊤
t −X⋆∥F . (75)

If cos θr⋆ ≥ 1+δ2r
2 , then substituting (76) into Lemma 19, we have

∥∇Lf(Lt, Rt)∥R,α

∥LtR⊤
t −X⋆∥F

≥ 1− δ2r
2

(1 + α/σk(Rt)
2)−1/2 ≥ 1− δ2r

2
(1 + α

(1 +
√
c6σ1(X⋆))

2

∥LtR⊤
t −X⋆∥2F

)−1/2.

(76)
If cos θr⋆ < 1+δ2r

2 , we can use an induction method. First we consider the base case k = r⋆, we
have cos θk < 1+δ2r

2 , We can use equation (74) to bound σk+1(Rt) as:

σk+1(LtR
⊤
t )

∥LtR⊤
t −X⋆∥F

≥ 1√
r − r⋆

√
1− δ22r
2

. (77)

If cos θk+1 ≥ 1+δ2r
2 , then substituting 77 into Lemma 6 gets

∥∇Lf(Lt, Rt)∥R,α

∥LtR⊤
t −X⋆∥F

≥ 1− δ2r
2

(1+
α

σk+1(R2
t )
)−1/2 ≥ 1− δ2r

2

(
1 + α

c6σ1(X⋆)(r − r⋆)

(1− δ2r)2∥LtR⊤
t −X⋆∥2F

)−1/2

.

(78)
If cos θk+1 < 1+δ2r

2 , then we repeat 77 with k ← k + 1 until k = r. When r = k, we have
cos θr ≥ 1+δ2r

2 , since

σk+1(LtR
⊤
t )(r − k)

∥LtR⊤
t −X⋆∥2F

= 0→ (1 + δ)2

4
− cos2 θk ≤ 0. (79)

Therefore, we have two bounds (76) and (78), leading to the final bound

∥∇Lf(Lt, Rt)∥R,α

∥LtR⊤
t −X⋆∥F

≥ 1− δ2r
2

(
1 + α

c6σ1(X⋆)(r − r⋆)

(1− δ2r)2∥LtR⊤
t −X⋆∥2F

)−1/2

. (80)

Similarly, we have

∥∇Lf(Lt+1, Rt)∥L,α

∥Lt+1R⊤
t −X⋆∥F

≥ 1− δ2r
2

(
1 + α

c7σ1(X⋆)(r − r⋆)

(1− δ2r)2∥Lt+1R⊤
t −X⋆∥2F

)−1/2

. (81)
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F PROOF OF THE MAIN THEOREM

The proof of Theorem 2 is a direct combination of results in Lemmas 2-6. Due to the assumptions
of Theorem 2, we have that lemmas 2-6 hold. Therefore, we have

f(Lt+1, Rt) ≤ f(Lt, Rt)− η(1− η

2
(1 + δ2r))∥∇Lf(Lt, Rt)(R

⊤
t Rt + αI)−1/2∥2F

f(Lt+1, Rt+1) ≤ f(Lt+1, Rt)− η(1− η

2
(1 + δ2r))∥∇Rf(Lt+1, Rt)(L

⊤
t+1Lt+1 + αI)−1/2∥2F

(82)
with

∥∇Lf(Lt, Rt)(R
⊤
t Rt + αI)−1/2∥2F ≥ µP f(Lt, Rt)

∥∇Rf(Lt+1, Rt)(L
⊤
t+1Lt+1 + αI)−1/2∥2F ≥ µP f(Lt+1, Rt),

(83)

where µp = min{1− δ2r,
1−δ2r

4 } = 1−δ2r
4 since α = O(ϵ2), then we can obtain linear convergence

f(Lt+1, Rt+1) ≤ (1− ηc)
2f(Lt, Rt), ηc = η(1− η

2
(1 + δ2r))µP . (84)

As for the recovery error, we have

∥LTR
⊤
T −X⋆∥F ≤

√
1

1− δ2r

√
2f(LT , RT ) ≤ (1− ηc)

T

√
1

1− δ2r

√
2f(L0, R0)

≤ (1− ηc)
T

√
1 + δ2r
1− δ2r

∥L0R
⊤
0 −X⋆∥F

≤ (1− ηc)
T

√
1 + δ2r
1− δ2r

(
√
rc21 +

√
r⋆)σ1(X⋆)

≤ (1− ηc)
TC
√
r

(85)

where C =
√

1+δ2r
1−δ2r

(c21 + 1) and assume σ1(X⋆) = 1 without loss generality. Therefore, it takes
T = Ω(log(r/ϵ)) iterations to obtain a ϵ-accuracy point for APGD.
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