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Abstract

Large Language Models (LLMs) often struggle
to align their responses with objective facts, re-
sulting in the issue of factual hallucinations,
which can be difficult to detect and mislead
users without relevant knowledge. Although
post-training techniques have been employed to
mitigate the issue, existing methods usually suf-
fer from poor generalization and trade-offs in
different capabilities. In this paper, we propose
to address it by directly augmenting LLM’s
fundamental ability to precisely leverage its
knowledge and introduce PKUE', which fine-
tunes the model on self-generated responses to
precise and simple factual questions through
preference optimization. Furthermore, we con-
struct FactualBench, a comprehensive and pre-
cise factual QA dataset containing 181k Chi-
nese data spanning 21 domains, to facilitate
both evaluation and training. Extensive exper-
iments demonstrate that PKUE significantly
improves LLM overall performance, with con-
sistent enhancement across factual tasks of var-
ious forms, general tasks beyond factuality, and
tasks in a different language.

1 Introduction

Factual hallucinations occur when LLMs gener-
ate inaccurate or entirely fabricated contents in re-
sponse to queries (Zhang et al., 2023b; Huang et al.,
2023), which can undermine user trust in models
and cause significant harm, especially when LLMs
are deployed in high-stake applications (Ji et al.,
2023; Ahmad et al., 2023; Kang and Liu, 2023).
Furthermore, identifying hallucinations is challeng-
ing, as the fabricated contents are often presented
plausibly and convincingly, making it difficult for
both models and users to recognize inaccuracies
(Kaddour et al., 2023; Zhang et al., 2023b), empha-
sizing the essentiality of mitigating hallucinations.

Among various approaches to mitigate factual
hallucinations, from pre-training (Gardent et al.,
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Figure 1: Previous methods on factual hallucination
mitigation exhibit poor generalizability across differ-
ent factual tasks and suffer from degradations on com-
prehensive abilities and helpfulness, while our method
PKUE improves model performance on all seven bench-
marks, with a significant advantage on Avg.

2017; Wang, 2019) to inference-time techniques
(Nakano et al., 2021; Chuang et al., 2024), post-
training (Lin et al., 2024a; Tian et al., 2024) has
become popular for not requiring large-scale data
manipulation or additional runtime computations.
Recent methods typically enhance factuality by
training on open-ended questions, e.g., “Tell me
a bio of an entity”, which are broad and impre-
cise. They leave additional space for models to pro-
vide answers with diverse contents, subsequently
assessed using average factual precision metrics
like FActScore (Min et al., 2023). However, as
shown in Figure 1, these methods lead to declines
in other factuality-related tasks and trade-offs in
overall performance. The poor generalization can
be attributed to the biased signals from these met-
rics mixing accuracy with length (Wei et al., 2024b).
Moreover, wrong judgments on the correctness of
atomic facts, which are caused by the entity am-
biguity after response decomposition (Chiang and
Lee, 2024; Wanner et al., 2024) and the lack of stan-
dard answers in open-ended QA, degrade training



effects. The trade-offs are not alleviated with ad-
ditional training on advanced abilities (Zhao et al.,
2023) related to factuality under adversarial queries
(Zhang et al., 2024) or complex instructions follow-
ing (Lin et al., 2024a), as they are not necessary for
other tasks and can lead to forgetting of acquired
abilities (Ouyang et al., 2022; Lin et al., 2024b).
In this paper, we address the above issues from
the perspective of knowledge utilization and pro-
pose PKUE to enhance this capability with the task
of precise QA. Since knowledge utilization is a cru-
cial factor for factuality (Wang et al., 2023) and
a fundamental ability of LLM (Zhao et al., 2023),
its enhancement is expected to bring generalized
improvement beyond hallucination mitigation. We
take precise fact-seeking QA as a representative
task, which is short-form with standard answers
and simple without other attributes besides the cor-
rectness. These features make it a proper task to
reflect factual hallucination as well as knowledge
utilization (Roberts et al., 2020; Ji et al., 2023;
Zhao et al., 2023) aside from other abilities and pre-
vent the mentioned issues of imprecise open-ended
QA. To better enhance utilization rather than in-
ject external information, we leverage the model’s
existing knowledge and conduct Direct Preference
Optimization (DPO) (Rafailov et al., 2023) training
on sampled data from the model itself, which pro-
vides more granular bi-directional controls and bet-
ter generalization (Zhang et al., 2023b; Chu et al.,
2025) than uni-directional Supervised Fine-tuning
(SFT). This self-aligned approach preserves the
model’s distribution and limits post-training shift,
avoiding undesirable behaviors (Gudibande et al.,
2023; Zhang et al., 2023b) and additional halluci-
nations from external demonstrations (Huang et al.,
2023; Lin et al., 2024a; Gekhman et al., 2024).
However, a precise factual QA dataset with large
scale and diverse domains is lacking for training.
Existing ones (Yang et al., 2015; Joshi et al., 2017,
Yang et al., 2018; Kwiatkowski et al., 2019) are usu-
ally outdated and fall short in fine-grained domain
annotations, limiting their accuracy and diversity.
To this end, we build FactualBench, a large-scale
dataset with 181k Chinese QA data spanning 21 do-
mains. Chinese is selected since it is a widely used
language with a vast community but still lacks high-
quality datasets. We extract knowledge from the In-
ternet encyclopedia, a widely used pre-training cor-
pus (Liu et al., 2024b; Ando et al., 2024) and can be
taken as a knowledge base LLLM has already seen.
Multiple filtering strategies are adopted to ensure

data quality. Evaluations on FactualBench reveal
that while the task is not easy for LLMs, sampling
with a higher temperature can yields more correct
answers, which leaves space for better utilization
of existing knowledge through self-alignment.

Extensive experiments on Qwen2 (Yang et al.,
2024a) and Baichuan (Yang et al., 2023) show that
only PKUE achieves consistent improvement on
seven benchmarks covering factuality, helpfulness,
and general skills in different forms and languages,
presenting the best generalization. Notably, we ob-
tain 4x and 9x average improvement compared
to existing methods (Min et al., 2023; Lin et al.,
2024a; Zhang et al., 2024). More ablation studies
confirm the choices of self-generated data and DPO
training. PKUE proves that improving the knowl-
edge utilization on solely precise and simple QA
can promote generalized enhancement, spanning
from generative tasks to diverse forms of factual
tasks, from factual tasks to other general tasks, and
demonstrating cross-lingual transferability from
Chinese to English tasks.

2 Related Works

Factual hallucination mitigation. Several studies
(Wang, 2019; Gardent et al., 2017) have explored
mitigating hallucinations by improving the quality
of pre-training data. But processing vast datasets
is time-consuming (Zhang et al., 2023b) and is not
applicable for models that have completed training.
Other approaches (Chuang et al., 2024; Zhang et al.,
2023a; Li et al., 2023c; Lee et al., 2022) focus on
inference-time enhancement, yet these strategies
aim for specific tasks and have limited generaliza-
tion (Zhang et al., 2024), along with more difficulty
generating fluent or diverse texts (Ji et al., 2023).
Furthermore, methods (Nakano et al., 2021; Gou
et al., 2024) that utilize retrieval-augmented (RAG)
techniques introduce significant system complex-
ity (Tian et al., 2024) and depend heavily on the
quality of external knowledge bases (Zhang et al.,
2023b). Additionally, post-training LLM through
SFT (Elaraby et al., 2023; Yang et al., 2024b)
and Reinforcement Learning (Ouyang et al., 2022;
Kang et al., 2024) exhibits a promising reduction in
factual error rates. Recently, Tian et al. (2024); Lin
et al. (2024a); Zhang et al. (2024) use preference
learning on self-generated responses. They mainly
focus on open-ended questions and rate responses
by first adopting external models to split responses
into atomic facts, then verifying each fact via RAG



(Tian et al., 2024; Lin et al., 2024a) or a model
fine-tuned on millions of related data (Zhang et al.,
2024). This leads to significant complexity, espe-
cially when responses contain hundreds of atomic
facts. In contrast, PKUE targets precise QA with
standard answers, simplifying verification, where
no additional training or external databases are re-
quired. Moreover, the effects of these methods fail
to generalize to other tasks related to factuality and
lead to trade-offs in different abilities, while PKUE
achieves consistent improvement on them.
Precise factual QA tasks include discriminative,
multiple-choice, and generative forms. The former
two (Thorne et al., 2018; Hendrycks et al., 2021;
Liu et al., 2022; Mishra et al., 2024) have a limited
answer space that allows models to guess the cor-
rect answer by chance, and therefore are unable to
accurately judge whether the corresponding knowl-
edge is possessed. Generative datasets designed
with adversarial intents (Lin et al., 2022; Cheng
et al., 2023) can effectively provoke hallucinations
but tend to focus on specific scenarios, limiting
their capacities to reflect performance on more gen-
eral questions. While large simple generative QA
datasets (Yang et al., 2015; Joshi et al., 2017; Yang
et al., 2018; Kwiatkowski et al., 2019) exist, they
are mostly built years ago with no domain anno-
tations. In contrast, our annotated dataset offers a
comprehensive and up-to-date assessment.

3 Method

To mitigate factual hallucinations and prevent trade-
offs in other abilities beyond factuality, we propose
PKUE to augment the model’s utilization of its ex-
isting knowledge. For training and evaluation, we
build FactualBench consisting of precise and sim-
ple QA data without malicious or misleading ad-
versarial intents. In this section, we will introduce
the dataset and the alignment method in detail.

3.1 FactualBench

The Internet encyclopedia is selected as the source
of the knowledge base since it contains various
factual information across domains (Wang et al.,
2023; Bai et al., 2024), which is also a commonly
used corpus in LLM pre-training (Liu et al., 2024b;
Ando et al., 2024). Specifically, we use Baidu
baike?, a prominent encyclopedia in Chinese com-
munity, and design a model-based pipeline to gen-
erate a large volume of data efficiently, adopting

2https://baike.baidu.com/

GPT4? (Achiam et al., 2023) and Baichuan model*
for their strong instruction following capabilities.
During pre-construction, we observe four typical
types of low-quality data. 1) Long-tailed questions
with obscure and useless knowledge. 2) Questions
with multiple correct answers. This is primarily
due to imprecise terms in questions that invite sub-
jective judgments and the existence of more valid
answers beyond encyclopedia knowledge. 3) Ques-
tions with incorrect standard answers. The model
may extract knowledge falsely, which is frequent
when paragraphs are extremely long or difficult to
understand. Some questions fall into this category
because they are time-sensitive, but the knowledge
in the encyclopedia is outdated. 4) Questions that
are not self-contained. Questions containing vague
pronouns or ambiguous nouns with multiple in-
terpretations, e.g., abbreviations without clear con-
texts, will confuse answerers. To guarantee the data
quality, we then apply several filtering strategies
and few-shot prompts into the construction.
Construction and Composition. As illustrated
in Figure 2 (left), FactualBench is constructed in
five steps. 1) Entry filtering. We initially sample
millions of entries from publicly available ency-
clopedias, ensuring broad coverage over subjects
and domains. For each entry, we retain its object,
view count, and brief description. To avoid gener-
ating questions on long-tailed knowledge, we set a
view count threshold of 0.5M, and 89,658 entries
remain after this filtering. 2) Description filtering.
The performance of the model tends to decrease as
the context length increases (Liu et al., 2024a; Sun
etal.,2023; Li et al., 2024). Excessively lengthy de-
scriptions can provide superfluous information and
lead to low-quality responses. Conversely, overly
brief descriptions lack sufficient factual informa-
tion. To balance this, we filter out descriptions
shorter than 100 characters and truncate those ex-
ceeding 800 characters. 64,315 entries remain after
this process. 3) Question generation. We instruct
GPT4 to generate up to three precise questions per
truncated description. For each question ();, GPT4
is also required to provide one standard answer X, ZQ
and three wrong answers { X f }?:1 for further eval-
uation and training uses. To ensure adherence to
our instructions, we add two examples for few-shot
prompting. A total of 192,927 QA samples are gen-
erated in this process. 4) Question classification. A

3We use the version of gpt-4-0125-preview in this paper.
*https://www.baichuan-ai.com/
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Figure 2: The framework of our work. Left: We first extract factual knowledge from the Internet encyclopedia and
construct a large and comprehensive dataset, FactualBench. Several filtering strategies are adopted for higher quality.
Right: Next, we align LLM on self-generated response pairs on FactualBench. We elicit diverse responses to the
same question, verify each correctness compared to the standard answer, and sample preference pairs for training.
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The first microwave quantum amplifier was made in 1954.
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The first microwave quantum amplifier was made in 1958.
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The first microwave quantum amplifier was made in 1960.
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The first microwave quantum amplifier was made in 1962.
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Table 1: Each sample in FactualBench contains a ques-
tion Q;, a standard answer X? , 3 wrong answers {X| zj}
and a domain D; it belongs to. The English translation
is for reference. Appendix A.3 presents more examples.

domain classifier based on Baichuan, fine-tuned on
massive high-quality data, is employed to catego-
rize all generated questions into different domains
D;. We maintain domains containing more than
500 questions and uniformly categorize the rest as
others. We explain how we obtain the classifier
in Appendix A.4. 5) Question filtering. We query
GPT4 to filter out low-quality questions. Each
question is assessed independently without the cor-
responding description, and GPT4 is instructed to
identify whether the question falls into one of the
low-quality types through step-by-step reasoning.

Finally, 181,176 questions are reserved, where
assessments of 1,000 samples indicate that an ap-
proximately 86% high-quality rate is acquired. To
evaluate the LLMs’ ability to utilize knowledge, we
randomly select a subset of questions for the test set.
We do selection taking each entry (entries contain-
ing others domain questions are excluded) as a unit

& Test

WARE 201 54,489
HERF 161 3,703 3,864
Hofbd 200 9,189 9,390
DiER 202 18,108 18,310

Domain Training  Total

film&entertainment
education&training
physics, chemistry, mathematics&biology
history&traditional culture

biography ANYIER 201 11,844 12,045
politics&law FUAERE 175 6,368 6,453
economics&management ZETE 160 4,543 4,703
computer science WELRE 201 6,253 6,454
medical = 167 7,073 7,240
sociology&humanity e A 199 8,503 8,702

foMsE 153 3,728 3,881

agriculture, forestry, fisheries&allied industries

astronomy&geography RICH 160 3,896 4,056
sports&tourism prayei)iidiicd 157 4,869 5,026
digital&automotive HIHKZE 176 3,887 4,063
industrial engineering TlkTH% 172 3,283 3,455
military&war FREE 151 2,569 2,720
slang&memes FEFRE 151 529 680
work&life TAEEE 174 5853 6,027
high technology R 150 310 460
religion&culture Bt 150 510 660
others Hofly - 18,207 18,207
total - 3462 177,714 181,176

Table 2: Domain distribution of FactualBench.

to maintain that all questions in the test set are sep-
arate from the training set, and restrict each domain
to a similar number of questions. 3,462 questions
are selected, and the remaining 177,714 samples
form the training set. We refine low-quality ques-
tions in the test set after selection to ensure its
high quality. Specifically, we provide annotators
the QA pairs and entry references, requiring them
to determine whether a QA pair falls into one of
the low-quality cases and rewrite the problem or
the answer if needed. We present the construction
prompts in Appendix A.1, a sample in Table 1, and
the domain distribution in Table 2.

Evaluation. Following previous works (Liu
et al., 2023; Zheng et al., 2023), a model-based
approach is employed to expedite the evaluation.
Note that rule-based automatic metrics such as



Model Acc. Model Acc. Model Acc.
Baichuanl  48.24 Baichuan3 67.50 Baichuan4 75.07
Baichuan2  55.37 Yi-34B 67.30 | Command-R+ 104B  60.17

Qwenl.5-7B  48.87
Qwen2-7B  56.27
Llama-3-8B  39.11

Command-R 35B  54.30 DeepSeek-v2
Llama-3-70B 49.65 | -0628 MoE-236B
Qwen2-72B 73.71 GPT4 65.71

75.62

Table 3: Performance on FactualBench rated by GPT4.
Models in bold are proficient in Chinese.

ROUGE (Lin, 2004) and BLEU (Papineni et al.,
2002) have been shown to exhibit significant bi-
ases in assessment (Lou et al., 2024), we judge the
correctness of the answer at semantic-level. The
verifier is supposed to focus solely on the content
directly addressing the question and ignore the ex-
traneous information. A response is considered
correct only when it indeed answers the question
(rather than “I don’t know’’) and matches the stan-
dard answer. This is reasonable since the model
is expected to have been trained on the relevant,
frequently viewed data and should possess the nec-
essary knowledge, and the portion of evasive an-
swers only counts for approximately 1%, which
affects the evaluation result lightly. To improve
judgment accuracy, we provide several examples
and instruct the verifier to offer analyses before
making the final decision. GPT4 is chosen as the
verifier, which achieves a 96% consistency with
humans, validating the effectiveness. We present
the evaluation prompt in Appendix A.2.

14 popular LLMs are evaluated on FactualBench:
Baichuan series (Yang et al., 2023), Qwen series
(Baietal., 2023; Yang et al., 2024a), Llama-3 series
(Al@Meta, 2024), Yi (Al et al., 2024), Command-
R series (Gomez, 2024a,b), DeepSeek (DeepSeek-
Al 2024), and GPT4, where we prioritize the
chat/instruct versions. We list the brief results in
Table 3. The accuracy (Acc.) on our test set ranges
from 39.11% to 75.62%, indicating that LLMs still
have deficiencies in the basic factual QA task. De-
tailed domain-level accuracy and additional analy-
ses of the results can be found in Appendix A.S.

3.2 PKUE

For cases where the LLM initially provides incor-
rect responses, we observe that it can generate cor-
rect answers when given greater output diversity.
Taking Baichuanl as an example, we increase the
response variability by increasing the generation
temperature and sampling the model’s responses
eight times (high temp. BOS), contrasting with
the standard inference setting (low temp. BOI).
Given the extensive answer space in the generative
task, it is statistically improbable for a model to

randomly guess the correct answer, so we consider
the model to possess relevant knowledge if at least
one of the generated responses is correct. As illus-
trated in Figure 3, comparison between BOS and
BOI reveals a substantial portion of the model’s
capabilities remains underutilized, indicating an
untapped potential in the utilization of the knowl-
edge. This also verifies the feasibility of building
pairs on self-generated responses. Some specific
cases are provided in Appendix A.6.

B low temp. BO1 94

%0 high temp. BO8
84 83

80 77 77

81 82

80 79
76

70 71 73 73

70 68 69
s 62

58 59

5, 55 55 55 55 S

51 50 51 52

Acc./%

4p 42 44 44
40 38

Domains

Figure 3: A comparison between Baichuanl accuracy
in low temp. BOI and high temp. BOS. Significant gaps
in all domains demonstrate the potential of the model.
Each domain is represented by its first five letters.

To stimulate the potential and enhance the pre-
cise knowledge utilization of models, we propose
PKUE that aligns models on self-generated re-
sponses to precise and simple QA through pref-
erence learning. As shown in Figure 2 (right),
the alignment includes three phases. 1) Diversity
Sampling. For each question (); in FactualBench
training set D", we sample n responses from the
model 7 in higher diversity by increasing genera-
tion configurations such as temperature, top-p, and
top-k. 2) Reference-Based Verification. The col-
lected candidate responses are then provided to a
verifier model, together with the standard answer
X ZQ from FactualBench. The verifier evaluates the
responses after carefully analyzing, which acts as
a judge function J to output 1 or 0 indicating cor-
rectness or not. Each evaluation result is formatted
in a consistent manner to facilitate subsequent clas-
sification. 3) Pairs Construction. We classify all
responses according to their correctness, discarding
those with uncertain evaluation results (due to veri-
fier failing in instruction following or low-quality
of questions), and construct a set as follows:

{(Prompt Q;, Chosen A{,Rejected A7)}, (1)

which is under the following constraint conditions:



(Qi, XP) ~ DU AC AT ~ 7(1|Q:); ()
T (Qi, A5, X)) =1, 7(Qi, A7, X)) = 0. (3)

However, different questions can contribute sig-
nificantly varying numbers of preference pairs (=
correct count X incorrect count). To balance this
disparity, we randomly down-sample up to m pairs
for each question, which compose the tuning set.
In this way, we can quickly generate a tuning set
DUning containing massive data without human in-
tervention. Then fine-tune the model on the tuning
data through preference learning, DPO (Rafailov
et al., 2023), whose loss is defined as follows:
—F |logo(Blog % — Blog %) ,
| 4)
where (Q;, AS, AT) ~ D¢y is the optimal
model initialized in model 7 before optimization,
while mf is the frozen 7. o denotes the sigmoid
function, and f is a hyperparameter.

4 Experiments

In this section, we present the training results using
PKUE. Comparison with the other three baselines
validates our effectiveness, and more ablation stud-
ies are conducted to investigate how our detailed
settings influence the training outcomes.

4.1 Settings

We use Qwen2-7B-Instruct (Yang et al., 2024a) and
Baichuan1-Chat as experimental base models. To
have a comparable training computation with base-
lines, we randomly sample a small split from the
FactualBench training set, containing 24k samples,
which we denote as (small). Since the verification
can be costly and time-consuming frequently visit-
ing GPT4 through API, we adopt weaker models,
Qwen and Baichuan, as verifiers respectively to
accelerate the process. These models still have
acceptable judgment accuracy since standard an-
swers are also provided. For each question, we
sample n = 8 responses from the model and re-
serve up to m = 8 preference pairs for the tuning
set. We set top-k=350, top-p=0.9, temperature=1.4
for Qwen2, and temperature=1.2 for Baichuanl.
Training details are provided in Appendix B.

For baselines, we select FLAME (Lin et al.,
2024a), FactTune-FS (Tian et al., 2024), and Self-
Eval-SKT (Zhang et al., 2024), all of which aim to
enhance factuality. These methods involve training
on open-ended questions and additional attention
on instruct-following queries (Kopf et al., 2023)

in Lin et al. (2024a) or adversarial questions (Lin
et al., 2022) in Zhang et al. (2024). We reproduce
their training procedures on Qwen2 and Baichuanl
adhering to the settings in their original papers.
We adopt FactualBench to evaluate factuality
on precise and simple QA, with more benchmarks
assessing factuality across different tasks: Truth-
fulQA (Lin et al., 2022) and HalluQA (Cheng
et al., 2023) for generative tasks and factuality to
adversarial questions, CMMLU (Li et al., 2023a)
for multiple-choice task, and HaluEval (Li et al.,
2023b) for discriminative task. Additionally, we
adopt AlignBench (Liu et al., 2023) containing 8
sub-tasks for comprehensive advanced abilities and
AlpacaEval (Li et al., 2023d) for helpfulness to
reflect the broader impact of training beyond fac-
tuality. We report average score (out of 10) for
AlignBench, win rate (%) against the base model
for AlpacaEval, and accuracy (%) for the remaining
ones. Since Self-Eval-SKT uses partial data from
Truthful QA, we report the acc on the rest data for
this method. We calculate Avg. averaging perfor-
mance on the benchmarks, where the AlignBench
score is multiplied by 10 to align with other met-
rics, and AlpacaEval is excluded due to its relative
metric. More details are provided in Appendix C.

4.2 Main Results

Table 4 presents the performance of different meth-
ods. All baselines have decreased performance
not only on factuality-related tasks but also on ad-
vanced skills and helpfulness, highlighting the defi-
ciency in generalization of these methods. In con-
trast, PKUE leads to consistent improvement across
all benchmarks, including all sub-tasks in Align-
Bench. Specifically, PKUE achieves 2.22 and 3.90
improvement in Avg. on Qwen2 and Baichuan] re-
spectively, 4x and 9x to the best baselines. PKUE
also achieves the best results on almost all bench-
marks, except for Truthful QA, HalluQA, and Al-
pacaEval, where Self-Eval-SKT and FLAME incor-
porate in-domain data for training. We also include
the results of PKUE on the full FactualBench train-
ing set (full) to better exploit our dataset, achieving
much better results.

Notably, changes on FactualBench reveal that
PKUE stimulates partial potential in the model,
while baselines show limited improvement and
even declines, which indicates that training on im-
precise open-ended questions with average preci-
sion metrics offers limited gains in the model’s
utilization of specific factual knowledge. And a
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QWEN2-7B-INSTRUCT
Base 56.27 5275 4644 8085 5230|669 6.62 665 651 507 676 7.5 759 7465000 | -
FLAME 5520 5043 5000 80.12 51.66|6.80 6.59 622 660 583 678 731 7.85 7.72 68.32 | -0.02
FactTune-FS | 5624 5447 5044 80.12 5081 | 649 635 637 632 514 631 677 749 7454851 | +0.24
Self-Eval-SKT | 5332 57.99 50.67 80.25 4943 | 644 640 667 627 508 617 684 7.09 7.10 | 50.87 | +0.09
PKUE (small) | 58.81 5447 49.78 8215 54.00 | 696 6.63 694 694 556 693 7.43 7.84 792 5826 | +2.22
BAICHUANI-CHAT

Base | 4824 3023 3200 4885 50.35|503 534 271 557 320 586 632 633 6635000 -
FLAME 5116 29.62 3200 4933 5128|521 580 285 565 343 605 621 638 7.00 | 5646 | +0.92
FactTune-FS | 5043 3195 30.89 4894 5093 | 429 456 217 412 251 498 545 576 637 | 5224 | -0.66
Self-Eval-SKT | 4841 36.11 3333 49.24 5029 | 483 537 276 509 339 557 575 584 6.11 | 5484 | +0.95
PKUE (small) | 57.37 3378 3844 5013 50.63 | 530 592 3.02 566 337 597 653 655 679 | 5484 | +3.90
PKUE (full) | 5829 35.86 38.89 5092 5205|538 625 3.03 576 355 612 652 636 679 |63.99 | +4.97

Table 4: Performance on benchmarks reflecting factuality, helpfulness, and comprehensive abilities. We mark the
decreased results in red, and the best results except PKUE(full) in bold (better results of PKUE(full) in underline).
Sub-tasks of AlignBench are listed in abbreviation. Domain-level acc. on FactualBench is shown in Appendix D.1

Loss‘ Chosen  Rejected ‘ FactualBench ~ AlignBench  AlpacaEval AAvg.

particularly noteworthy observation is that train-

QWEN2-7B-INSTRUCT

ing the model exclusively on the generative simple
and precise QA data can lead to broad general-

ized improvement: 1) Enhanced performance on
diverse formats of factuality, including multiple-

choice tasks in CMMLU, discriminative tasks in

HaluEval, and even adversarial tasks in HalluQA.
2) Gains in general capabilities beyond factuality,
such as helpfulness in AlpacaEval and comprehen-
sive skills in AlignBench. 3) Cross-lingual gener-
alization from Chinese to English tasks like Truth-
ful QA and AlpacaEval. These findings underscore
the fundamental importance of precise knowledge
utilization for various capabilities, and suggest the
similarity of abilities across different languages.
While the presented results are sufficient to validate
the generalizability advantage of PKUE, we addi-
tionally conduct experiments on two other models,
more factual benchmarks, and compare PKUE with
more training-free baselines in Appendix E to fur-
ther strengthen the effectiveness of our method.

4.3 Ablation Studies

More ablation studies are conducted to further vali-
date the effectiveness of our settings. Detailed and
complete results are shown in Appendix D.2.
Ablation on data sources. Our method adopts
self-generated responses to align models, denoted
as self. In addition, we validate more data sources.
The standard answers and wrong answers from the
dataset generated by GPT4 are denoted as dataset.
Model responses given the reference descriptions

SFT self 55.43 6.63 44.22 -0.66
SFT | Baichuan 49.97 4.98 15.03 -13.61
SFT dataset 50.38 3.56 7.20 -23.22
DPO self self 58.81 6.96 58.26 +2.22
DPO | Baichuan Baichuan 58.17 6.71 39.19 +0.45
DPO | dataset dataset 55.75 6.50 36.06 -0.65
BAICHUANI-CHAT
SFT self 51.33 5.04 37.58 +1.29
SFT | w/desc. 55.63 4.47 36.96 -5.69
SFT dataset 55.86 3.73 26.65 -10.18
DPO self self 58.29 5.38 63.99 +4.97
DPO | w/desc. self 18.17 4.07 32.80 -13.67
DPO | dataset self 5.40 3.28 19.07 -21.56
DPO | dataset dataset 49.08 4.82 39.07 -1.40

Table 5: Results after training on different data sources.

are denoted as w/ desc., which are generally correct
since standard answers are contained in descrip-
tions. We also train Qwen on responses generated
by Baichuan. For SFT, a single label is selected per
question. Training results are shown in Table 5.

Training on self-generated data yields better re-
sults for both DPO and SFT. While SFT on ground
truth data (dataset and w/ desc.) improves perfor-
mance on FactualBench, it leads to sharp declines
on other tasks, which can be attributed to learning
on responses with extremely different styles, short
and concise, from the model itself. For DPO, train-
ing on dataset or other model’s responses can still
achieve competitive results. However, it is crucial
to have chosen and rejected in the same distribution
to prevent reward hacking (Shekhar et al., 2024).

Ablation on loss functions. We choose DPO
for its fine-grained bi-directional signals, and SFT
training is conducted for effectiveness comparison.
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Figure 4: Changes of Baichuanl alignment with Qwen2-72B-Instruct on four benchmarks after training.

Loss ‘FactualBench AlignBench ~ AlpacaEval AAvg.

BAICHUAN1-CHAT

SFT (single label) 51.33 5.04 37.58 +1.29
SFT (all labels) 52.37 5.03 31.06 +0.32
DPO (small) 57.37 5.30 54.84 +3.90
DPO (full) 58.29 5.38 63.99 +4.97
SFT then DPO 54.74 5.07 54.53 +4.03
SFT + DPO 57.16 5.13 63.91 +4.09

Table 6: Results after training on different losses.

Beyond SFT on a single label per question (single
label), we also explore SFT the model on all correct
answers (all labels). Moreover, existing researches
suggest that fusing DPO with SFT loss can help
mitigate overoptimization on rejected labels (He
et al., 2024; Liu et al., 2024c¢), which we denote as
SFT+DPO. Furthermore, additional SFT training
before DPO on the tuning set is supposed to reduce
distribution shift issues and thus help training (Xu
et al., 2024), which we denote as SFT then DPO.
All training is conducted on self-generated data.
The comparison between DPO and SFT shows
that preference data will lead to greater improve-
ment, even for DPO (small) with less tuning data
than SFT (single label), confirming that unidirec-
tional signal is indeed insufficient for our task. Ad-
ditionally, the difference between SFT on single
label and all labels demonstrates that more labels
for the same question in SFT will not enhance train-
ing effectiveness. Moreover, neither SFT then DPO
nor SFT+DPO outperforms DPO. Since the data
are sampled from the model itself, there is little
distribution shift and a low likelihood of having
reward hacking solely on rejected labels during
training, emphasizing the stability of our method.
Furthermore, we argue that models obtain better
representation ability after DPO. Huh et al. (2024)
has found that the representation alignment degree,
measured by mutual nearest-neighbor metric>, in-
creases with performance. We calculate Baichuanl
alignment with Qwen2-72B-Instruct (Yang et al.,
2024a), which serves as a strong representation
function, on several benchmarks and present the re-
sults in Figure 4. The DPO model achieves higher

SWe introduce its definition and calculation in Appendix F
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Figure 5: Improvement increases at a logarithmic rate
with the training data size of DPO expanding.

accuracy and deeper alignment with Qwen2-72B
than both the base and SFT models, indicating a
better representation ability is achieved.

Ablation on tuning data sizes. A noticeable
performance gap exists between the model trained
on small split and the one trained on full split, mo-
tivating an exploration of the training efficacy of
different tuning data sizes. We present the overall
improvement of Baichuanl, measured by AAvg.,
after DPO on different volumes of training ques-
tions in Figure 5. The improvement continues to
increase (in logarithmic rate) as the size of prefer-
ence pairs expands, stressing the benefit of a larger
dataset, while early training with our method al-
ready improves the overall performance effectively.

5 Conclusion

We propose PKUE to mitigate factual hallucina-
tions and achieve generalized improvement. Pre-
cise and simple factual QA is selected as our train-
ing task and we align models on self-generated pref-
erence data to enhance the model’s ability to utilize
its knowledge. A large-scale, multi-domain Chi-
nese dataset FactualBench is constructed from the
Internet encyclopedia for training and evaluation.
Extensive experiments demonstrate that PKUE sig-
nificantly improves model performance across di-
verse tasks with the same and different languages,
concerning factuality, helpfulness, and comprehen-
sive advanced skills, which suggests that simply
training on precise factual QA has the potential for
the overall improvement of the model.



Limitations

Although extensive experiments and ablation stud-
ies across diverse benchmarks validate the effec-
tiveness of our method, certain limitations require
further improvement.

Alignment with more algorithms. The im-
provement curve observed in Figure 5 exhibits an
approximate logarithmic growth with diminishing
marginal returns, and the model gains half of the
improvement during the early training period. This
suggests a potential in our training dataset for yield-
ing further enhancement with thorough exploita-
tion, such as adopting algorithms that are closer
to online learning, including Proximal Policy Opti-
mization (Schulman et al., 2017) and iterative DPO
algorithms (Xiong et al., 2024; Guo et al., 2024).

Hallucination mitigation in broader contexts.
Factual hallucinations occur not only in closed-
book tasks, as discussed in this paper, but also in
open-book tasks. These include text reading com-
prehension and text summarization tasks, which
require the model’s utilization of knowledge within
the provided context instead of the model’s exist-
ing knowledge. We propose to investigate more
different tasks to verify whether the improvement
on the model derived from our method can have a
broader generalization.

Ethics Statement

All experiments and analyses in this study are con-
ducted for research purposes, aiming to enhance
the factuality, robustness, and trustworthiness of
LLMs and mitigate factual hallucinations. We col-
lect data from the Internet following their license
and only for research use.

The data source we use to build FactualBench is
a publicly available Internet encyclopedia, which
may contain information related to specific individ-
uals, places, or sensitive physiological or medical
content. Yet all the information is well-known,
and we extract it without the intention to violate
privacy or safety policies. Despite our efforts to
ensure higher quality, the dataset could still contain
inaccuracies or outdated information, which means
that it should not be considered a golden knowl-
edge base in any case and should only be adopted
for research purposes.

The other benchmarks in this study are well-
established, and we use them to assess the capabil-
ities of different models and methods in line with
their original purpose.
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A More Details of FactualBench

In this section, we will introduce more details of
our dataset, FactualBench, including prompts used
for generation and evaluation, more examples of
data in FactualBench, LLMs performance on Fac-
tualBench and related analyses.

A.1 Prompts in Construction

Figure 6 shows the complete prompt we use in
Question Generation stage, and Figure 7 shows
an English translation version. We include two
manually written examples as few-shots and insert
the target object with its description in the position
marked in

Figure 8 shows the complete prompt we use in
Question Filtering stage, and Figure 9 shows an En-
glish translation version. We list four types of low-
quality cases and required GPT4 to judge whether
the question falls into one. The question under
judgment should be placed in the position marked
in red.

A.2 Prompt in Evaluation

Figure 10 shows the complete prompt we use when
evaluating the correctness of a response, and Fig-
ure 11 shows an English translation version. We
include five judging examples that cover the situa-
tions of answering correctly, answering incorrectly,
and refusing to answer. The verifier is supposed
to show its analysis before providing the judgment.
The question, standard answer, and model’s can-
didate answer should be placed in the position
marked in

A.3 More Examples in FactualBench

We list one example of each domain (exclude oth-
ers) in FactualBench in Table 7, 8, 9. We pro-
vide English translations for reference only, and
the questions are highlighted in blue.

A.4 Training of the Classifier

We obtain the classifier model by fine-tuning a
Baichuan-13B-Instruct model, which has already
possessed sufficient foundational capabilities. For
the training data, we first collect a large volume
of real user queries in advance, which are then
labeled combining human judgments with GPT an-
notations, structured into a three-level taxonomy
to ensure both classification accuracy and cover-
age. The model is fine-tuned exclusively on this
task, enabling it to achieve robust performance in
classifying queries across hundreds of categories.


http://papers.nips.cc/paper_files/paper/2024/hash/7428e6db752171d6b832c53b2ed297ab-Abstract-Conference.html
https://doi.org/10.18653/V1/2024.ACL-LONG.107
https://doi.org/10.18653/V1/2024.ACL-LONG.107
https://doi.org/10.18653/V1/2024.ACL-LONG.107

A.5 Detailed Benchmark Results

We benchmark 14 LLMs on our FactualBench
dataset: Baichuanl (closed), Baichuan?2 (closed),
Qwenl.5-7B-Chat (open), Qwen2-7B-Instruct
(open), Llama-3-8B-Instruct (open), Baichuan3
(closed), Yi-34B-Chat (open), Command-R-35B
(open), Llama-3-70B-Instruct (open), Qwen2-72B-
Instuct (open), Baichuan4 (closed), Command-
R-plus-104B (open), DeepSeek-v2-0628 MoE-
236B (open), GPT4-0125-preview (closed), among
which DeepSeek and GPT4 are queried from API
and others are run locally. We use the recom-
mended generation configuration and code on hug-
gingface® to generate responses, and we set max-
new-tokens and max-length configuration large
enough to ensure that models can complete all their
responses to questions.

We present the performance of 14 LLMs on our
FactualBench at domain level using a heatmap in
Figure 12. The first column presents the overall
accuracy of the model, and the last line shows the
average accuracy of all 14 models. We arrange
domains from left to right in descending order of
the average accuracy. Each domain is represented
by its first five letters.

It is evident from the figure that as the number of
model parameters increases, there is a correspond-
ing upward trend in accuracy, while models with
proficiency in Chinese demonstrate superior per-
formance compared to those primarily proficient
in English with approximate parameter numbers,
which are aligned with our expectations. Addition-
ally, we have identified two key findings: 1) The
performance of the same model can vary sig-
nificantly across various domains; 2) Different
models share a consistency in relative ability on
different domains. Specifically, models tend to
share similar domains where they achieve higher
(or lower) accuracy, and there is no domain where
one model excels (ranking in the top five accuracy
domains) while another performs poorly (ranking
in the bottom five accuracy domains). Interest-
ingly, the film&entertainment domain constitutes
the largest portion of all data, but models exhibit
the lowest accuracy among all domains.

We attribute the phenomenon to two possible
primary factors. Firstly, the type of knowledge re-
quired varies across different domains. Secondly,
the distribution of training data across these do-
mains is uneven. These two factors contribute to

https://huggingface.co/
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the varying difficulty of tasks in different domains,
and the differing levels of mastery that LLMs have
over the knowledge pertinent to each domain, re-
spectively.

A.6 LLMs Responses in High Temp.

We present illustrative examples of model re-
sponses, including one instance from Baichuanl
on a test case (Table 10) and two examples from
Qwen2-7B-Instruct on training cases (Table 11).
For clarity, we provide English translations of
key response details within square brackets ([]).
The examples reveal that while Baichuanl pro-
duces incorrect answers to questions under a low-
temperature configuration, it can sometimes gener-
ate more correct responses to them under a high-
temperature configuration. Similarly, Qwen2 ex-
hibits substantial variation in its responses under
the high-temperature setting.


https://huggingface.co/

Question generation
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Figure 6: Prompt used to generate questions.
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Question generation

I will provide you with an object and its related reference description. Please generate up to
{Question number: 3} factual questions about the object. Each question should have a unique and
accurate answer, avoiding vague or contentious answers, subjective judgments, and time-sensitive.
The answer should be directly found in the reference description. The question should be clearly
expressed, with unambiguous noun references, and should not rely on the reference description
for understanding. For each question, provide one standard answer and three misleading wrong
answers.

Here are two examples:

[Object]: {Example Object 1}

[Reference Description]: {Brief introduction to Example Object 1}
[Question 1]: {Example question 1 related to Example Object 1}
[Standard Answer]: {Standard answer to Example question 1}
[Wrong Answer 1]: {Wrong answer 1 to Example question 1}
[Wrong Answer 2]: {Wrong answer 2 to Example question 1}
[Wrong Answer 3]: {Wrong answer 3 to Example question 1}

[Object]: {Example Object 2}

[Reference Description]: {Brief introduction to Example Object 2}
[Question 1]: {Example question 2 related to Example Object 2}
[Standard Answer]: {Standard answer to Example question 2}
[Wrong Answer 1]: {Wrong answer 1 to Example question 2}
[Wrong Answer 2]: {Wrong answer 2 to Example question 2}
[Wrong Answer 3]: {Wrong answer 3 to Example question 2}

For the following object and reference description, generate questions and answers in the same
format.

[Object]:

[Reference Description]:

Figure 7: Prompt used to generate questions (English translation).
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Question filtering
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Assistant: B 5 |, TS FRAREGE SR AL 31T AW -
User: 1] 31 2 -

{FFPFAra] )

THLE R HINT -

Figure 8: Prompt used to filter out low-quality questions.

Question filtering

User: You are an evaluation expert, and you need to assess the quality of a question.

I will provide you with a factual knowledge question, and you need to analyze the question from
the following aspects to determine whether the question is of [High Quality] or [Low Quality].
If the question contains unclear pronoun references or cannot be clearly understood, please respond
with [Low Quality].

If the answer to the question is not unique, please respond with [Low Quality].

If the question is time-sensitive and does not provide a specific time limitation, please respond
with [Low Quality].

If none of the above situations apply, please respond with [High Quality].

Please think through the question step by step and give your final judgment as [High Quality] or
[Low Quality]. Be sure to put your final judgment in square brackets []!

Assistant: Understood. I will follow your requirements and rules for evaluation.

User: The question is:
{Question to be evaluated }
Please provide your judgment:

Figure 9: Prompt used to filter out low-quality questions (English translation).
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Answer evaluation
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Figure 10: Prompt used to evaluate candidate answers to questions.
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Answer evaluation

Given a question and its corresponding standard answer, evaluate whether the candidate answer correctly addresses
the question based on the standard answer and your knowledge. Please note that the question may not have only one
unique answer; in such cases, as long as the candidate answer is reasonable, it is acceptable. If the candidate answer
aligns with the reference answer or is reasonable, please respond with [Correct]; if the candidate answer contradicts the
reference answer or does not answer the question, please respond with [Incorrect], and provide your analysis. Here are
five examples:

[Question]: When did Wang Xiaochuan, the founder of Baichuan Inc., co-found the company with Ru Liyun?
[Standard Answer]: Wang Xiaochuan co-founded Baichuan Inc. with Ru Liyun on April 10, 2023.

[Candidate Answer]: Wang Xiaochuan and Ru Liyun co-founded Baichuan Inc. in April 2023.

[Evaluation]: According to the standard answer, Baichuan Inc. was founded on April 10, 2023. The candidate answer
states it was founded in April 2023, which aligns with the reference answer. [Correct]

[Question]: Which poet created "Cai Sang Zi - Qing Ming Hou San Ri Zuo"?

[Standard Answer]: "Cai Sang Zi - Qing Ming Hou San Ri Zuo" was created by the poet Long Yusheng.

[Candidate Answer]: "Cai Sang Zi - Qing Ming Hou San Ri Zuo" was created by the Qing Dynasty poet Jiang Chunlin.
[Evaluation]: According to the reference answer, "Cai Sang Zi - Qing Ming Hou San Ri Zuo" was created by Long
Yusheng, while the candidate answer claims it was created by Jiang Chunlin, which contradicts the reference answer.
[Incorrect]

[Question]: What are the representative works of Li Bai?

[Standard Answer]: Li Bai’s representative works include "Wang Lu Shan Pu Bu", "Xing Lu Nan", "Shu Dao Nan",
"Qiang Jin Jiu", "Zao Fa Bai Di Cheng", and "Huang He Lou Song Meng Hao Ran Zhi Guang Ling", etc.

[Candidate Answer]: Li Bai’s representative works include "Qiang Jin Jiu", "Jing Ye Si", "Lu Shan Yao", "Zao Fa Bai
Di Cheng", "Zeng Wang Lun", "Wang Lu Shan Pu Bu", "Xing Lu Nan", "Ye Bo Niu Zhu Huai Gu", "Deng Jin Ling
Feng Huang Tai", and "Song You Ren", etc.

[Evaluation]: Li Bai has many representative works, and the answer is not unique. The poems listed in the candidate
answer are indeed all written by Li Bai, which is reasonable. [Correct]

[Question]: What are the main works of Hattie Winston?

[Standard Answer]: Hattie Winston’s main work is "Castle" (Season one).

[Candidate Answer]: Hedy Lamarr’s main works include "Ecstasy" (1933), "Algiers" (1938), and "Samson and Delilah"
(1949), etc.

[Evaluation]: Hattie Winston has many works, and the answer is not unique. However, the works listed in the candidate
answer are not by Hattie Winston. [Incorrect]

[Question]: In which battle did Wu Zhifan sacrifice?

[Standard Answer]: Wu Zhifan was sacrificed in the battle on August 26, the second year of the Shunzhi reign, which
was part of the Jiadin Santu.

[Candidate Answer]: Sorry, I cannot find any information related to Wu Zhifan’s sacrifice. This may be due to incorrect
information you provided or because this person does not exist.

[Evaluation]: According to the standard answer, Wu Zhifan was sacrificed in the battle on August 26, the second year of
the Shunzhi reign, but the candidate answer did not answer the question. [Incorrect]

Here is the content you need to evaluate, and please use the same format to provide your evaluation.
[Question]:

[Standard Answer]:

[Candidate Answer]:

[Evaluation]:

Figure 11: Prompt used to evaluate candidate answers to questions (English translation).
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Question

FEE AR (R B A ST

‘Who directed the Korean movie "Inrang’?

ARG A B AR IR TR BT 24
Which two schools did Hebei Normal University first originate
from?

Standard Answer

® (R ZHEMEHTH .

The movie ’Inrang’ is directed by Kim Jee-woon.

AR A i P AR IR TR 2 AR LT 24
Hebei Normal University originated from Shuntianfu Official
School and Beiyang Women’s Normal School.

Wrong Answerl

% (NI ZHEHTMGA -
The movie "Inrang’ is directed by Kang Dong Won.

TR R 2 Ao AR R T AR T S 22 B A AL 2 245 -
Hebei Normal University originated from Hebei Normal Institute
and Hebei Institute of Education.

Wrong Answer2

L RVN -V LRI E S

The movie ’Inrang’ is directed by Han Hyo Joo.

AL K 27 fx FL AL IR T JL R L BRIV 2 B Al A 27
5% -

Hebei Normal University originated from Hebei Vocational and
Technical Normal College and Huihua College.

‘Wrong Answer3

R (AR BB S

The movie ’Inrang’ is directed by Jung Woo Sung.

RIS R A B AR IR T AL RO AR R
Hebei Normal University originated from Peking University and
Tsinghua University.

Domain AR HERST
film&entertainment education&training
Question FERBRI AR A7 i 5 R A BB IR
What is the chemical formula for phenylalanine? When did posthumous titles begin?
Standard Answer | FKHZRHIHZECIHIINO2 - WSRT A -
The chemical formula for phenylalanine is COH1 INO2. The posthumous title began in the Western Zhou Dynasty.
Wrong Answerl | ZRRZER L2202 C8HIINO2 - WSETRE -
The chemical formula for phenylalanine is CSH1 1NO2. The posthumous title began in the Eastern Zhou Dynasty.
Wrong Answer2 | FHE AL ZECIHIONO2 - S IR T R .
The chemical formula for phenylalanine is COH10NO?2. The posthumous title began in the Qin Dynasty.
Wrong Answer3 | RFZERRHILFZZCIHIINO3 - 5 1R T -
The chemical formula for phenylalanine is COH11NO3. The posthumous title began in the Han Dynasty.
Domain HERE [y R 2
physics, chemistry, mathematics&biology history&traditional culture
Question REREEARSEZ —E NI ER A L ERA A7 THEER R R E R RLL?

What is the debut film of Wang Xiaoshuai, one of the "sixth
generation directors" of Chinese cinema?

What are the constituent elements of legal relationships?

Standard Answer

FNIERZAZIER (FFERHT) -

Wang Xiaoshuai’s debut film is "THE DAYS’.

HERAMMMBEZA =0 FERREE, BEXAN
, HHRARE.

There are three elements that make up a legal relationship: the
subject of the legal relationship, the content of the legal relation-
ship, and the object of the legal relationship.

Wrong Answerl

TR R LR (REER) .

Wang Xiaoshuai’s debut film is *So Close to Paradise’.

BEXAWMREZE . EEXAREE, BEXAE
n, HERAKE.

There are three elements that make up a legal relationship: the
subject of the legal relationship, the form of the legal relationship,
and the object of the legal relationship.

‘Wrong Answer2

ENINRZA LR (T2 HBE) .

Wang Xiaoshuai’s debut film is 'Beijing Bicycle’.

EHRXANMBERE =0 EERRREMR, EEXAN
B, OEERATTR.

There are three elements that make up a legal relationship: the
subject of the legal relationship, the content of the legal relation-
ship, and the method of the legal relationship.

Wrong Answer3 | F/NBFEEZLAZIER (FO) - HERXRMWEEZE =T FHEXRER, BEXRN
7, BERAB-.

Wang Xiaoshuai’s debut film is *Shanghai Dreams’. There are three elements that make up a legal relationship: the
subject of the legal relationship, the content of the legal relation-
ship, and the objective of the legal relationship.

Domain Nyra® BUATER
biography politics&law

Table 7: More examples in FactualBench (part 1).
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Question

I X el B SR AR — SR AR R A
In which year was the Chinese National Financial Supervisory
Administration unveiled?

MemCaches& H 1T 4 FJ?
Who developed MemCache?

Standard Answer

[ R il B R R R 2023 1B AR -
The Chinese National Financial Supervisory Administration was
unveiled in 2023.

MemCache& FHLiveJournal fJBrad Fitzpatrick ¥ % ff1 «
MemCache was developed by Brad Fitzpatrick from LiveJournal.

‘Wrong Answerl

[ oK e e B R R R TR 20224 3B Y -
The Chinese National Financial Supervisory Administration was
unveiled in 2022.

MemCaches& FiFacebook #IMark ZuckerbergH & H -
MemCache was developed by Mark Zuckerberg from Facebook.

Wrong Answer2

[ oK i B B R R TR 202 1 R B FEY -
The Chinese National Financial Supervisory Administration was
unveiled in 2021.

MemCache/& FHGooglef]Larry PageJF & K] -
MemCache was developed by Larry Page from Google.

‘Wrong Answer3

oK e e B P SR R TR 2020 £ 3B Y -
The Chinese National Financial Supervisory Administration was
unveiled in 2020.

MemCache;& FHMicrosoft/IBill GatesFf % {1 -
MemCache was developed by Bill Gates from Microsoft.

Domain ZPTEE TR
economics&management computer science
Question T AT BOE AR AR AL R R T B XA TR SRAT A2

What is the main site of action of rosuvastatin?

What is the original meaning of *Fontainebleau’?

Standard Answer

& AT B EZAER AT -

The main site of action of rosuvastatin is the liver.

“HT AR BT SR SO SRR K «
The original French meaning of "Fontainebleau" is "beautiful
spring water".

‘Wrong Answerl

T (AT A B E R LR O -

The main site of action of rosuvastatin is the heart.

“HST BB BTE SR X BB E B -
The original French meaning of "Fontainebleau" is "magnificent
palace".

‘Wrong Answer2

& AT T B EE AR I -

The main site of action of rosuvastatin is the kidney.

“HST B BTE SR L IR TR
The original French meaning of "Fontainebleau" is "hunting
palace".

‘Wrong Answer3

& AT EZERT AR -

The main site of action of rosuvastatin is the stomache.

“HFF AR BT SR SO E AR
The original French meaning of "Fontainebleau" is "ancient cas-
tle".

Domain & e AL
medical sociology&humanity
Question PR THRE? BT R F AL 524 5K Bl FH P
Where do bamboo shoots originate from? Which geologist named the Pleistocene epoch?
Standard Answer | P75 )5 T H1E . FHTHR S ST SR PR B RO
Bamboo shoots originate from China. The Pleistocene was named by British geologist Lyell.
Wrong Answerl | 7% F HA BEHTH R A S E B SR A B A
Bamboo shoots originate from Japan. The Pleistocene was named by British geologist Forbes.
Wrong Answer2 | P75 TE1E - TR S M T SRR R B Y -
Bamboo shoots originate from India. The Pleistocene was named by American geologist Lyell.
Wrong Answer3 | FT5% R T4 - T o S TR G U 9 -
Bamboo shoots originate from Thailand. The Pleistocene was named by Chinese geologist Lyell.
Domain MG RICHFE
agriculture, forestry, fisheries&allied industries astronomy&geography

Table 8: More examples in FactualBench (part 2).
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Question

HTEUR R ASHBEATERE—£F IE U E AT BRIA R 4 S HERA 2
In which year did the New Orleans Pelicans officially announce
their name change to the Pelicans?

ERRRE AR AW —F A7 17

In which year was BentleyMotors Limited founded?

Standard Answer

BTHUR RASHEPATE20134FE EUE AT BRIAR 424 J 58N -
The New Orleans Pelicans officially announced their name change
to the Pelicans in 2013.

FEARFEATRLEI919F I -
BentleyMotors Limited was founded in 1919.

Wrong Answerl | #5/R RBGHEEAAE20 1248 IEZUE AT BREA U Ty 9H5EA - ERRREAFRAE19205F 418 -
The New Orleans Pelicans officially announced their name change | BentleyMotors Limited was founded in 1920.
to the Pelicans in 2012.
Wrong Answer2 | H#H/R RBGHEEAAE20 1448 IEZUE AT BREAZCE Sy B5H5EA - ERRREAFRAE1918F AT H -
The New Orleans Pelicans officially announced their name change | BentleyMotors Limited was founded in 1918.
to the Pelicans in 2014.
Wrong Answer3 | #H/R RAGHEEAAE201 54 IEZUE AT BREAZUA Ty B5HBEA - ERRREAFRAE19214FAI 78 -
The New Orleans Pelicans officially announced their name change | BentleyMotors Limited was founded in 1921.
to the Pelicans in 2015.
Domain BRI iR e
sports&tourism digital&automotive
Question PRETREZM T A F B RN E T IR ?

‘What is the main use of disconnectors?

In which year did the Opium War begin?

Standard Answer

FREJF R EEMTHRE R BRRE. HLEaEm
NI LB

Disconnectors are mainly used for isolating power sources, switch-
ing operations, and connecting and disconnecting small current
circuits.

FG R R R TR 1840 IR Y -

The Opium War begin in 1840.

‘Wrong Answerl

FREIFREEA TR .

Disconnectors are mainly used to regulate voltage.

H 7 I R TE 1 842 IR -
The Opium War begin in 1842.

‘Wrong Answer2

PREIT R EZEM T HRARAER -

Disconnectors are mainly used to convert current.

F8 7 S AR 1839 TFUGHY -
The Opium War begin in 1839.

Wrong Answer3 | FRESH X EZH T4 HEE - R 5 TE184 1 T IR R -
Disconnectors are mainly used for storing electrical energy. The Opium War begin in 1841.
Domain Tk T2 TR
industrial engineering military&war
Question SET X AN R T O e R TR E R AR — SR A )2

‘What song does the meme "Mai Le Fo Leng’ come from?

In which year was Soho Bar founded?

Standard Answer

ET X AR IR THE (I Love Poland) -

The meme "Mai Le Fo Leng’ comes from "I love Poland"

FIRTIEIE S 7E 2003 FE HELE /Y -
Soho Bar was founded in 2003.

‘Wrong Answerl

SET BRI MARRIET A (1 Love China) -

The meme "Mai Le Fo Leng’ comes from "I love China"

TR TE2000 8- E A= 1 -
Soho Bar was founded in 2000.

Wrong Answer2 | 3£ T 43X MAZRIETHE (I Love America) - F3 e PR FE2005 FFE A Y
The meme "Mai Le Fo Leng’ comes from "I love America" Soho Bar was founded in 2005.
Wrong Answer3 | 3K T fflv&iX MR KIFET A (I Love England) - TRRHE IR ZE20 1 04F HEAE Y
The meme "Mai Le Fo Leng’ comes from "I love England" Soho Bar was founded in 2010.
Domain VA ] A A TAEETE
slang&memes work&life
Question MHIRR R VIR A4S ? JRIKAE A A AR o fik 2 TR 2 R B

What words is VI (a Vision System) abbreviation for?

Where is the recognized "source of dragon veins" in chinese feng
shui?

Standard Answer

AR B RS2 Visual Identity (9455 -
VI abbreviation for Visual Identity.

RIKAE A AN ok Z IR & B e
The "source of dragon veins" in chinese feng shui is Kunlun
Mountain.

‘Wrong Answerl

IR B RSS2 Visual Information 45 S -
VI abbreviation for Visual Information.

RO A A ik Z IR AT«

The "source of dragon veins" in chinese feng shui is Yangtze River.

‘Wrong Answer2

IR B RS2 Visual Interface (U455 -
VI abbreviation for Visual Interface.

KL A 2B o fok Z 52 B9 o
The "source of dragon veins" in chinese feng shui is the Yellow
River.

Wrong Answer3

IR R GE2 Visual Interaction 455 -
VI abbreviation for Visual Interface.

JRIRAL A A B o fok Z RS2 KA o
The "source of dragon veins" in chinese feng shui is the Taihu
Lake.

Domain

TR
high technology

(B4

religion&culture

Table 9: More examples in FactualBench (part 3).
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Accuracy on FactualBench/%
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Figure 12: Performance on FactualBench at domain level. We prioritize the chat/instruct version of these models.
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BAICHUANI-CHAT

Test split: /B RNERE (FHAC) PREREMERERI? FREESR: TR
Who ultimately subdued King Huangmei in Journey to the West? [Standard Answer: Maitreya Buddha]

low temp. ‘ FIVEZS [Sun WuKong] - ‘ X
WSFE[Ne Zha]\n#& J8 K E, 55 LT E] < B R BE L IR /N AN BRI SO A, 2% ) RGO ME S ~ W R ki R g ‘
high temp. | fE & HIL
| PMEZE[Sun WuKong]  SEHILEN\n = RIEEZ I \F\nF B LI KEEZ A | x
B A o HWIEREE X BRIRE F T HEADIR MEIMEESAERRRIE T EHELERE | v

1), JERSRE b HE R Bk T 2 REEREIH T -

Table 10: Baichuanl responses to a test case under low temperature and high temperature.

QWEN2-7B-INSTRUCT

Training split: 7& (BEEHF) o, 43k AFEREIABE TR N A2 [FREZZ: Tauren]

What is the shu’halo referred to as in English in World of Warcraft? [Standard Answer: Tauren]

£ (BB X EMRRIFHIRET, 3k X —FBRE BT T 3R h o EIXPRHERMEF, F | v
high temp. | SKAMTUABATH ) & SRS Y IR 357 R AR RO U A 35 05 S8 7R ﬁ%&lkﬁ%)*i(ﬂﬁ%ﬁﬁﬁiﬁﬁiﬁ’]”X%)]
SFPEZ -

E (EEMA) XMW, Pk AFGRAEEIEE TR N "Ogres" » {HEH IR FI4 5 ARIZFEHIZ B ?ﬂ‘?ﬂ’] X
Ao sk NFEE, MifiTAIIES 4 F M {E High Hill Ogres" (LLTH%) F1"Grim Guor’gan Orges" (AARUFE) , {HHZ
Fores" (BANBE) MIGHRIGMR - IXATREF“4 T —LIRIE - IEFRT H B AR PFITERIZZ&“Ogres’ LE(&?E*FEE’JT*‘HT
FINE Z:H 4 PR A Hill Gazelle" 5¢"Mountain Goliaths" (ARG (BEMF) AR ST FAR) -
BAEEBETILEIIE I A, “Ogres &5 i I AIFRE /75 -

fE (BESHES) X PEMAH R, 4k AFEX AN SEIGME TR A Trolls - (BFER—SUERA, FRHlRIEEEE | x
T AR ZEKTE R ATREI, AR 1# R HTouaregs 5 Berbers, HiXIF AR (BEEH ) PR AR FR - FERR
W, RSB TR Relves FI—MURER, H B CORIUL . IES M0, HERRARITE PR E AL -

Training split: B8 FERBAZE 1992/93 R 4X15 TIAR BN o L MRME EBIEE? IEER: D3F)
Which Ligue 1 football club won the first UEFA Champions League championship
in Ligue I history in the 1992/93 season? [Standard Answer: Olympique de Marseille (OM)]

| 7£1992/93 B PALIE RIS o 1o MK EBETE CURFRONRRIMTEER) S ERQBRIE TR OM] RERERE. | v/
hightemp. | 2 1902/03% %, & AFHIACK 2 FA[A.C. Milan from Italy] 75 24 E KK B E BB T S MEROE A BRNAEE . | X
TR RIERBREA « i, H— L ERBRAE B RIS 5 TN E ER TR, A6 2 15 E BRI T 78 L BR (R

TE1993/94TEBHRIG T HI # L ML 2R S W— RN E EBRFEE (UG RIHEN REE")
X

1992/93FF R IG BRI FE R TR (MU I AIFEE L FR N BRI EH) 568 T 102 7 =2 590 57 52 5iBA[AFC Ajax from the
Netherlands] , FEARAEMVEFEREA - FTLIE 2 I EHBRAEX N RBRGTX A 6% .

Table 11: Qwen2-7B-Instruct responses to training cases under high temperature.
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B Training Details

We complete all our training based on Open-
RLHF (Hu et al., 2024) framework, on 8 H800-
80G NVIDIA GPUs, using AdamW optimizer
(Loshchilov, 2017) and cosine scheduler. Learning
rate is set to be 2e — 6 for SFT training, 1e — 6 for
DPO training, and 1e — 6 DPO + le — 7 SFT when
fusing two loss functions together. Only 1 epoch is
trained on tuning set, the batch size is set 128, the
DPO 3 is set 0.1, the weight decay is set 1e — 4 in
all conditions. We list sizes of all our tuning data
in main experiments and ablation studies in Table
12. For SFT loss, a question is considered to be
valid if the model correctly answers at least one
time; While for DPO loss, a question is considered
to be valid if it receives both correct and incorrect
answers from the model. As for baselines, we re-
produce their methods following settings in their
papers.

C Evaluation Details

We choose 6 other open-source benchmarks to eval-
uate model’s enhancement comprehensively. Mod-
els are required to respond to the questions or in-
structions in zero-shot condition and under default
generation configuration. Official metrics are re-
ported for all, and for model-based evaluation pro-
cesses, we all choose GPT4 as evaluator.

TruthfulQA (Lin et al., 2022) is an English
benchmark to measure whether a language model
is truthful in generating answers. It contains 817
questions covering 38 domains. The questions are
designed to cause imitative falsehoods which are
due to a false belief or misconception. We use the
generative part of Truthful QA and adopt GPT4 to
evaluate the response correctness.

HalluQA (Cheng et al., 2023) is a benchmark to
measure hallucination in Chinese LLM. It contains
450 meticulously designed adversarial questions
covering various domains to test imitative false-
hoods of the model and factual knowledge. Still,
we use the generative part and its official prompt to
evaluate the answer.

CMMLU (Li et al., 2023a) is a Chinese multiple-
choice benchmark similar to MMLU (Hendrycks
et al., 2021), comprising 67 topics with massive
questions. We use the official script and code to
evaluate the model’s accuracy on the task.

HaluEval (Li et al., 2023b) is a large collection
of generated and human-annotated English halluci-
nated samples to evaluate the performance of LLM
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on recognizing hallucinations. It is a discrimina-
tive task that requires the model to judge whether
a response contains hallucination or not. We use
the official prompt and only test on 10,000 samples
from the QA part. The evaluation is based on string
matching (e.g. "Yes" or "No") and if the model’s
judgment does not match any pattern, it will be
considered as a wrong judgment.

AlignBench (Liu et al., 2023) is a Chinese
benchmark for evaluating LLMs’ alignment skills.
It contains 683 instructions on 8 different tasks,
including professional knowledge, mathematics,
fundamental language ability, logical reasoning,
advanced Chinese understanding, writing ability,
task-oriented role play, and open-ended question.
We use its official prompt format to evaluate an-
swers in a model-based way.

AlpacaEval (Li et al., 2023d) is a benchmark
based on the AlpacaFarm (Dubois et al., 2023) eval-
uation set, which tests the model’s instruction fol-
lowing ability. It contains 805 samples on different
instructions, and calculates the winning rate against
a base model. It has been used to indicate model’s
helpfulness in previous work (Lin et al., 2024a).
In our experiments, the model before training is
selected as the base model.

D Detailed Experiment Results

In this section, we will provide more detailed re-
sults of the main experiments and ablation stud-
ies. Domain-level accuracy on FactualBench is
presented in heatmaps, and performance on other
benchmarks and sub-tasks of AlignBench is listed
in tables.

D.1 Main Experiments

We present the performance of Qwen2-7B-Instruct
and Baichuanl-Chat after training through our
method and the other three baselines on Factual-
Bench at domain-level in Figure 13 and Figure 14,
respectively. The first column presents the over-
all accuracy of the model and we arrange domains
from left to right in the same order as Figure 12.
Each domain is represented by its first 5 letters.

D.2 Ablation Studies

For the ablation study on data sources, we present
models performance on 7 benchmarks in Table 13,
on 8 sub-tasks of AlignBench in Table 14, and
domain-level accuracy on FactualBench in Figure
15, Figure 16.



Loss Split  Chosen  Rejected # Valid Questions # Labels/Pairs
QWEN2-7B-INSTRUCT

SFT small self - 16,845 16,845

SFT small Baichuan - 15,489 15,489

SFT small dataset - 24,000 24,000

DPO small self self 11,485 85,041

DPO! small Baichuan Baichuan 12,949 96,737
DPO small dataset dataset 72,000 72,000

BAICHUANI1-CHAT

SFT (single label)  full self - 115,798 115,798
SFT (all labels) full self - 115,798 489,357
SFT full w/ desc. - 177,714 177,714
SFT full dataset - 177,714 177,714

DPO (small)’ small self self 12,949 96,737
DPO (full)? full self self 98,805 743,333
DPO full w/ desc. self 177,714 881,932
DPO full dataset self 177,714 881,932
DPO full dataset dataset 177,714 533,142
SFT then DPO? full self self 98,805 743,333
SFT + DPO? full self self 98,805 743,333

Table 12: Sizes of all our tuning data. Data with the same superscript !> are exactly the same.

For the ablation study on loss functions, we
present Baichuan performance on 7 benchmarks in
Table 15, on 8 sub-tasks of AlignBench in Table
16, and domain-level accuracy on FactualBench in
Figure 17.

E More Experiments

We provide more experiment results beyond the
main experiment in this section.

E.1 Experiments on More Models

To demonstrate the effectiveness of our PKUE
method on a wider range of models, we conducted
experiments on Qwen2.5-7B-Instruct (Team, 2024)
and Llama3.1-8B-Instruct (Grattafiori et al., 2024)
models. Both are latest models released in the
past year and Llama3.1-8B is an English-proficient
model.

We set the temperature=1.4 and top-p=0.9, top-
k=50 that align with the main experiment settings,
and train the models on the small split. The verifier
is set to be the same as the model to be trained. The
results are shown in Table 17.

The observed results exhibit the same trends as
in the main experiment. The application of PKUE
yields consistent performance enhancement across
all seven benchmarks for both models, achieving
Avg. improvement of 2.26 and 4.35, respectively.

This further proves the effectiveness of PKUE.
Moreover, the training effect on LLama3.1-8B un-
derscores the utility of FactualBench for English-
proficient models and suggests a deep relationship
between the abilities of different languages.

E.2 Comparisons with More Baselines

To better confirm the superiority of PKUE and
the poor generalizability of the existing methods,
we additionally examine two more SOTA decod-
ing / inference strategies for factuality enhance-
ment, which are widely compared in previous re-
searches (Tian et al., 2024; Zhang et al., 2024),
Dola (Chuang et al., 2024) and ITI (Li et al., 2023c)
on Llama3.1-8B-Instruct. We reproduce ITI and
adopt the official implementation of Dola from the
transformers library. The results are shown in Table
18.

Both methods indeed improve model perfor-
mance on the targeted factual tasks like Truthful QA
and HalluQA. However, on most other factuality-
concerned and beyond-factual benchmarks, these
two baselines experience performance degradation
and even severe drops, which showcases the advan-
tage and the significant effectiveness of our PKUE.
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Figure 13: Qwen2-7B-Instruct performance on FactualBench after different training methods.
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Figure 14: Baichuanl-Chat performance on FactualBench after different training methods.

E.3 Evaluations on More Benchmarks

To further demonstrate the generalized improve-
ment after PKUE training, we add two more tasks,
biography generation (BioGen) (Min et al., 2023)
and SimpleQA (Wei et al., 2024a) related to fac-
tuality, and have evaluation on the four selected
models.

BioGen is a task that requires LLMs to generate
biographies of people, in the format of “Tell me a
bio of entity”. It is evaluated using the FActScore
metric and reflects the factuality of LLMs in
long-form tasks. We sample 100 celebrities from
Wikipedia and report the average FActScore (%).

SimpleQA is a benchmark that evaluates LLMs’
factuality to short, fact-seeking questions. Com-
paring with the other short-form factual tasks in
our paper, SimpleQA is more challenging, as it
is adversarially collected against GPT-4 responses
(Wei et al., 2024a). We report the models’ response
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accuracy (%) in answering all 4326 questions.

The experimental results in Table 19 demon-
strate that our PKUE can still achieve competitive
generalized improvement in both long-form fac-
tual tasks and more difficult short-form precise QA
tasks, even though baselines FLAME, FactTune-
FS, and Self-Eval-SKT have in-domain training on
the BioGen task.

F Mutual Nearest-Neighbor Metric

For two models with representations f, g, the mu-
tual k-nearest neighbor metric measures the aver-
age overlap of their respective nearest neighbor
sets (Huh et al., 2024). According to the original
definition, define z; ~ X as a sample from the
data distribution X'. {z;}?_, is a mini-batch sam-
pled from this data distribution. Two models f
and g extract features ¢; = f(x;) and ¥; = g(x;).
The collections of these features are denoted as



Loss | Chosen  Rejected | FactualBench TruthfulQA HalluQA CMMLU HaluEval | AlignBench | AlpacaEval | AAvg.
QWEN2-7B-INSTRUCT
SFT self - 5543 50.31 45.56 80.22 53.70 6.63 44.22 -0.66
SFT | Baichuan - 49.97 29.87 24.67 77.49 42.05 4.98 15.03 -13.61
SFT | dataset - 50.38 19.58 21.11 79.85 9.69 3.56 7.20 -23.22
DPO self self 58.81 54.47 49.78 82.15 54.00 6.96 58.26 +2.22
DPO | Baichuan Baichuan 58.17 53.86 46.67 80.14 52.26 6.71 39.19 +0.45
DPO | dataset dataset 55.75 52.14 46.22 80.77 51.70 6.50 36.06 -0.65
BAICHUAN1-CHAT
SFT self - 51.33 31.46 30.00 48.78 55.73 5.04 37.58 +1.29
SFT | w/desc. - 55.63 36.60 27.11 51.39 10.40 4.47 36.96 -5.69
SFT | dataset - 55.86 21.30 22.44 49.58 12.40 3.73 26.65 -10.18
DPO self self 58.29 35.86 38.89 50.92 52.05 5.38 63.99 +4.97
DPO | w/ desc. self 18.17 13.10 9.33 48.05 48.57 4.07 32.80 -13.67
DPO | dataset self 5.40 3.92 1.56 46.85 40.10 3.28 19.07 -21.56
DPO | dataset dataset 49.08 28.89 19.78 50.70 54.89 4.82 39.07 -1.40

Table 13: Performance on 7 benchmarks in data sources ablation study. We mark the best results in bold.

Loss | Chosen  Reiected Professional Mathe- Fundamental Logical Advanced Chinese Writing Task-oriented Open-ended
) J Knowledge matics Language Ability Reasoning Understanding Ability Role Play Question
QWEN2-7B-INSTRUCT
SFT self - 6.74 6.40 7.04 4.90 6.50 7.09 7.35 7.50
SFT | Baichuan - 5.26 3.72 5.88 3.41 5.31 5.60 5.59 6.42
SFT | dataset - 4.47 3.29 4.50 3.37 5.29 1.92 2.73 3.32
DPO self self 6.63 6.94 6.94 5.56 6.93 7.43 7.84 7.92
DPO | Baichuan Baichuan 6.44 6.37 6.85 5.29 7.26 7.21 7.45 7.74
DPO | dataset dataset 6.10 6.36 6.76 4.70 6.59 7.23 7.64 7.07
BAICHUANI-CHAT
SFT self - 5.78 2.59 5.47 3.30 5.66 6.11 6.25 6.58
SFT | w/desc. - 5.02 2.68 4.96 2.92 5.67 5.32 5.00 5.74
SFT | dataset - 4.48 2.62 4.79 275 5.08 3.24 3.77 3.76
DPO self self 6.25 3.03 5.76 3.55 6.12 6.52 6.36 6.79
DPO | w/ desc. self 3.62 1.93 4.88 2.63 4.47 5.81 5.53 5.34
DPO | dataset self 1.77 1.95 4.13 2.58 3.71 5.04 5.14 2.55
DPO | dataset dataset 4.67 2.60 5.53 3.30 5.50 6.40 6.17 6.00

Table 14: Performance on 8 sub-tasks of AlignBench in data sources ablation study. We mark the best results in

bold.

b = {¢1,¢2,...,¢b} and ¥V = {¢17¢2)"')1/)b}‘

Then we compute the respective nearest neighbor
sets S(¢;) and S(¢;) for each z; under the repre-
sentations f and g:

dnn (0i, P\ i)
dnn (Vi Y\ ;)

S(¢i);
S(i),

(6))
(6)

where d},,,,, returns the set of indices of its k-nearest
neighbors. Then we measure its average intersec-
tion via
1
maN (B3, ¥i) = %|S(¢i) NS, (D
where |-| denotes the size of the intersection. We
use the hidden state of the last layer to represent

the extracted feature of a prompt, and following the
original paper (Huh et al., 2024), we set £ = 10
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and b = 1,000 (we take all data points if the total
size of the data is less than 1,000). We apply Iy
normalization to the features, then use the inner
product kernel to measure the distance between two
features. The alignment of two models is measured

by §30_ man (i, i)
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Figure 15: Qwen2-7B-Instruct performance on FactualBench after training on different data sources.
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Figure 16: Baichuan1-Chat performance on FactualBench after training on different data sources.

Loss ‘ FactualBench TruthfulQA HalluQA CMMLU HaluEval ‘ AlignBench | AlpacaEval ‘ AAvg.
BAICHUAN1-CHAT
SFT (single label) 51.33 31.46 30.00 48.78 55.73 5.04 37.58 +1.29
SFT (all labels) 52.37 28.76 26.44 50.15 53.90 5.03 31.06 +0.32
DPO (small) 57.37 33.78 38.44 50.13 50.63 5.30 54.84 +3.90
DPO (full) 58.29 35.86 38.89 50.92 52.05 5.38 63.99 +4.97
SFT then DPO 54.74 37.33 36.67 50.72 54.02 5.07 54.53 +4.03
SFT + DPO 57.16 34.76 38.22 50.78 52.31 5.13 63.91 +4.09

Table 15: Performance on 7 benchmarks in loss functions ablation study. We mark the best results in bold.
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Loss Professional Mathe- Fundamental Logical ~ Advanced Chinese Writing Task-oriented Open-ended
Knowledge matics Language Ability Reasoning Understanding Ability Role Play Question
BAICHUAN1-CHAT
SFT (single label) 5.78 2.59 5.47 3.30 5.66 6.11 6.25 6.58
SFT (all labels) 5.46 2.88 5.60 3.25 5.57 6.19 6.17 6.63
DPO (small) 5.92 3.02 5.66 3.37 597 6.53 6.55 6.79
DPO (full) 6.25 3.03 5.76 3.55 6.12 6.52 6.36 6.79
SFT then DPO 5.57 2.66 5.53 3.01 6.00 6.33 6.32 6.92
SFT + DPO 5.60 2.79 5.57 3.16 6.05 6.17 6.41 7.16

Table 16: Performance on 8§ sub-tasks of AlignBench in loss functions ablation study. We mark the best results in
bold.
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Figure 17: Baichuan1-Chat performance on FactualBench after training using different loss functions.

Model ‘ FactualBench TruthfulQA HalluQA CMMLU HaluEval ‘ AlignBench ‘ AlpacaEval ‘ AAvg.

QWEN2.5-7B-INSTUCT

Base |  56.01 57.77 50.44 78.74 6077 | 669 | 5000 | -
PKUE (small) | 5852 59.61 54.67 80.00 6328 | 681 | 5491 | 4226
LLAMA3.1-8B-INSTUCT
Base |  33.94 50.55 12.89 55.67 6548 | 398 | 5000 | -
PKUE (small) | 43.01 52.30 17.78 56.72 66.55 | 481 | 5283 | +435

Table 17: PKUE performance on Qwen2.5-7B-Instruct and Llama3.1-8B-Instruct.

Method | FactualBench ~TruthfulQA HalluQA CMMLU HaluEval | AlignBench | AlpacaEval | AAvg.

LLAMA3.1-8B-INSTUCT

Base |  33.94 50.55 12.89 55.67 6548 | 398 | 5000 | -
PKUE (small) | 43.01 52.30 17.78 56.72 66.55 | 481 | 5283 | +435

Dola | 3221 50.43 16.22 56.60 6455 | 403 | 4910 | +033

ITI | 2845 52.26 21.33 52.70 2400 | 38 | 1531 | -6.78

Table 18: Comparison between PKUE and more baselines on Llama3.1-8B-Instruct. We mark the decreased results
in red, and the best results in bold.
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Model BioGen SimpleQA

Qwen2-7B 50.8 3.44
FLAME 56.2 3.47
FactTune-FS 571 3.40
Self-Eval-SKT 55.8 3.10
PKUE (small) 53.4 3.81
Baichuanl 40.5 2.20
FLAME 47.3 2.29
FactTune-FS 45.5 2.29
Self-Eval-SKT 46.1 2.03
PKUE (small) 44.0 2.66
PKUE (full) 46.3 2.94
Qwen2.5-7B 56.4 3.68
PKUE (small) 59.2 3.98
Llama3.1-8B 60.9 2.29
PKUE (small) 63.9 5.92
Dola 62.7 2.43

ITI 61.3 2.50

Table 19: Experiments on more benchmarks: BioGen
and SimpleQA. We mark the decreased results in red,
and the best results in bold.
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